APPARATUS AND METHODS FOR FORWARDING DATA PACKETS CAPTURED FROM A NETWORK

In one embodiment, packet forwarding apparatus includes a data packet receiving interface, a data packet forwarding interface, and a configuration interface. The apparatus also includes circuitry that defines a plurality of data packet forwarding paths between the data packet receiving interface and the data packet forwarding interface. The circuitry defines at least one of the plurality of data packet forwarding paths in response to input received via the configuration interface, and the circuitry adaptively reconfigures at least one of the plurality of data packet forwarding paths i) in response to input received via the configuration interface, and ii) while data packets are being received by the packet forwarding apparatus.
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APPARATUS AND METHODS FOR FORWARDING DATA PACKETS CAPTURED FROM A NETWORK

BACKGROUND

[0001] It is often desirable to capture the data packets that are carried over a network. Captured data packets may then be, for example: analyzed to determine their presence and correctness; sorted for purposes such as call flow analysis; factored into various statistics; or examined to determine the content or completeness of their payloads.

BRIEF DESCRIPTION OF THE DRAWINGS

[0002] Illustrative embodiments of the invention are illustrated in the drawings, in which:

[0003] FIG. 1 illustrates an exemplary data packet capture apparatus;

[0004] FIG. 2 illustrates an exemplary method for capturing data packets from a network;

[0005] FIG. 3 illustrates an exemplary packet forwarding apparatus that may be coupled to, or included in, a data packet capture apparatus such as the apparatus shown in FIG. 1;

[0006] FIG. 4 illustrates exemplary real-time and non-real-time data packet interfaces of the data packet receiving interface shown in FIG. 3;

[0007] FIG. 5 illustrates i) a single real-time data packet receiving interface that may be coupled to the real-time data packet forwarding interface shown in FIG. 1, and ii) an additional data store that may be implemented or accessed by a packet forwarding apparatus;

[0008] FIG. 6 illustrates exemplary real-time and non-real-time data packet forwarding paths, as well as sampled and filtered data packet forwarding paths, of a data packet capture apparatus;

[0009] FIG. 7 illustrates an exemplary packet forwarding apparatus comprising a query interface;

[0010] FIG. 8 illustrates an exemplary packet forwarding method; and

[0011] FIG. 9 illustrates an exemplary system that supports the needs of various real-time, non-real-time and query-based applications, such as traffic monitoring and analysis applications.

DETAILED DESCRIPTION

[0012] Network monitoring is often a component of the applications that Service Providers use to manage i) their networks, and ii) the services provided over their networks. These applications capture data packets from the network and perform various types of processing. For example, signaling monitoring applications capture the signaling packets that are used to setup, control, and terminate phone calls; process those packets to recreate individual calls; and compute various measurements that can be used to determine the performance of the network.

[0013] The growth of Service Provider networks and the introduction of increasingly sophisticated services are greatly increasing the volume of traffic to be monitored. Already, the ability of application developers to keep pace with performance requirements is strained. The problem is compounded because keeping pace (linear improvement) is not sufficient, as common scaling approaches (e.g., adding more processing capability) often result in management systems that are too large to cost-effectively deploy and maintain.

[0014] Often, different applications will need access to the same monitored data. However, the applications can vary in the timeliness, volume, longevity, focus, and completeness of the data they require. For example, a troubleshooting application might need a small amount of recently retrieved, very focused data, so that it can provide an immediate answer. In contrast, a business intelligence application might need volumes of complete data so that it can provide insights into the prior month’s network performance. Addressing these varying needs is often accomplished through complex routing of traffic feeds, through various data capture and filtering devices.

[0015] At least some of the apparatus and methods disclosed herein are able to adapt the flow of captured data packets to the processing capabilities of one or more applications, thereby enabling the applications to scale at a better-than-linear rate with respect to growth in network traffic.

1. Data Packet Capture

[0016] For purposes of this description, a “data packet” is defined as any sort of packetized information carried over a network. The packetized information may include, for example, multimedia, voice, data, or control information.

[0017] FIG. 1 illustrates an exemplary data packet capture apparatus 100. As shown, the apparatus 100 comprises a physical, network-connectable data capture probe 102. The apparatus 100 also comprises a time-stamping circuit 104 that is configured to time-stamp the data packets that are captured via the data capture probe 102. In some cases, the time-stamping circuit 104 may comprise an arrival gate 124 and a clock 126. At the arrival gate 124, times may be retrieved from the clock 126 and associated with captured data packets as time-of-capture time-stamps. In some embodiment, an interface 130 may be provided for synchronizing the clock’s time with a system time.

[0018] The apparatus 100 further comprises 1) a real-time packet forwarding circuit 106 that is configured to stream data packets captured via the data capture probe 102 to a real-time data packet interface 108, and 2) a real-time packet storing circuit 110 that operates in parallel with the real-time packet forwarding circuit 106. A communication bus 128, data tee or other mechanism provides captured data packets to the circuits 106 and 110 substantially in parallel. In some cases, multiple ones of the probes 102 could be connected to the communication bus 128 and provide data packets to each of the real-time packet forwarding circuit 106 and the real-time packet storing circuit 110.

[0019] The real-time packet forwarding circuit 106 is configured to forward data packets to the real-time data packet interface 108 as soon as possible, while the real-time packet storing circuit 110 is configured to store the data packets captured via the data capture probe 102 in a data store 112. Data packets are stored in the data store 112 in association with their time-of-capture time-stamps. Preferably, all captured data packets are stored in the data store 112. However, in some cases, a sampled or filtered set of data packets may be stored in the data store 112.

[0020] Depending on its configuration, the data packet capture apparatus 100 can provide various advantages over conventional data packet capture probes. For example, many applications provide their most useful or complete analyses of network traffic when they are able to review and process all of the data packets that pass over a network. However, the rate at which data propagates over a network, or the burstiness of
some data, can sometimes overwhelm the processing capability of an application. In the past, applications have dealt with this issue by simply dropping certain data packets, e.g., by dropping m out of every n data packets received, or by dropping data packets whenever the application’s receive buffer(s) reach capacity. The data packet capture apparatus 100 alleviates this issue by not only forwarding data packets in real-time, but by storing them for non-real-time access. In this manner, an application that knows or presumes it is dropping packets can obtain the dropped packets from the data store 112.

[0021] In some cases, an application may intentionally and routinely drop certain data packets. Such may be the case with an application that provides a high-level snapshot of network traffic. In these cases, an application can sample or filter the real-time data packet stream generated at the real-time data packet interface 108, and upon identifying an anomaly (or upon receiving a drill-down request from a user), the application may obtain a more granular data packet stream (or simply all data packets in a particular timeframe) from the data store 112.

[0022] The data packet capture apparatus 100 can also be useful in that it stores data packets in association with their time-stamps. In this manner, an application that obtains a data packet from the data store 112 can determine the temporal context of the data packet—even though the data packet was not forwarded to the application in real-time.

[0023] Depending on how the data packet capture apparatus 100 is configured, the real-time packet forwarding circuit 106 may forward data packets with or without their associated time-stamps. If the time-stamping circuit 104 is removed from the path between the data capture probe 102 and the real-time packet forwarding circuit 106, the speed at which data packets are forwarded via the real-time packet forwarding circuit 106 may be increased. However, if data packets are time-stamped upon capture, and then forwarded along with their associated time-stamps via the real-time packet forwarding circuit 106, downstream applications can construct more accurate analyses of the traffic appearing on a network.

[0024] In a simple embodiment, the real-time packet forwarding circuit 106 may consist of a wire or data transmission path. In other embodiments, the real-time packet forwarding circuit 106 may comprise other structures, such as a buffer that enables the circuit 106 to temporarily store bursts of data packets. For purposes of this description, “real-time” packet forwarding is understood to be packet forwarding that is accomplished as soon as possible, possibly with temporary buffering of data packets for seconds or fractions of a second, but without moving data packets to a longer term data store (e.g., for minutes or hours).

[0025] The real-time packet storing circuit 110 may store data packets in the data store 112 in various ways. In some embodiments, the real-time packet storing circuit 110 may simply store each data packet in association with its time-stamp. In other embodiments, the real-time packet storing circuit 110 may associate stored data packets in different groups (i.e., “buckets”). In some cases, the different groups may correspond to different time periods in which data packets are received. For example, time may be broken into consecutive N-second periods, and the data packets received in different N-second periods may be associated in different groups. In other cases, the different groups may correspond to volumes of captured data packets. For example, a new packet group may be formed following the receipt of every M packets.

[0026] For ease of speed of access, the different groups of data packets stored in the data store 112 may be stored in different physical or logical structures 114, 116, 118, such as different physical or logical partitions, tables or files. For example, first and second consecutively captured groups of data packets may be stored in respective first and second partitions, such as disk partitions, of the data store 112. Or, for example, first and second consecutively captured groups of data packets may be stored in respective first and second tables or files in the data store 112.

[0027] By way of example, the data store 112 may comprise one or more disks or servers, or a storage area network (SAN). However, there is no inherent limitation on the type or size of data store used (beyond any existing size limitation of the type of data storage technology used). Also, the storage of data packets in groups (or “buckets”) is not intended as a replacement for disk configurations such as RAID (redundant array of inexpensive disks) configurations. Rather, the storage of data packets in groups is intended to be compatible with data reliability solutions that might be employed (such as RAID).

[0028] In some embodiments, the data packet capture apparatus 100 may further comprise a non-real-time packet interface 120. Alternately, the data store 112 or another element (not shown) may provide an interface to the data store 112. In some cases, the real-time packet storing circuit 110 may set or provide an indicator when all of the data packets of a group have been written to the data store 112. A non-real-time packet interface, such as the interface 120, may then provide read access to a particular group of data packets after all of the data packets in the particular group have been stored in the data store 112. In this manner, faster access may be provided to different groups of data, while also maintaining the integrity of the data store 112 and any non-real-time stream(s) or data derived therefrom.

[0029] In some cases, the non-real-time packet interface 120 may provide a stream of data packets at a rate that differs from the rate of data packets forwarded via the real-time data packet interface 108. In other cases, the non-real-time packet interface 120 may provide data packets, or particular groups of data packets, in response to application queries.

[0030] The data packet capture apparatus 100 may also comprise a configuration interface 122. The configuration interface 122 enables an application or user to configure or control one or more parameters of the data packet capture apparatus 100. For example, in some embodiments, input (e.g., configuration information) may be received via the configuration interface 122; and in response to this input, the real-time packet storing circuit 110 may configure, or adaptively reconfigure, at least one parameter of the different groups of data packets stored in the data store 112. In some cases, the at least one parameter may comprise a time period covered by each group (e.g., N seconds). In other cases, the at least one parameter may comprise a data packet volume (e.g., M data packets). In still other cases, the at least one parameter may comprise the number of the data packet groups, the format of the data packet groups, or a time indicating how long the data in each group should be maintained before being overwritten. Other parameters may also be configured or adaptively reconfigured.
In some embodiments, the configuration interface 122 may be used to configure the data packet capture apparatus 100 upon power-up or between data packet capture. In the same or different embodiments, the configuration interface 122 can be used to configure the data packet capture apparatus 100 while data packets are being captured by the data packet capture apparatus 100. For example, configuration information could be received via the configuration interface 122 during data packet capture, and in response to this information, the real-time packet storing circuit 110 could adaptively reconfigure a parameter of the data packet groups stored in the data store 112.

The data packet capture apparatus 100 may be implemented using various technologies, including printed circuit board, integrated circuit, and/or other technologies. In some embodiments, some or all of the circuitry of the data packet capture apparatus 100 may be implemented, at least in part, using a field-programmable gate array (FPGA) or microprocessor.

FIG. 2 illustrates an exemplary method 200 for capturing data packets from a network. In some cases, the method 200 may be implemented using the data packet capture apparatus 100 (FIG. 1). The method 200 comprises capturing the data packets at a physical, network-connectable data capture probe (at block 202). As the data packets are captured, the data packets are time-stamped with time-of-capture time-stamps (at block 204). In parallel, the time-stamped data packets are a) stored (at block 206), and b) forwarded to at least one consumer in real-time (at block 208).

In some embodiments, storing the time-stamped data packets may comprise storing the time-stamped data packets in different groups, such as groups corresponding to different time periods or groups defined in response to volumes of data packets captured. When data packets are stored in different groups, consumer access to a particular group of stored data packets may be provided only after all of the data packets in the particular group have been stored (e.g., on a group-by-group basis). This eliminates read/write conflicts, yet provides access to certain data packets while other data packets are being received.

In some cases, stored data packets may be automatically streamed from a data store, but at a different rate than data packets forwarded in real-time. In other cases, stored data packets may be retrieved on a query basis, based on their associated time-stamps, or based on the time-stamp ranges of the groups in which the data packets are stored. In any case, a process (e.g., a consumer or application) that retrieves the data packets from the data store may provide indications that the data packets of particular groups have been read and can be overwritten. Alternatively, and by way of example, groups of data packets can be flagged for overwrite after a predetermined period of time.

The above-described apparatus and methods are useful in many contexts in which data packets passing over a network need to be monitored or analyzed. However, the apparatus and methods are particularly useful when data packets need to be monitored in high-speed or bursty networks, such as networks that carry voice traffic and other streaming media.

The consumers or applications that receive or retrieve data packets from the data packet capture apparatus 100 (or via the method 200) may take various forms, including those of: network or service monitoring or analysis tools; or real-time or non-real-time applications. Consumers or applications may be hardware or software-based, or may comprise a combination thereof. In some cases, consumers and applications may comprise structures, processes or components that sample, filter, decode or condition the data packets that are forwarded to (or retrieved by) other consumers or applications. To a large extent, the terms “consumer” and “application” are interchangeable.

The apparatus and methods disclosed herein may be considered “smart” in that they can provide a consumer or application with all of the data packets appearing on a network, and can often do so at a rate or time that is adaptable to the needs of particular consumers or applications (including multiple consumers or applications). In some cases, and as previously described, the apparatus and methods disclosed herein can implement a configuration interface or function. In this manner, the packet rate of a non-real-time stream can be adapted to the need (or changing need) of a particular consumer or application.

Another advantage of the apparatus and methods disclosed herein is that they scale well. That is, as the speed or volume of traffic on a network increases, a consumer or application may adaptively choose whether it receives a real-time or non-real-time stream of data packets, or, a consumer or application may query the data store 112 for data packets that it dropped. Also, if a consumer or application intentionally drops data packets, it or its user can later retrieve a more granular data packet view (or all data packets in a particular time period) for purposes such as: a drill-down analysis, a determination of the cause of an anomaly or trend, or a call trace.

Although additional structures and functionality can be integrated into the data packet capture apparatus 100 (FIG. 1), it is noted that its basic time-stamp, store and forward circuits can typically be implemented at relatively little cost.

2. Data Packet Forwarding

In some embodiments, the data packets provided by the real-time and non-real-time interfaces 108, 120 include “all” captured data packets (as is the case at the real-time interface 108) or “all of the data packets in a particular group of data packets” (as is the case at the non-real-time interface 120). However, it can sometimes be desirable to further tailor a packet stream for a consumer or application. For example, it can sometimes be desirable to sample, filter, decode or condition the data packets that are forwarded to (or retrieved by) a consumer or application. To this end, FIG. 3 illustrates an exemplary packet forwarding apparatus 300 that may be coupled to, or included in, a data packet capture apparatus such as the apparatus 100.

The exemplary packet forwarding apparatus 300 comprises a data packet receiving interface 302, a data packet forwarding interface 304, and a configuration interface 306. The data packet receiving interface 302 may comprise a plurality of inputs, and the data packet forwarding interface 304 may comprise a plurality of outputs. The apparatus 300 also comprises circuitry 308 that defines a plurality of data packet forwarding paths (i.e., two or more paths 310, 312) between the data packet receiving interface 302 and the data packet forwarding interface 304. The circuitry 308 defines at least one of the plurality of data packet forwarding paths (and may define all of the data packet forwarding paths) in response to input (e.g., configuration information) received via the configuration interface 306. In some embodiments, some or all of
the circuitry of the packet forwarding apparatus 300 may be implemented, at least in part, using a field-programmable gate array (FPGA) or microprocessor.

[0043] Also in some embodiments, and as shown in FIG. 4, the data packet receiving interface 302 may comprise a real-time data packet receiving interface 400 and a non-real-time data packet receiving interface 402. In these embodiments, the circuitry 308 may define one or more real-time data packet forwarding paths, such as paths 404 and 406, and one or more non-real-time data packet forwarding paths, such as paths 408 and 410. The real-time data packet forwarding paths 404, 406 must necessarily be coupled to the real-time data packet receiving interface 400. However, the non-real-time data packet forwarding paths 408, 410 may be coupled to either the non-real-time data packet receiving interface 402 or the real-time data packet receiving interface 400.

[0044] The real-time data packet forwarding path or paths 404, 406 may comprise any one or more of: a path via which all received data packets are forwarded; a real-time sampled data packet forwarding path; a real-time filtered data packet forwarding path; or another type of real-time forwarding path. The non-real-time data packet forwarding path or paths 408, 410 may comprise any one or more of: a path via which all received data packets are forwarded; a path via which selected data packets are forwarded, in response to application queries; a non-real-time sampled data packet forwarding path; a non-real-time filtered data packet forwarding path; or another type of non-real-time forwarding path.

[0045] For purposes of this description, a “real-time sampled data packet forwarding path” comprises circuitry, such as a data sampling circuit 412 (FIG. 4), that samples received data packets and forwards only a subset of the received data packets. In some embodiments, the set of forwarded data packets may comprise every n-th data packet received, or n packets per a given time period. In other embodiments, more complex sampling algorithms, including pseudo-random sampling, may be employed. In some cases, the sampled data may be selected so that it is statistically significant. For example, the fixed or average sampling frequency may be configured such that the sample rate is correlated to the time periods during which data packets are stored in the data store 112 (FIG. 1). A real-time sampled data packet forwarding path can be useful when data packets are captured by a data interface 102 at a rate that exceeds the processing capacity of a downstream application.

[0046] A “real-time filtered data packet forwarding path” comprises circuitry, such as a packet filter 414, that filters received data packets and forwards only a subset of the received data packets. A data packet filter specifies one or more properties of the content of a data packet. As a result, a data packet filter will typically require a full or partial packet decode. Some exemplary packet filter include: 1) a filter that only forwards packets associated with a particular phone number, 2) a filter that only forwards packets associated with a particular internet protocol (IP) address, or 3) a filter that only forwards real-time protocol (RTP) packets. Combinations of these and other filters may also be employed.

[0047] Because a filtered data packet forwarding path typically needs to parse decoded packet information, the packet forwarding apparatus 300 (FIGS. 3 & 4) is shown to include an optional packet decoder 314. The packet decoder 314 may locate various (or all) of the data fields contained in received data packets. Although the packet decoder 314 is coupled to the data packet receiving interface 302, the packet decoder 314 (or another packet decoder) could be positioned elsewhere in the packet flow. For example, in some cases, a packet decoder could be included in the circuitry that defines a particular data packet forwarding path 310, 312. After a data packet has been partially or fully decoded, the data packet may be forwarded in decoded form, partially decoded form, raw form (un-decoded), or some combination thereof.

[0048] Non-real-time sampled or filtered data packet forwarding paths may operate similarly to real-time sampled or filtered data packet forwarding paths. However, non-real-time forwarding paths may operate on a non-real-time data packet stream, or on a group of data packets spanning a particular time period.

[0049] In some embodiments, the data packet receiving interface 302 of the packet forwarding apparatus 300 may be coupled to a physical, network-connectable, data capture probe, such as the data capture probe 102 (FIG. 1). In these embodiments, the packet forwarding apparatus 300 may be coupled to the data packet capture apparatus 100 in a variety of ways. For example, in some cases, the packet forwarding apparatus 300 may be implemented separately from the data packet capture apparatus 100. In these cases, the real-time and non-real-time data packet receiving interfaces 400, 402 shown in FIG. 4 may be respectively coupled to the real-time and non-real-time data packet interfaces 108, 120 shown in FIG. 1. The data store 112 (FIG. 1) may therefore provide some or all of the storage or caching requirements of a non-real-time data packet forwarding path 408, 410. Alternatively, a real-time data packet receiving interface 502 of a packet forwarding apparatus 500 (FIG. 5) may be coupled to the real-time data packet interface 108 (FIG. 1), and circuitry 504 may provide real-time and non-real-time data packet forwarding paths 506, 508 between the interface 502 and the interface 304. In this embodiment, an additional data store 510 may be implemented or accessed by the packet forwarding apparatus 500. As shown in FIG. 5, the non-real-time data packet forwarding path 508 may first route data packets received at the interface 502 to the data store 510, and then retrieve some or all of the data packets stored in the data store 510 for forwarding via the interface 304.

[0050] In other embodiments, part or all of the packet forwarding apparatus 300 may be integrated into the data packet capture apparatus 100. For example, and as shown in FIG. 6, real-time and/or non-real-time sampled or filtered data packet forwarding paths 602, 604, 606, 608 may be provided by a packet capture apparatus 600.

[0051] In any of the above embodiments, non-real-time data packet forwarding paths such as the paths 408, 410 may forward data that is automatically received at (i.e., pushed to) a non-real-time data packet receiving interface (e.g., the interface 402 (FIG. 4)). Alternately, the circuitry 308 of the packet forwarding apparatus 300 may comprise a query interface 700 (FIG. 7), and one or more of the non-real-time data packet forwarding paths 404, 406 may forward data that is received at a non-real-time interface (e.g., the interface 402) in response to queries issued by the query interface 700. The query interface 700 may be operated, directly or indirectly, in response to application requests for particular time periods or groups of data packets. Alternatively, the query interface 700 may be operated in response to the processing capability of the packet forwarding apparatus 300 (e.g., the packet forwarding apparatus 300 may request a next group of data packets when it is ready to process it). In yet other embodi-
ments, the query interface 700 may be implemented externally from the packet forwarding apparatus 300.

In addition to non-real-time data packet forwarding paths relying on a data store 112 (FIG. 1) or 504 (FIG. 5), any data packet forwarding path, whether real-time or non-real-time, may incorporate structures such as buffers. Buffering enables forwarding paths to (i) store bursts of data packets in a real-time data packet stream, or (ii) adapt to differences in processing rates between forwarding paths and downstream consumers or applications.

Exemplary implementations and uses of the configuration interface 306 (as shown in FIGS. 3-7) will now be discussed.

Input received via the configuration interface 306 may be used in a variety of ways and for a variety of purposes. For example, input received via the configuration interface 306 may be used to configure, or adaptively reconfigure, one or more data packet forwarding paths 310, 312. For purposes of this description, “adaptively reconfiguring” means reconfiguring a piece of apparatus while the apparatus 300 is being used. Thus, for example, the data packet forwarding apparatus 300 may be adaptively reconfigured while data packets are being received by, or output from, the apparatus 300.

Consider, for example, a data packet forwarding path 404 that comprises a data packet sampling circuit 412 or a data packet filter 414 (FIG. 4). In such cases, input received via the configuration interface 306 may be used to adaptively reconfigure at least one parameter of the data packet sampling circuit 412 or data packet filter 414. In this manner, an application could adapt a stream of data packets generated at the data packet forwarding interface 304 in response, for example, to changes in the processing capability of the application; to filling of an application’s data store(s); or to anomalies or changes noted in the stream of data packets generated at the data packet forwarding interface 304. A stream of data packets may also be adapted to application user preferences, or in response to a drill-down request.

In addition to (or instead of) using input received via the configuration interface 306 to configure or reconfigure a data packet forwarding path, input received via the configuration interface 306 may indicate the data packet forwarding path(s) to which a consumer or application would like to register or subscribe. Or, input received via a configuration interface may be used to instantiate or decommission one or more data packet forwarding paths. For example, if a new or existing application desires to receive a new or different type of data packet stream, the application can request the instantiation of a new data packet forwarding path. Instantiation of a new data packet forwarding path can be supported, for example, by an FPGA or other type of programmable circuit.

Of note, it is envisioned that multiple applications can subscribe to, or receive data packets from, a single data packet forwarding path. It is also envisioned that a single application can register to receive data packets from multiple data packet forwarding paths.

Input received via the configuration interface 306 may also be used to configure whether a data packet forwarding path forwards raw data packets or decoded data packets (or some combination thereof). For purposes of this description the phrase “decoded data packets” reads on both fully decoded packets and partially decoded data packets.

FIG. 8 illustrates an exemplary packet forwarding method 800. In some cases, the method 800 may be implemented using the packet forwarding apparatus shown in any of FIGS. 3-7. The method 800 comprises receiving data packets derived from a physical, network-connectable, data capture probe (at block 802). While receiving the data packets, configuration information is also received (at block 804). With the configuration information and received data packets, a plurality of data packet forwarding paths is defined at block 806. Each of the data packet forwarding paths is defined such that it forwards at least some of the received data packets to a respective one of a plurality of data packet outputs. Further, at least two of the data packet forwarding paths are defined to forward data packets at different rates. At block 808, at least one of the plurality of data packet forwarding paths is adaptively reconfigured in response to the received configuration information.

The data packet forwarding paths defined by the method 800 may comprise real-time and/or non-real-time data packet forwarding paths. The data packet forwarding paths may also comprise sampled, filtered or other types of data packet forwarding paths. The adaptive reconfiguration of a data packet forwarding path may comprise any of the types of adaptive reconfiguration previously mentioned, including, for example, adaptive reconfiguration of one or more parameters of a data packet sampling circuit or data packet filter.

The apparatus and methods disclosed herein are useful in several respects. For example, the apparatus and methods can be used to adapt an arbitrary or high speed flow of data packets captured from a network to the flow rate(s), data requirement(s) or purpose(s) of one or more downstream consumers or applications.

Via real-time, non-real-time, sampled, filtered or other types of data packet forwarding paths, data packet streams may be generated to meet application requirements such as the following: (1) timeliness, which refers to how quickly an application expects data packets to arrive relative to their capture; (2) volume, which refers to the amount of data that must be processed, typically a function of the packet arrival rate; (3) longevity, which refers to how long data packets need to be retained; (4) focus, which refers to the type or breadth of data that is considered meaningful to an application’s tasks (such as monitoring or analysis); and (5) completeness, which refers to the quantity or statistical significance of data packets required by an application. For an example of varying degrees of “focus”, consider 1) the troubleshooting of an individual phone call, which troubleshooting may require very focused data (e.g., data pertaining to a particular call) versus 2) the presentation of a “dashboard” summary of network performance, which summary may require much less focused data.

The apparatus and methods disclosed herein typically scale better than conventional apparatus and methods for capturing and forwarding data packets. That is, so long as a data capture probe and time-stamping circuit are able to initially capture and time-stamp the data packets passing over a network, a combination of real-time, non-real-time, sampled, filtered and/or other types of data packet forwarding paths—receiving data derived from one or more data capture probes—provides various alternate mechanisms for adapting the content and rate of different data packet streams to the needs of downstream consumers or applications. If the flow of data packets over a network increases, or is bursty, consumers or applications that lack the processing capability to adapt can subscribe to or instantiate data packet forwarding paths that 1) forward data packets at different rates, or 2) forward only selected data packets. Also, when conditions dictate, a con-
sumer or application can rely more heavily on a non-real-time data packet forwarding path. Thus, the apparatus and methods disclosed herein can reduce or eliminate the need to acquire new or better data capture and forwarding hardware, which can, in turn, lead to financial savings over the currently available data capture and forwarding technologies.

By providing multiple data packet forwarding paths based on a common collection of captured data packets, the methods and apparatus disclosed herein can also improve system reliability (that is, in contrast to distributed systems that rely on multiple discrete data capture probes or packet forwarders). Combining various of the packet forwarding strategies disclosed herein also reduces the deployment cost and configuration complexity that would otherwise exist when large numbers of discrete devices are required to support the scale of the network and traffic shaping requirements of the applications in use.

3. Data Packet Monitoring and Analysis

As shown in FIG. 9, the above-described apparatus and methods for capturing and forwarding data packets may be utilized by an exemplary system 900 that supports the needs of various real-time, non-real-time and query-based applications, such as traffic monitoring and analysis applications.

The system 900 is scalable in that it is designed to process data packets consumed by real-time, non-real-time and query-based (on-demand) applications. The system also allows applications to register for multiple data packet feeds, and allows applications to change or configure their data packet feeds.

The system 900 is “adaptive” in the sense that buffering, processing and storage of captured data packets can be dynamically controlled (through buffering, sampling, filtering, and aging), and dynamic control can be employed according to the needs of real-time and non-real-time applications as well as fluctuations between low and high rates of data packet capture.

The exemplary system 900 (FIG. 9) comprises a data packet capture apparatus 902 and data store 904, as described in Section 1 of this Detailed Description. The system 900 also comprises a packet forwarding apparatus 906, as described in Section 2 of this Detailed Description. The exemplary system 900, and data store 904 may be more, or less, integrated with one another.

In communication with the packet forwarding apparatus 906 is a number of processing elements which, by way of example, may comprise various data packet processing stacks 908, 910, 912, 914, an optional hardware assisted processing layer (or layers) 916, and a data store 918 for selective storage and aging of processed data. By way of example, the processing stacks are shown to comprise a real-time sampled stream processing stack 908, a real-time filtered stream processing stack 910, a non-real-time stream processing stack 912 and an on-demand query processing stack 914. However, in different configurations of the system 900, more or fewer processing stacks could be provided.

The exemplary system 900 may further comprise a distributed data access layer 920 for providing access to processed data, and an application and presentation layer 922.

Exemplary implementations of system elements other than the data packet capture apparatus 902, the data store 904, and the packet forwarding apparatus 906 will now be described.

The optional hardware assisted processing layer 916 may comprise specialized hardware modules that perform high-speed hardware-assisted processing, such as modules that parse complex protocols, split aggregated streams into their individual streams, or perform measurements that are well-suited for hardware implementation, such as making “peg counts.” The hardware modules in this layer may be less complex than typical hardware probes because they need not be concerned with the variety of network interfaces that a typical hardware probe must handle. Those responsibilities can be consolidated in the data packet capture apparatus 902. The hardware modules in the layer 916 may be agnostic to the streaming characteristics of the various data packet streams that it receives or forwards. This makes it very simple to add additional modules, without impacting other parts of the system 900.

The data packet processing stacks 908, 910, 912, 914 process data to meet the requirements of various downstream applications (such as monitoring and analysis applications). The stacks 908, 910, 912, 914 may be more or fewer in number and may comprise any number of subcomponents that perform a variety of processing and storage functions. For example, a real-time call flow generation stack might re-create the “signature” of a call by correlating packets from multiple protocols in real-time as the packets pass through the processing stack. A non-real-time stack might take a continuous feed of raw data packets and do business intelligence processing on the data in 24-hour intervals.

Exemplary implementations of the processing stacks 908, 910, 912, 914 shown in FIG. 9 are described below.

The real-time sampled processing stack 908 may utilize the grouping (or “bucketing”) capability of the data packet capture apparatus 902 to provide a statistically valid real-time sampled flow of data packets. That is, the stack 908 may generate a statistically significant sample of data packets taken from the first portion of each packet group stored in the data store 904. The processing performed by the stack 908 can be made cognizant of the fact that data packets are sampled (e.g., via the indicators 924) and may thus provide results suitable for sampled data.

The real-time filtered stream processing stack 910 may utilize application or user-defined filters to limit the set of data packets processed to those data packets matching the filter. The stack 910 may process the data packets passed by the filter in real-time. For example, a filter might be created for a subscriber’s phone number, such that calls associated with the subscriber’s phone number will be processed.

The non-real-time stream processing stack 912 may operate on a stream of data packets that are provided at a rate (or rates) lower than a real-time rate. As long as the average processing rate over the interval during which the processing is being done exceeds the average traffic rate over that same interval (and sufficient data storage space is provided by the data store 904 for intermittent traffic bursts), no data will be lost. While the use of this processing stack will often operate
on all of the data stored in the data store 904, processing of sampled and filtered data sets is also possible.

[0077] The on-demand (query) processing stack 914 may operate on data that is requested from the data store 904 using one or more query mechanisms. The potential uses of this processing stack are broad, ranging from post-capture analysis of all data, to “deep dives” or drill-downs on very focused sets of data.

[0078] Of note, the processing stacks 908, 910, 912, 914 are de-coupled from the data capture and packet forwarding aspects of the system 900 (or at least can be). Thus, different components of the system can store, forward or process data at different rates. Yet, because of the time-stamping of captured data packets, all parts of the system 900 can produce statistically significant results.

[0079] There are no inherent restrictions on the data output interfaces of the various processing stacks 908, 910, 912, 914. For example, a “live feed” using any suitable communications protocol could be supported. Alternatively, “batch feeds”, such as a periodic write to a file in a known location, could be used.

[0080] Data reduction will often be one of the processing functions that occurs within the processing stacks 908, 910, 912, 914. As a result, the processing stacks may be provided with their own storage 918 wherein the reduced data are stored. The data storage and retention needs of the reduced data can be considerably different from application to application. In some cases, the processing stacks 908, 910, 912, 914 can be configured to perform selective storage of processed data, whereby only the data that is required by downstream applications is retained—not necessarily all the data all the time. Correspondingly, the processing stacks 908, 910, 912, 914 may perform selective aging of processed data, whereby various aging algorithms are employed for different types of data, different parts of the network, and various application uses of the data.

[0081] In some cases, a particular processing stack might have ultimate responsibility for some set of data in the data store 904, such that when that stack has completed all of its processing on the data, that data can be flagged for deletion. The configuration interfaces 926 may provide a feedback mechanism from the processing stacks 908, 910, 912, 914 to the data store 904, allowing the processing stacks to indicate that the content of a given data packet group (or groups) has been processed and the structures in which the data packet group are stored are available for reuse.

[0082] In some cases, the processing stacks 908, 910, 912, 914 and related data stores 904, 918 can be spread across geographically distributed sites and across multiple servers within the same site. A distributed data access layer 920 may therefore provide consolidated access to processed data from the stacks 908, 910, 912, 914 or data store 918, and may provide indirect access to the data in data store 904.

[0083] The applications 922 may use the distributed data access layer 920 to obtain data that is presented to application users (which user may in some cases be another application). There are no inherent limitations to the types and forms that application presentations can take. For example, an interactive application might provide a web-based user interface. A reporting application might produce printed reports on various media. Another application might provide a data feed for consumption by yet another application.

[0084] Applications that operate on sampled data often need to provide indicators (such as visual cues) that results were produced on a subset of captured data instead of all of the data. The indicator interface 924 may therefore provide a communication channel between the packet forwarding apparatus 906 and the downstream processing stacks 908, 910, 912, 914 and applications 922. As a result of these indicators, the downstream components 908, 910, 912, 914, 922 can make appropriate processing decisions and provide relevant indicators to their users. On the other hand, if an application 922 is indifferent to whether or not data is sampled, the system 900 can be used transparently without downstream applications 922 requiring any modification.

[0085] It will often be useful for various components of the system 900 to share configuration parameters so that they can operate in synchronization with each other. For example, if the “bucketing” interval used in the data store 904 is thirty seconds, a real-time data packet forwarding path (or circuit) should operate on the same interval. Likewise, the downstream processing stacks 908, 910 and applications 922 may need to know the interval in the event they need to drill-down to data packets stored in the data store 904. As a result, a configuration interface 926 may be shared among the components of the system 900 for the purpose of setting and retrieving these types of configuration parameters (thereby ensuring consistency within the system 900).

[0086] The system 900 is designed for the simultaneous operation of multiple instances of data packet forwarding paths and processing stacks. For example, a Customer Care representative who is assisting a customer might need a dedicated query processing stream to drill-down to the data specific to that customer.

[0087] In some embodiments, the system 900 may simultaneously: a) Address real-time needs for reliable and immediate notification of major network traffic problems and management of network operations while also addressing non-real-time needs for complete processing of all data to support reporting for network and service planning and certain customer care applications; b) Scale the system’s capabilities at least as fast as the rate of growth of customer traffic while limiting the growth in number of devices used by the system to better (less) than linear growth rates; and c) Maintain all captured data (no dropped data) for customer-defined durations while limiting growth in storage requirements and maintaining acceptable system response times.

What is claimed is:

1. A packet forwarding apparatus, comprising:
a data packet receiving interface;
a data packet forwarding interface;
a configuration interface; and
circuitry defining a plurality of data packet forwarding paths between the data packet receiving interface and the data packet forwarding interface, the circuitry defining at least one of the plurality of data packet forwarding paths in response to input received via the configuration interface, and the circuitry adaptively reconfiguring at least one of the plurality of data packet forwarding paths in response to input received via the configuration interface, and ii) while data packets are being received by the packet forwarding apparatus.

2. The packet forwarding apparatus of claim 1, wherein:
the data packet receiving interface comprises a real-time data packet receiving interface and a non-real-time data packet receiving interface; and
the circuitry defines at least one real-time data packet forwarding path and at least one non-real-time data packet forwarding path.

3. The packet forwarding apparatus of claim 2, wherein the at least one non-real-time data packet forwarding path comprises a non-real-time data packet forwarding path that forwards data that is automatically received at the non-real-time data packet receiving interface.

4. The packet forwarding apparatus of claim 2, wherein: the circuitry comprises a query interface; and the at least one non-real-time data packet forwarding path comprises a non-real-time data packet forwarding path that forwards data received at the non-real-time data packet receiving interface in response to queries issued by the query interface.

5. The packet forwarding apparatus of claim 1, further comprising a data packet store, wherein: the data packet receiving interface comprises a real-time data packet receiving interface; and the circuitry defines at least one real-time data packet forwarding path and at least one non-real-time data packet forwarding path, the real-time data packet forwarding path including a data packet sampling circuit; and the circuitry defines a real-time filtered data packet forwarding path, the real-time filtered data packet forwarding path including a data packet filter.

6. The packet forwarding apparatus of claim 1, wherein: the at least one data packet receiving interface comprises a real-time data packet receiving interface; the circuitry defines a real-time sampled data packet forwarding path, the real-time sampled data packet forwarding path including a data packet sampling circuit; and the circuitry defines a real-time filtered data packet forwarding path, the real-time filtered data packet forwarding path including a data packet filter.

7. The packet forwarding apparatus of claim 1, wherein: the circuitry defines a sampled data packet forwarding path, the sampled data packet forwarding path including a data packet sampling circuit; and the circuitry is configured to receive input via the configuration interface and adaptively reconfigure at least one parameter of the data packet sampling circuit while data packets are being received by the packet forwarding apparatus.

8. The packet forwarding apparatus of claim 1, wherein: the circuitry defines a filtered data packet forwarding path, the filtered data packet forwarding path including a data packet filter; and the circuitry is configured to receive input via the configuration interface and adaptively reconfigure at least one parameter of the data packet filter while data packets are being received by the packet forwarding apparatus.

9. The packet forwarding apparatus of claim 1, wherein the circuitry comprises a field-programmable gate array.

10. The packet forwarding apparatus of claim 1, wherein the circuitry comprises a microprocessor.

11. The packet forwarding apparatus of claim 1, further comprising a packet checker coupled to the data packet receiving interface, wherein the circuitry defines a particular one of the plurality of data packet forwarding paths in response to configuration information, received via the configuration interface, indicating whether an output of the particular one of the data packet forwarding paths should include raw data packets or decoded data packets.

12. The packet forwarding apparatus of claim 1, further comprising a physical, network-connectable, data capture probe, the data capture probe being coupled to the data packet receiving interface.

13. A packet forwarding method, comprising: receiving data packets derived from a physical, network-connectable, data capture probe; receiving configuration information while receiving the data packets; defining a plurality of data packet forwarding paths, each of the data packet forwarding paths forwarding at least some of the received data packets to a respective one of a plurality of data packet outputs, the defining including: defining at least two of the data packet forwarding paths to forward data packets at different rates; and adaptively reconfiguring at least one of the plurality of data packet forwarding paths in response to the received configuration information.

14. The packet forwarding method of claim 13, wherein defining a plurality of data packet forwarding paths comprises defining a real-time data packet forwarding path and a non-real-time data packet forwarding path.

15. The packet forwarding method of claim 13, wherein defining a plurality of data packet forwarding paths comprises defining a sampled data packet forwarding path and a filtered data packet forwarding path.

16. The packet forwarding method of claim 13, wherein defining a plurality of data packet forwarding paths comprises, in response to the received configuration information, adaptively reconfiguring at least one parameter of a data packet sampling circuit.

17. The packet forwarding method of claim 13, wherein defining a plurality of data packet forwarding paths comprises, in response to the received configuration information, adaptively reconfiguring at least one parameter of a data packet filter.

18. The packet forwarding method of claim 13, wherein at least one of the plurality of data packet forwarding paths is defined at least partly by a field-programmable gate array.

19. The packet forwarding method of claim 13, wherein at least one of the plurality of data packet forwarding paths is defined at least partly by a microprocessor.