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Description

Background

[0001] With the increasing popularity of playing streaming audio and video over
networks such as the internet, there is a need for optimizing the data transferred
from a server to a client such that the client's experience is maximized even if
network conditions during playback are inconsistent. Optimizing the client's
experience involves choosing a quality level for encoding the audio and video
portions of the video playback such that the video can be transferred and
reconstructed uninterrupted while preserving the quality of the video content.

[0002] The quality level is generally dictated by the bit rate specified for the
encoded audio or video portions of the input stream. A higher bit rate generally
indicates that a larger amount of information about the original audio or video is
encoded and retained, and therefore a more accurate reproduction of the original
input audio or video will be presented during video playback. Conversely, a lower
bit rate indicates that less information about the original input audio or video is
encoded and retained, and thus a less accurate reproduction of the original
audio or video will be presented during video playback.

[0003] Generally, the bit rate is specified for encoding each of the audio and
video based on several factors. The first factor is the network condition between
the server and the client. A network connection that can transfer a high amount
of data indicates that a higher bit rate can be specified for the input video that is
subsequently transferred over the network connection. The second factor is the
desired start-up latency. Start-up latency is the delay that a video playback tool
experiences when first starting up due to the large amount of data that has to be
received, processed, and buffered. The third factor is the tolerance to glitching.
Glitching is when video playback has to stop because data is missing. In most
cases any amount of start-up latency or glitching is intolerable, and it is therefore
desirable to optimize the bit rate specified such that the start-up latency and the
glitching are minimized or eliminated.

[0004] Currently available commercial streaming media systems rely on multi bit
rate (MBR) coding to perform coding rate control. In MBR coding, source video
content is encoded into alternative bit streams at different coding rates and
typically stored in the same media file at the server. This then allows the content
to be streamed in segments or chunks at varying levels of quality corresponding
to different coding rates according to the changing network conditions, typically
using bit stream switching between segments.

[0005] The currently available multi bit rate video streaming systems use a
constant bit rate approach to encoding each alternative video stream. However,
a typical video will generally include scenes having a wide variety of visual
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complexity. However, the constant bit rate approach can not efficiently encode
video segments with different quality. The constant bit rate approach
unnecessarily spends too many bits for encoding low complexity video
segments, and conversely the high complexity scenes are allocated too few bits.
Consequently, the constant bit rate approach to encoding the alternative streams
results in video quality for internet streaming that is undesirable and inconsistent.

[0006] The currently available multi bit rate video streaming systems also have
a further requirement for the final display resolution to be fixed. By maintaining a
fixed display resolution, the video streams at the multiple bit rates can all be
decoded and scaled to this same final display resolution in order to achieve a
glitch free video presentation. With the fixed display resolution, the various
alternative video streams can have a wide range of bit rates from a few megabits
per second to a few kilobits per second. One problem is to match an appropriate
video resolution to each video stream bit rate. The currently available multi bit
rate video streaming systems use a pre-defined encoding resolution, which again
may not be well suited to the varying complexity of the video scenes. For low
complexity video, the pre-defined resolution may be too small. For complex
video, the pre-defined resolution may be too large.

[0007] Cheng Huang et al. "Optimal Control of Multiple Bit Rates for Streaming
Media", 24. picture coding symposium; 15-12-2004 - 17-12-2004; San Francisco
describes extending a framework for optimal coding rate control based on linear
and quadratic optimal control theory to MBR streams and provides a purely
client-driven solution to achieve low startup delay, continuous playback in the
face of congestion and maximal quality and smoothness over the entire
streaming session.

[0008] WO 2004/025405 describes a video-on-demand server architecture that
transmits a plurality of pre-coded programs having different bit rates across a
fixed bandwidth channel. For each program, a generator generates a plurality of
different bit rate representations. Each generator also provides control
information, which provides a bit rate and a quality measure during each time
window and enables a statistical multiplexer to select a bit rate representation for
each program during each time window to maximize the quality of the selected
representations while not exceeding the total available channel capacity.

[0009] US7352808 describes a system and method for dynamic resolution
change for video encoding, the determination process being based on statistical
and coding information of a plurality of frames, including at least one previous
frame and the current frame. General encoding parameters and the encoding
parameters of a current frame at a chosen resolution are determined, wherein
the encoding parameter selection step takes into account the determination of
the dynamic resolution determination step in determining the encoding
parameters.
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[0010] The method predictively encodes the digital video sequence through
dynamic resolution switching to ensure a good quality video reconstruction.

[0011] US7346106 describes a video sequence multi-pass variable bit rate
video encoding method which involves utilizing a data analysis model to
distinguish between easy and hard segments of video sequence to generate
variable bit rate profile for video sequence. The method involves performing a
pass encoding of a video sequence by using an encoding manager that collects
data concerning the video sequence during the pass encoding. The variable bit
rate profile is utilized to perform another pass encoding of the sequence. The
encoding manager utilizes the rate profile to perform a second-pass encoding of
the video sequence, adjusting quantization and bit rate for frames as necessary
to avoid underflow and conform to the bit budget for the video sequence.

Summary

[0012] The following Detailed Description concerns techniques (implemented
via methods, devices and systems) for multiple bit rate video encoding, which

are intended to make better use of the available bits with each bit rate so as to
achieve generally higher quality video.

[0013] According to one technique described herein, a multiple bit rate video
encoder encodes a plurality of video streams for multiple bit rate video streaming
with an objective of providing a more consistent video quality. For encoding the
highest bit rate video stream, the bit rate at which the stream is encoded is
allowed to vary subject to certain constraints: a peak bit rate constraint and an
average bit rate constraint. For a lowest bit rate stream, the multiple bit rate
video encoder encodes the stream with a constant chunk (a given size group of
pictures) rate approach. Video streams at intermediate bit rates are encoded at
progressively decreasing variable bit rates (subject to decreasing peak and
average bit rate constraints).

[0014] According to a further technique described herein, the multiple bit rate
video encoder also dynamically varies the video resolution of the streams. For
each bit rate, the video encoder dynamically decides the resolution based on the
video content of a scene (which may comprise one or more groups of pictures) in
order to achieve better visual quality. The multiple bit rate video encoder selects
a higher video resolution for groups of pictures that have less complex video
content, whereas a lower resolution is assigned for groups of pictures that have
higher complexity. This dynamic resolution approach allows the multiple bit rate
video encoder to achieve a generally better video quality for a given bit rate.

[0015] This Summary is provided to introduce a selection of concepts in a
simplified form that is further described below in the Detailed Description. This
summary is not intended to identify key features or essential features of the
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claimed subject matter, nor is it intended to be used as an aid in determining the
scope of the claimed subject matter. Additional features and advantages of the
invention will be made apparent from the following detailed description of
embodiments that proceeds with reference to the accompanying drawings.

Brief Description Of The Drawings

[0016]

Figure 1 is a block diagram of a video streaming system that provides
segmented streaming of video at variable bit rates.

Figure 2 is a block diagram of a generalized implementation of a video
encoder for encoding streams at varying bit rates for the video streaming
system of Figure 1.

Figure 3 is a process flow chart for a multiple bit rate video encoding
system that applies a variable bit rate approach and dynamic resolution
approach to encoding video using the video encoder of Figure 2 for
streaming by the system of Figure 1

Figure 4 is a graph of a relation between resolution, quantization step size
and coded size for an example stream for use in a three point sampling
approach to dynamic resolution selection.

Figure 5 is a process flow chart for a dynamic resolution decision by the
multiple bit rate video encoding system.

Figure 6 is a block diagram of a generalized operating environment in
conjunction with which various described embodiments may be
implemented.

Detailed Description

[0017] The following detailed description concerns various techniques and
systems for video encoding using variable bit rate and dynamic resolution to
produce video streams at multiple bit rates for streaming. Although the
techniques are described in the context of their application to a multiple bit rate
streaming application, the techniques can be applied more broadly to other video
encoding applications.
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[0018] The various techniques and tools described herein may be used
independently. Some of the techniques and tools may be used in combination.
Various techniques are described below with reference to flowcharts of
processing acts. The various processing acts shown in the flowcharts may be
consolidated into fewer acts or separated into more acts. For the sake of
simplicity, the relation of acts shown in a particular flowchart to acts described
elsewhere is often not shown. In many cases, the acts in a flowchart can be
reordered.

I. Multi Bit Rate Video Streaming

[0019] Figure 1 depicts a generalized block diagram of a system 100 for
segmented streaming of multimedia content contained in an indexed video
stream file. The indexed file generally divides video of a multimedia program into
multiple streaming segments, and contains a number of compressed bit streams
representing the video segments at various bit rates. Although the MBR video
streams are described as separate coded streams, alternative implementations
can have some or all of the MBR video streams encoded as one coded
compressed video stream with multiple coding layers. In the system 100, a
server 110 (e.g., a server computer system such as a standard HTTP server)
provides multimedia content to a client 120 (e.g., a client computer system, such
as a laptop or desktop computer, or another type of computing device, such as a
PDA or mobile phone) via a network 130 (e.g., the Internet). In the system 100,
the server 110 stores programs in an indexed file. The client 120 comprises
client-side rate control software and/or hardware.

[0020] In one specific example implementation, the server 110 is a standard
HTTP server without any specialized streaming capability other than the ability to
serve files. Because the server 110 does not support any specialized bit rate
selection capability, the client 120 must perform all bit rate selection activities. In
this implementation, the client 120 performs all bit rate selection activities. For
example, the client 120 can perform rate control using the index information
obtained from the server 110 (e.g., alone or in combination with other
information, such as client buffer information, network bandwidth, etc.). However,
in other implementations, some or all of the rate-control functions can occur at
the server.

[0021] In general, the indexed file for multi bit rate streaming can be used by
standard HTTP servers to serve multimedia content at multiple bit rates with bit
rate selection (rate control) being performed client-side (e.g., exclusively client-
side). Clients can perform rate control by first obtaining index information from
the server describing the various bit rates available for streaming segments of a
program. Based on the index information, and possibly other information (e.g.,
network bandwidth, buffer information, etc.), the client can decide which bit rate
streaming segments to download from the server to provide a desired user
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experience (e.g., the best user experience possible based on the available bit
rates and current network conditions).

[0022] Other types of computing devices (e.g., other than traditional HTTP
servers) can provide files using the indexed file. For example, a computing
device (e.g., a personal computer, server computer, or special-purpose
streaming media server) can use the indexed file layout to serve multimedia
content using various file serving protocols (e.g., File Transfer Protocol (FTP),
Hypertext Transfer Protocol (HTTP), Real Time Streaming Protocol (RTSP),
MMS (Microsoft Media Services), etc.).

[0023] In order to support bit rate switching, programs are divided into temporal
chunks called streaming segments (self-contained units). The server stores each
streaming segment at one or more bit rates (e.g., each streaming segment - bit
rate combination is a separate streaming segment encoding). Each streaming
segment includes one or more available bit rate encodings for a specific track
(e.g., a specific audio track, such as an English audio track, or a specific video
track) of a program. Clients then determine which bit rate, from the available bit
rates (e.g., from the available streaming segment encodings), to download for
each streaming segment. For example, a client may obtain a first streaming
segment, for a video track, encoded at 250Kb/sec (kilo-bits per second) (from
one or more available streaming segment encodings for the first streaming
segment), a second streaming segment, for the video track, encoded at
500Kb/sec (from one or more available streaming segment encodings for the
second streaming segment), and a third streaming segment, for the video track,
encoded at 1 Mb/sec (mega-bit per second) (from one or more available
streaming segment encodings for the third streaming segment). In the illustrated
streaming system 100, each streaming segment contained in the indexed file is
encoded by a video encoder at a variable bit rate (VBR) and variable resolution,
as described below.

Il. Video Encoder Overview

[0024] Figure 2 depicts one example of a video encoder 200 that can be used
for encoding video for multi bit rate video streaming. The video encoder 200 has
inputs 210, 220 for receiving "raw" (uncompressed) frames of video content and
also previously calculated motion information for the video content. The video
encoder then performs intra-frame coding of reference frames of the video
content, and utilizes the motion information to perform inter-frame coding of the
predicted frames of the video content. The encoding can be performed according
to a known video encoding standard, such as Windows Media Video format,
SMPTE 421-M format, MPEG-x format (e.g., MPEG-1, MPEG-2, or MPEG-4),
H.26x format (e.g., H.261, H.262, H.263, or H.264), or other format. However, in
the case of inter-frame coding, the video encoder can choose to use the pre-
calculated motion information for the inter-frame coding of a predicted frame,
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rather than performing its own motion estimation for the frame. The video
encoder encodes the video content into a compressed bitstream provided as
output 230. The video encoder may also output the motion information that it
used for inter-frame compression of the input video content as motion
information output 240 (such as for encoding a lower bit rate video stream for the
multiple bit rate video streaming).

[0025] Figure 2 is a generalized block diagram showing one example suitable
implementation of the video encoder 200 for producing multiple bit rate video
streams using variable bit rate and variable resolution encoding for the multiple
bit rate video streaming system 100. The video encoder 200 receives a
sequence of video pictures (frames) as its raw video content input 210 and
produces a compressed bit stream 230 as output.

[0026] The video encoder 200 processes video pictures. The term "picture”
generally refers to source, coded, or reconstructed image data. For progressive
video, a picture is a progressive video frame. For interlaced video, a picture may
refer to an interlaced video frame, the top field of the frame, or the bottom field of
the frame, depending on context.

[0027] The video encoder 200 compresses inter-coded, predicted pictures of the
input video and intra-coded pictures of the input video. For the sake of
presentation, Figure 2 shows a path for intra-coded frames through the encoder
200 and a path for inter-coded predicted frames. Many of the components of the
video encoder 200 are used for compressing both intra-coded content and inter-
coded, predicted content. The exact operations performed by those components
can vary depending on the type of information being compressed.

[0028] In general, within the video encoder 200, an inter-coded, predicted frame
(as a picture) is represented in terms of prediction from previously reconstructed
content (as one or more other pictures, which are typically referred to as
reference pictures or anchors). For example, content at a given time is encoded
as a progressive P-frame or B-frame, interlaced P-field or B-field, or interlaced P-
frame or B-frame. Within the video encoder 200, a prediction residual is the
difference between predicted information and corresponding intra-coded frames.

[0029] The input video 110 content on the inter-path is encoded as a predicted
picture based on motion information. If certain conditions are met, the video
encoder 100 uses the pre-calculated motion information from input 120 (as
illustrated by selection switch 256), which can be in the form of a set or
sequence of motion vector for macroblocks or other sets of samples of the inter-
path video picture with respect to one or more reference pictures. In general, the
choice to use the pre-calculated motion information can be based on: first, the
availability of pre-calculated motion information; and second, which and whether
encoding parameters were changed from the previous calculation of the motion
information and the parameters used for the current encoding of the video
content. In one example, the video encoder will choose not to use the previously
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calculated motion information from input 130 if the motion information was
calculated for encoding the video content with a different video resolution than
that which the video encoder is current encoding.

[0030] However, the video encoder 100 can instead choose (again illustrated by
selection switch 256) to perform new motion estimation for the inter-path video
content 110 with motion estimator 258. The motion estimator 258 estimates
motion of macroblocks or other sets of samples of the video picture with respect
to one or more reference pictures, which represent reconstructions of previously
encoded video content frames. The picture store 264 buffers this reconstructed
video content 266 as a reference picture or pictures. When multiple reference
pictures are used, the multiple reference pictures can be from different temporal
directions or the same temporal direction. The motion estimator 258 outputs
motion information 260 such as motion vector information.

[0031] The motion compensator 262 applies motion vectors to certain
reconstructed video content 266 (stored as reference picture(s)) when forming a
motion-compensated current picture 268. The difference (if any) between a block
of the motion-compensated picture 268 and corresponding block of the original
inter-path video picture is the prediction residual 270 for the block. During later
reconstruction of the inter-path video frame (e.g., at a video decoder),
reconstructed prediction residuals are added to the motion compensated residual
video 268 to obtain reconstructed content closer to the original inter-path video
256. In lossy compression, however, some information is still lost from the
original inter-path video. Alternatively, a motion estimator and motion
compensator apply another type of motion estimation/compensation.

[0032] A frequency transformer 280 converts spatial domain video information
into frequency domain (i.e., spectral, transform) data. For block-based video
content, the frequency transformer 280 applies a DCT, variant of DCT, or other
forward block transform to blocks of the samples or prediction residual data,
producing blocks of frequency transform coefficients. The frequency transformer
280 may apply an 8x8, 8x4, 4x8, 4x4 or other size frequency transform.

[0033] A quantizer 282 then quantizes the blocks of transform coefficients. The
quantizer 282 applies non-uniform, scalar quantization to the spectral data with a
step size that varies spatially on a picture-by-picture basis, macroblock-by-
macroblock basis or other basis. Additionally, in some cases the quantizer varies
quantization across color channels of the inter-layer residual video picture. The
quantizer 282 can also apply another type of quantization, for example, a uniform
or adaptive quantization for at least some spectral data coefficients, or directly
quantizes spatial domain data in an encoder system that does not use frequency
transformations.

[0034] When reconstructed video content is needed for subsequent motion
estimation/compensation of an inter-path video picture, an inverse quantizer 290
performs inverse quantization on the quantized spectral data coefficients. An
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inverse frequency transformer 292 performs an inverse frequency transform,
producing blocks of reconstructed prediction residuals (for predicted inter-path
residual video content) or samples (for intra-path residual video content). If the
residual video content 256 was motion-compensation predicted, the
reconstructed prediction residuals are added to the motion-compensated
predictors 268 to form the reconstructed residual video. The picture store 264
buffers the reconstructed residual video for use in subsequent motion-
compensated prediction.

[0035] The entropy coder 284 compresses the output of the quantizer 282 as
well as certain side information (e.g., quantization parameter values) Typical
entropy coding techniques include arithmetic coding, differential coding, Huffman
coding, run length coding, LZ coding, dictionary coding, and combinations of the
above. The entropy coder 284 typically uses different coding techniques for
different kinds of information, and can choose from among multiple code tables
within a particular coding technique.

[0036] When the video encoder 240 performs intra-compression of the intra-
path video content, the encoder intra-compresses it as an intra-coded picture,
without motion compensation. The video 256 is provided directly to the frequency
transformer 280, quantizer 282, and entropy coder 284 and output as encoded
video. A reconstructed version of the intra-coded video can be buffered for use in
subsequent motion compensation of other inter-path video.

[0037] A controller 294 receives inputs from various modules such as the
motion estimator 258, frequency transformer 280, quantizer 282, inverse
quantizer 290, and entropy coder 284. The controller 294 evaluates intermediate
results during encoding, for example, setting quantization step sizes and
performing rate-distortion analysis. The controller 294 works with other modules
to set and change coding parameters during encoding. When the controller 294
evaluates different coding parameter choices, the controller 294 may iteratively
perform certain stages to evaluate different parameter settings, or the controller
294 may jointly evaluate different coding parameters. The tree of coding
parameter decisions to be evaluated, and the timing of corresponding encoding,
depends on implementation. In some embodiments, the controller 294 also
receives input from an encoding session wizard interface, other encoder
application interface, or other source to designate video to be encoded using
specific rules.

lll. Variable Bit Rate Encoding of MBR Streams

[0038] For the multiple bit rate video streaming system 100 (Figure 1, a multiple
bit rate video encoding system separately encodes the input video as a set of
compressed video streams with successively decreasing overall bit rates.
Although described herein as encoding separate individual MBR video streams,
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an alternative implementation of the MBR video streaming system and encoding
system can encode one or more of the MBR video streams as a compressed
bitstream having multiple separable coding layers. The multiple bit rate video
encoding system includes an MBR encoding engine (not shown) that drives the
video encoder 200 (Figure 2) to encode the input video with varying encoding
parameters according to a multiple bit rate encoding process (as shown in Figure
3) that implements a variable bit rate and dynamic resolution approach described
in this and the following section. The MBR encoding engine can provide: a user
interface or console for receiving user input to configure parameters for the MBR
video stream encoding (or alternatively an application programming interface to
receive such input from a caller application), such as the number of streams, and
other parameters mentioned below.

[0039] In contrast to other currently available multiple bit rate video streaming
systems (which use a constant bit rate approach to encoding the multiple video
streams), the MBR encoding system for the multiple bit rate video stream system
100 aims at providing a constant or consistent quality for each video stream. For
the top MBR video stream (generally having highest overall bit rate), the video
encoder 200 encodes the video stream with a varying bit rate constrained to fall
under a specified peak bit rate while satisfying a specified average bit rate. For
the bottom MBR stream (generally having the lowest bit rate of the set), the
video encoder uses a constant chunk rate approach. In the context of the
multiple bit rate video streaming system, the term chunk refers to a group of
pictures (GOP) into which the video stream is segmented, and define the level of
granularity at which the video streaming system may switch playing individual
segments between video streams. The constant chunk rate approach enables
the video streaming system to guarantee predictability of streaming, in that when
the lowest bit rate or quality video stream is streamed, the client will receive the
chunk amount of pictures at the constant rate so as to maintain minimum quality
continuous playing of the video.

[0040] In between the lowest and highest overall bit rate streams, the video
encoder encodes one or more intermediate video streams also using variable bit
rates of coding within the constraints of a peak bit rate and average bit rate that
aim to maintain a constant video quality. The peak and average bit rate
constraints of the intermediate video streams can be specified to decrease
progressively in a proportional, logarithmic or other decreasing manner. For
example, the average bit rate of the intermediate stream can decrease
proportionally to be %, 2, and V4 that of the average bit rate constraint of the
highest bit rate video stream. In this way, the video streaming system 100 is able
to provide an instant start and swift video switching from a guaranteed low
constant chunk rate up to a highest quality variable rate bit stream. The peak and
average bit rates, as well as the constant chunk rate are encoding parameters
that can be configured by the user. These parameters can be configured
explicitly by the user, or calculated by the MBR encoding system engine based
on more generalized parameters input by the user. For example, the MBR
encoding engine can have an automatic mode where the user (or a caller
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application) simply specifies the minimal and maximal target bit rates and a
number of video streams or layers. The engine in this automatic mode then
calculates all the intermediate bit rate constraints (peak and average) in a
uniform, logarithmic or other distribution space.

[0041] With reference now to Figure 3, the MBR encoding system encodes the
set of MBR video streams with a process 300 that uses a two pass encoding
approach. This process includes an analysis pass and an encoding pass. The
goal of the analysis pass is to find the scene complexity of the video content
based on the encoding configurations as well as the input video source material
itself. Once this information is extracted in the analysis pass, the following
encoding pass then generates the set of MBR video streams.

[0042] The MBR encoding process 300 begins with an initialization step 310. In
this step, the MBR encoding process determines the parameters for the
encoding from user input, including number of MBR video streams, peak and
average bit rate constraints for the streams, and the constant chunk rate of the
lowest quality MBR video stream, and segment parameters, among others.

[0043] The analysis pass of the MBR encoding process 300 includes actions
311-314. In the analysis pass, the MBR encoding engine analyzes the input
source video frame by frame. The analysis includes a number of different tasks
including scene change detection, segmenting a video sequence between scene
change boundaries into group of picture segments, and video frame complexity
measurements. Based on the scene change detection, the MBR encoding
engine marks boundaries at which scene changes occur during the video.
Between marked boundaries of a video sequence (sequence mark-in and
sequence mark-out positions), the MBR encoding process 300 further
determines a total number of group of pictures segments in which to divide the
video sequence within user-specified constraints (such as a specified average
GOP length and maximum allowed GOP length within a scene) and sets
boundaries of each group of pictures. Once the GOP boundaries are defined, the
total numbers of frames within each GOP is calculated by the MBR encoding
engine. The MBR encoding engine also calculates a set of three texture
measurements per frame of each group of pictures, which are used in the
variable resolution encoding described in the next section. The three texture
measurements include a frame global texture, frame horizontal texture and frame
vertical texture measurement. The MBR engine writes these analysis pass
results (the scene and GOP boundaries, and the texture measurements) into a
log file, as indicated at action 314.

[0044] For the encoding pass (actions 315-324), the MBR engine applies the
results of the analysis pass to encode the MBR video streams using the video
encoder 200 (Figure 2). The MBR engine causes the video encoder 200 to
encode each segment (action 317) for all the MBR streams (action 318). For
each segment of an MBR video stream, the MBR encoding engine controls the
encoding parameters of the video encoder 200 in an attempt to hit user specified
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targets for an average bit rate. If the source video content is too complex to be
encoded at the targeted bit rate, the MBR encoding engine starts to increase the
quantization step size in order to achieve a better visual quality. The top or best
quality video stream is encoded subject to a maximal peak bit rate constraint
meeting the user specified MBR encoding parameters. For the bottom or lowest
quality video stream, the MBR engine controls the video encoder to produce an
encoding of the video stream to meet the constant chunk rate constraint, which
helps guarantee client side predictability for playing the streamed video. In
intermediate video streams, the MBR engine causes the video encoder to
encode the source video with encoding parameters to produce the video stream
a variable bit rate falling within maximal peak and average bit rate constraints for
the respective intermediate stream.

[0045] As a result of the encoding pass, the MBR engine then outputs
compressed video bit streams for the set of MBR streams that are produced
using the video encoder, as well as a log file. With the variable bit rate approach
of this MBR encoding process 300, the MBR engine produces a set of MBR
video streams that decreases evenly from a top to bottom quality stream for each
GOP. With this set of MBR video streams, the MBR system 100 (Figure 1) can
deliver a desired constant or consistent visual quality for the video sequence
according to the available connection bandwidth.

IV. Variable Resolution Encoding of MBR Streams

[0046] The MBR encoding engine also applies a technique that dynamically
varies resolution of encoding for each of the MBR video streams. For each video
stream ranging from the top to bottom of the MBR video streams, the MBR
encoding engine dynamically decides the resolution for encoding each video
GOP to produce a better visual quality. For each video stream, the MBR
encoding engine assigns a higher resolution to a low complexity GOP (or
segment), while a more complex GOP (or segment) is assigned a lower
resolution of encoding.

[0047] Inthe example implementation, the MBR encoding engine applies the
decision to dynamically resize each GOP at scene boundaries of the video. This
avoids introducing any undesirable visual effects that resizing video resolution in
the middle of a video scene might produce. For example, in a scene featuring a
"talking head," varying the video resolution mid-scene could introduce a
noticeable popping or pulsing as the detail edges and features in the scene
sharpen or soften along with the resolution change. Accordingly, the MBR
encoding engine performs the below described process for the GOP or GOPs of
a scene (e.qg., for the first GOP after a scene change boundary identified in the
analysis phase described above).

[0048] In one example implementation of the dynamic resolution encoding, the
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MBR encoding engine uses a three-point sampling approach to make the
dynamic resolution decision. Each sampling point represents the result (in terms
of actual encoded bit rate or size) from encoding the GOP using three different
pairs of video resolution and quantization step sizes. With these three sampling
point results, the MBR engine establishes a model of the relation between
resolution, quantization step size and coded size, which relation is illustrated
graphically in Figure 4. From this dynamically extracted model for the video
sequence, the MBR encoding engine can then decide a resolution for each
targeted bit rate of the MBR video streams. In alternative implementations, the
MBR encoding engine can use more sampling points to establish the model.
However, the three sampling point approach is found to be sufficient to establish
the model while remaining most practical for purposes of encoding speed.

[0049] Figure 5 illustrates a process 500 performed by the MBR video encoding
engine for making the dynamic resolution decision for a GOP of each video
stream. The process 500 begins with obtaining the three sample points of
encoding results (action 510). The MBR encoding engine controls the video
encoder 200 to encode the segment or GOP with three parameter combinations
for resolution and quantization step size. The initial sample resolution may be
chosen based on a desired display resolution for the video. The initial sample
quantization step size can be chosen depending on the particular codec
standard used by the video encoder. For example, in the case of the SMPTE
421-M video codec, the initial sample quantization step size may be chosen to
be 4. In the case of that the video encoder uses the H.264 standard, an
appropriate initial sample quantization step size may be 28. However, other initial
sample quantization step sizes and resolutions can instead be selected.

[0050] In the illustrated model, the MBR video encoding engine performs the
encoding for an initial sample resolution and quantization step size parameter
pair (R, Qp), as well as at one fourth of the initial sample resolution (i.e., (R/4,
Qp)) and at twice the initial sample quantization step size (i.e., (R, Qp"2)).
Alternatively, other parameter pairs for the sample points can be used, such as
at half resolution, four times the quantization step size, etc. The MBR video
encoding engine observes the encoded bit sizes (S1, Sz, and Sg) that result from
encoding the GOP of the video stream with the three resolution and quantization
step size parameter pairs.

[0051] In a next action 511, the MBR engine establishes two linear models: one
for the relation between quantization step size and encoded size (labeled
GraphQgS in the diagram of Figure 4), and one for the relation between
resolution and encoded size (GraphRS). The relation between quantization step
size and encoded size is determined by the encoded sizes that result from the
two sample points where the quantization step size is varied while the resolution
is held constant, while conversely the relation between resolution and encoded
size is determined from the two sample points which vary the resolution while
quantization step size remains constant.
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[0052] At action 512, the MBR engine uses the relation of encoded size to
quantization step size to find the quantization step size that yields the encoded
size corresponding to the desired bit rate. This is the modeled result quantization
step size (labeled Q') at the full sampling resolution R that should yield the
target bit rate for the GOP of the video stream.

[0053] The MBR engine then compares the modeled result quantization step
size to an empirically determined threshold (determined from experiments
measuring video texture over a wide range of video content). If the modeled
result quantization step size is smaller than the threshold, then the MBR engine
decides to use the full sample resolution and modeled result quantization step
size, i.e., (R, Qp') at action 514.

[0054] More specifically, the MBR engine determines the appropriate
quantization step threshold based on the per frame texture measurements made
during the analysis phase (discussed above) for the input video content. The
MBR engine calculates the texture measurements for the GOP by averaging the
frame texture measurements for all frames in the GOP. This produces GOP
global texture, GOP horizontal texture and GOP vertical texture measurements.
Of these, the GOP global texture measurement determines the quantization step
size threshold that controls when to resize video resolution. From experimental
results over a broad range of video content (including sports, television, movies,
etc.), it has been determined that a quantization step size threshold of Qp equal
to 12 (for video encoding with the SMPTE 421M standard) is suitable for video
with a typical GOP global texture measurement. In other words, if the modeled
result quantization step size Qp'is over 12, then the MBR encoder should resize
to a lower video resolution in order to encode at a lower Qp. However, in an
example implementation, the MBR encoder can further vary the quantization
step size threshold for resizing depending on the overall global texture
measurement for the video. The MBR encoder has established a linear
relationship between global texture and the quantization step size threshold for
resizing. For video having a low overall global texture, a lower quantization step
size threshold is expected. This allows the MBR encoder to be more aggressive
in resizing down the video resolution of video content having a lot of smooth
regions (for which resizing to a lower resolution would tend not to produce
artifacts). Whereas, for video with high global texture, the MBR encoder expects
a higher quantization step size threshold for resizing. Such higher threshold
makes the MBR encoder more careful in resizing down video resolution of
frames that have a lot of detail, so as to avoid smoothing of detailed regions of
those frames. In alternative implementations, the quantization step size threshold
can be established at other quantization step sizes, such as for use with other
video encoding standard, or to achieve a desired degree of
aggressiveness/caution in resizing the video resolution.

[0055] On the other hand at action 515, if the modeled result is larger than the
threshold defined by the video texture, the MBR engine instead uses the relation
between encoded size and resolution (GraphRS) to find a modeled result
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resolution (R') that yields the encoded size corresponding to the target bit rate of
the video stream.

[0056] The MBR engine further uses the GOP average horizontal and vertical
texture measurements to control how much to resize the video resolution in each
direction. The MBR engine calculates a ratio of the GOP horizontal and vertical
texture measurements. Once it is determined to resize the resolution (action
514), the MBR engine calculates a particular resize amount according to the
GraphRS relation. For example, the MBR engine may determine to resize by half
the initial resolution. The MBR engine then determines how to distribute the
resize amount in the vertical and horizontal directions based on the ratio of GOP
horizontal and vertical texture measurement. In particular, if there is a large
discrepancy or delta between horizontal and vertical texture measurements (i.e.,
the ratio is non-unity), the MBR engine distributes the resizing to apply more
resizing in the lower detail direction than is applied to the higher detail direction.
For example, when the ratio is two, then the MBR engine would resize in the
vertical direction twice as much as the horizontal direction. Otherwise, if the delta
between the horizontal and vertical texture measurements for the GOP is low
(the ratio is near unity), then the MBR engine resizes the resolution equally
between the directions.

[0057] The MBR engine at action 516 then uses the relations between
quantization step size and encoded size (GraphQpS) and between resolution
and encoded size (Graph RS) as well as the target bit rate of the respective
video stream to establish a relation (GraphQpR shown at top left of Figure 4)
between resolution and quantization step size for the particular target bit rate.

[0058] At action 517, the MBR engine then uses the relation (GraphQpR)
established in action 516 to find a modeled result of the quantization step size
(Qp') for the modeled result resolution R' decided at action 515. The MBR engine
then decides to encode this GOP of this video stream at the modeled result
quantization step size and resolution (R', Qp").

[0059] By use of this dynamic resolution approach, the MBR encoding system is
able to assign a larger encoding resolution to less complex video segments (or
GOP), which maintains more visual detail. On the other hand, more complex
video segments (or GOP) are assigned a smaller resolution that reduces visual
artifacts. This approach has been found to provide a better visual experience for
multiple bit rate streaming.

V. Representative Computing Environment

[0060] Figure 6 illustrates a generalized example of a suitable computing
environment 600 in which described embodiments, techniques, and technologies
may be implemented. The computing environment 600 is not intended to suggest
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any limitation as to scope of use or functionality of the technology, as the
technology may be implemented in diverse general-purpose or special-purpose
computing environments. For example, the disclosed technology may be
implemented with other computer system configurations, including hand held
devices, multiprocessor systems, microprocessor-based or programmable
consumer electronics, network PCs, minicomputers, mainframe computers, and
the like. The disclosed technology may also be practiced in distributed computing
environments where tasks are performed by remote processing devices that are
linked through a communications network. In a distributed computing
environment, program modules may be located in both local and remote memory
storage devices.

[0061] With reference to Figure 6, the computing environment 600 includes at
least one central processing unit 610 and memory 620. For the multi core motion
information precalculation discussed above, the computer includes a multi core
CPU having plural CPU cores. In Figure 6, this most basic configuration 630 is
included within a dashed line. The central processing unit 610 executes
computer-executable instructions and may be a real or a virtual processor. In a
multi-processing system, multiple processing units execute computer-executable
instructions to increase processing power and as such, multiple processors can
be running simultaneously. The memory 620 may be volatile memory (e.qg.,
registers, cache, RAM), non-volatile memory (e.g., ROM, EEPROM, flash
memory, etc.), or some combination of the two. The memory 620 stores software
680 that can, for example, implement the technologies described herein. A
computing environment may have additional features. For example, the
computing environment 600 includes storage 640, one or more input devices
650, one or more output devices 660, and one or more communication
connections 670. An interconnection mechanism (not shown) such as a bus, a
controller, or a network, interconnects the components of the computing
environment 600. Typically, operating system software (not shown) provides an
operating environment for other software executing in the computing
environment 600, and coordinates activities of the components of the computing
environment 600.

[0062] The storage 640 may be removable or non-removable, and includes
magnetic disks, magnetic tapes or cassettes, CD-ROMs, CD-RWs, DVDs, or any
other medium which can be used to store information and which can be
accessed within the computing environment 600. The storage 640 stores
instructions for the software 680, which can implement technologies described
herein.

[0063] The input device(s) 650 may be a touch input device, such as a
keyboard, keypad, mouse, pen, or trackball, a voice input device, a scanning
device, or another device, that provides input to the computing environment 600.
For audio, the input device(s) 650 may be a sound card or similar device that
accepts audio input in analog or digital form, or a CD-ROM reader that provides
audio samples to the computing environment 600. The output device(s) 660 may
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be a display, printer, speaker, CD-writer, or another device that provides output
from the computing environment 600.

[0064] The communication connection(s) 670 enable communication over a
communication medium (e.g., a connecting network) to another computing entity.
The communication medium conveys information such as computer-executable
instructions, compressed graphics information, or other data in a modulated data
signal.

[0065] Computer-readable media are any available media that can be accessed
within a computing environment 600. By way of example, and not limitation, with
the computing environment 600, computer-readable media include memory 620,
storage 640, the communication medium, and combinations of any of the above.
As should be readily understood, the term computer-readable storage media
includes the media for data storage such as memory 620 and storage 640, and
not simply transmission media such as modulated data signals.

[0066] Any of the methods described herein can be performed via one or more
computer-readable media (e.g., storage or other tangible media) comprising
(e.g., having or storing) computer-executable instructions for performing (e.qg.,
causing a computing device, audio and/or video processing device, or computer
to perform) such methods. Operation can be fully automatic, semi-automatic, or
involve manual intervention.

[0067] Having described and illustrated the principles of our innovations in the
detailed description and accompanying drawings, it will be recognized that the
various embodiments can be modified in arrangement and detail without
departing from such principles. It should be understood that the programs,
processes, or methods described herein are not related or limited to any
particular type of computing environment, unless indicated otherwise. Various
types of general purpose or specialized computing environments may be used
with or perform operations in accordance with the teachings described herein.
Elements of embodiments shown in software may be implemented in hardware
and vice versa.

[0068] In view of the many possible embodiments to which the principles of our
invention may be applied, we claim as our invention all such embodiments as
may come within the scope, of the following claims.
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PATENTKRAYV

1. Fremgangsmade (300) til behandling af videoinput til kodning med variabel
bithastighed af segmenterede, komprimerede videostramme til videostreaming
med multi-bithastighed, hvor fremgangsmaden omfatter:

10

15

20

25

30

at modtage input i form af ravideoindhold (210), der skal kodes il
videostreaming med multi-bithastighed; kendetegnet ved, at frem-
gangsmaden omfatter kodning (315-324) af ravideoindholdet (210) i
segmenter omfattende grupper af billeder som en flerhed af kompri-
merede videostramme, der i videokvalitet spaender over en gverste
eller bedste kvalitet i videostram, der generelt har den hgjeste sam-
lede bithastighed af flertallet af videostramme, til en nederste eller
laveste kvalitet i videostram, der generelt har den laveste bithastig-
hed af flertallet af videostramme, hvor kodningen (315-324) omfat-
ter:

for den gverste videostrom at kode ravideoindholdet (210) med en
variabel bithastighed udsat for topbithastighed og begraensninger i
gennemsnitlig bithastighed; og ved at fremstille et kodet seet af
videostrammene (230), der er segmenteret i grupperne af billeder,
idet fremgangsmaden endvidere benytter kodning (500) med dyna-
misk oplgsning, hvor kodningen (500) med dynamisk oplgsning om-
fatter:

for en gruppe af billeder fra en videostrom, der skal kodes, at skaffe
(510) mindst tre kodningssamples for varierende oplesning og kvan-
tiseringstrinstarrelse;

at opstille (511) en model over oplgsning, kvantiseringstrinstarrelse
og deraf fglgende kodet starreise for gruppen af billeder;

at udfare en teksturmaling pa gruppen af billeder;
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at bestemme (512) en kvantiseringstaerskel for aendring af oplgsning
baseret pa teksturmalingen;

dynamisk at bestemme (514, 515, 517) en videooplgsning og kvan-
tiseringstrinstarrelse til kodning af gruppen af billeder baseret pa
modellen og kvantiseringsteersklen for stgrrelsesaendring; og at kode
gruppen af billeder med den dynamisk bestemte videooplesning og

kvantiseringstrinstarrelse.

2. Fremgangsmade (300) ifalge krav 1, hvor kodningen af den gverste video-
strom omfatter kodningsmetode med en variabel bithastighed, der er malrettet
mod en angivet gennemsnitlig bithastighed og begraenset til at forblive under en

maksimal bithastighed.

3. Fremgangsmade (300) ifalge krav 1 eller 2, hvor kodningen (315-324) af ra-
videoindholdet (210) endvidere, for en eller flere mellemliggende videostromme
mellem de laveste og de hgjeste samlede bithastighedsstramme, ogsa omfatter
kodning af ravideoindholdet (210) med en variabel bithastighed udsat for top-
bithastighed og begraensninger i gennemsnitlig bithastighed, hvor topbithastig-
heden og begransningerne i den gennemsnitlig bithastighed i den gverste vi-

deostrom og de mellemliggende videostramme gradvist falder.

4. Fremgangsmaéade (300) ifglge krav 3, endvidere omfattende:

at modtage input med angivelse af maksimums- og minimums-
bithastigheder, samt et antal komprimerede videostramme, der skal
kodes til videostreaming med multi-bithastighed,

at veelge topbithastighed og gennemsnitlig bithastighed for at fa den
gverste videostram og de mellemliggende videostramme til gradvist

at falde.
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5. Fremgangsmade (300) ifalge et af de ovenstdende krav, hvor kodningen (500)

med dynamisk oplasning endvidere omfatter:

at finde sceneskift i ravideoindholdet (210); og
hvor den dynamiske bestemmelse (514, 515, 517) af videooplosnin-
gen omfatter anvendelse af dynamiske videooplgsningsaendringer i
sceneskiftgraenser mellem grupper af billeder.

6. Fremgangsmade (300) ifolge et af de ovenstdende krav, hvor opstillingen

(511) af modellen omfatter:

at opstille (511) en lineser model over et forhold mellem kvantise-
ringstrinstorrelse og kodet starrelse for en given videooplgsning ba-
seret p& mindst to af de mindst tre kodningssamples fra gruppen af
billeder, hvor den kodede stgrrelse er samplet med den givne video-

oplgsning og varierende kvantiseringstrinstarrelse.

7. Fremgangsmade (300) ifalge krav 6, hvor den dynamiske bestemmelse (514,

515, 517) af videooplesningen omfatter:

at bestemme (512) en kvantiseringstrinstgrrelse, der giver en kodet
storrelse svarende til en gnsket bithastighed for gruppen af billeder
ved kodning ved den givne videooplgsning ifalge den opstillede li-
nesere model, der relaterer kvantificeringstrinstgrrelse til kodet stor-
relse for den givne videooplgsning;

at sammenligne (513) den bestemte kvantiseringstrinstarrelse med
kvantificeringstaersklen for aendring af oplasning;

hvis sammenligningen ikke er indikativ for aendring af oplesning, at
beslutte at kode gruppen af billeder under anvendelse af den givne
videooplgsning og den bestemte kvantiseringstrinstorrelse; og ellers
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at bestemme at aendre videooplgsningen til kodning af gruppen af
billeder.

8. Fremgangsmade (300) ifglge krav 7, hvor opstillingen (511) af modellen end-

videre omfatter:

at opstille (511) en lineser model over et forhold mellem videooplgs-
ning og kodet starrelse for et givent kvantiseringstrin baseret pa
mindst to af de mindst tre kodningssamples fra gruppen af billeder,
hvor den kodede storrelse er samplet pa den givne kvantise-

ringstrinstarrelse og varierende videooplgsning.

9. Fremgangsmade (300) ifalge krav 8, hvor den dynamiske bestemmelse (514,
515, 517) af videooplesningen omfatter:

i det tilfaelde, hvor videooplgsningen til kodning af gruppen af billeder
skal eendres, at bestemme en aendret videooplosning, der giver en
kodet starrelse svarende til en gnsket bithastighed for gruppen af bil-
leder ifolge den opstillede lineaere model, der relaterer videooplos-

ning til kodet starrelse for det givne kvantiseringstrin.

10. Fremgangsmade (300) ifglge krav 9, hvor, i det tilfeelde hvor videooplasnin-
gen til kodning af gruppen af billeder skal eendres, den dynamiske bestemmelse

af kvantiseringstrinstgrrelsen omfatter:

at opstille (516) en lineser model, der relaterer kvantiseringstrinstgr-
relse til oplesning med den gnskede bithastighed for gruppen af bil-
leder baseret pa mindst tre kodningssamples; og

at bestemme (517) kvantiseringstrinstarrelsen for den aendrede vi-
deooplgsning ifglge den lineaere model, der relaterer kvantise-
ringstrinstarrelse til oplgsning.
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11. Computerleesbart medie (620, 640) omfattende computer-afviklelige instruk-
tioner (680) for at f& en computerenhed (600) til at udfgre en hvilken som helst af
de foregaende fremgangsmader (300).

12. Videobehandlingssystem (600) til kodning af komprimerede videostrgmme il
videostreaming med multi-bithastighed, hvor systemet (600) omfatter:

en hukommelse (620) til lagring af ravideoindhold (210), som skal
kodes;

computerbehandlingsorganer (610) til kodning (315-324) af ra-
videoindholdet (210) under anvendelse af en variabel bithastighed
og dynamisk oplgsningsmetode i segmenter omfattende grupper af
billeder som en flerhed af komprimerede videostramme, kendeteg-
net ved, at kodningen ved hjelp af computerbehandlingsorganerne
(610) omfatter:

analyse af ravideoindholdet (210) til bestemmelse af sceneskift-
graenser i videoindholdet, opdeling af videoindholdet mellem scene-
skiftgraenserne i segmenterne omfattende grupper af billeder, og be-
stemmelse af et mal for videokompleksitet i segmenterne;

dynamisk bestemmelse (514, 515, 517) af kodningsparametre for
variabel bithastighedskodning af ravideoindholdet (210) af hvert
segment til en eller flere hgjere bithastighedsvideostromme, som
hver har et mal for gennemsnitlig bithastighed og en begraensning i
topbithastighed, der giver et gradvist fald i den kodede bithastighed
af videostrommene; og til kodning af ravideoindholdet (210) af hvert
segment til en videostram med en nederste bithastighed, som gene-
relt har den laveste bithastighed af flertallet af videostramme, hvor
kodningsparametrene omfatter i det mindste videooplgsning; og
kodning af videostrammene med hgjere og nederste bithastighed
under anvendelse af de dynamisk bestemte kodningsparametre,
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hvor den dynamiske bestemmelse (514, 515, 517) af videooplosnin-
gen for et videostramsegment ved hjeelp af computerbehandlings-

organerne (610) omfatter:

at opna (510) mindst tre kodningssamples af kodningen af et seg-
ment til varierende oplgsning og kvantiseringstrinstarrelse;

at opstille (511) en model over et forhold mellem kvantise-
ringstrinstarrelse, videooplgsning og kodet starrelse; og

dynamisk at bestemme (514, 515, 517) videooplgsningen for seg-
mentet baseret pa den opstillede model og mal af videokompleksitet

i segmentet.

13. Videobehandlingssystem (600) ifglge krav 12, endvidere omfattende com-
puterbehandlingsorganerne (610), der automatisk udvaelger topbithastigheden
og den gennemsnitlige bithastighed for videostrammene med hgjere bithastig-
hed for at opnd en gnsket numerisk distribution mellem angivet maksimums- og

minimumsbithastigheder for et angivet antal videostramme.
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