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Group Based Spam Classification

TECHNICAL FIELD

This description relates to spam filtering.

BACKGROUND

With the advent of the Internet and a decline in computer prices, mény people are
communicating with one another through computers interconnected by networks. A
number of different communication mediums have been developed to facilitate such
communications between computer users. One type of prolific communication medium is
electronic mail (e-mail).

Unfortunately, because the costs of sending e-mail are relatively low, e-mail
recipients are being subjected to mass, unsolicted, commercial e-mailings (colloquially
known as e-mail spam or spam e-mails). These are akin to junk mail sent through the
postal service. However, because spam e-mail requires neither paper nor postage, the
costs incurred by the sender of spam e-mail are quite low when compared to the costs
incurred by conventional junk mail senders. Due to this and other factors, e-mail users
now receive a significant amount of spam e-mail on a daily basis. Spam e-mail impacts
both e-mail users and e-mail providers. For e-mail users, spam e-mail can be disruptive,
annoying, and time consuming. For an e-mail service provider, spam e-mail represents
tangible costs in terms of storage and bandwidth usage. These costs may be substantial

when large numbers of spam e-mails are sent.

SUMMARY

In one aspect, received e-mails are clustered into groups of substantially similar e-
mails. A set of one or more test e-mails is selected from at least one of the groups. The
proportion of spam e-mails in the set of test e-mails is determined. The e-mails in the
group is classified as spam when the proportion of spam e-mails in the set of test e-mails
exceeds a predetermined threshold proportion.

Implementations of this aspect may include one or more of the following features.
For example, selecting the set of one or more test e-mails may include selecting a
sufficient number of test e-mails for the set such that the proportion of spam e-mails in

the set accurately reflects a proportion of spam e-mails in the at least one group.
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Clustering may include collecting a set of received e-mails and performing
duplicate detection on the set of received e-mails to cluster the set of received e-mails into
groups of substantially similar e-mails. Alternatively, clustering may include performing
duplicate detection on a received e-mail when the e-mail is received to determine if the
received e-mail is substantially similar to e-mails in an existing group of substantially
similar e-mails; adding the received e-mail to the existing group of substantially similar e-
mails when the received e-mail is substantially similar to e-mails in the existing group;
and using the received e-mail to start a new group of substantially similar e-mails when
the received e-mail is not substantially similar to e-mails in the existing group of
substantially similar e-mails.

A signature of the at least one group may be saved when the proportion of spam e-
mails in the set exceeds the predetermined threshold proportion. The signature then may
be used to determine whether a newly received e-mail is substantially similar to the e-
mails in the at least one group and the new e-mail may be classified as spam when the
new e-mail is substantially similar to the e-mails in the at least one group.

When the substantially similar e-mails in the at least one group are part of a larger
population of substantially similar e-mails, a size of the at least one group may be
selected such that a proportion of spam e-mails in the at least one group accurately
reflects a proportion of spam e-mails in the larger population.

The predetermined threshold may be based on a misclassification cost of
misclassifying spam e-mail as non-spam e-mail and a misclassification cost of
misclassifying non-spam e-mail as spam e-mail.

In another aspect, received e-mails are clustered into groups of substantially
similar e-mails. One or more test e-mails are selected from at least one of the groups and
a class for the one or more test e-mails is determined. At least one non-test e-mail in the
at least one group is classified based on the determined class of the one or more test e-
mails.

Implementations of this aspect may include one or more of the following features.
For example, clustering may include performing duplicate detection on a received e-mail
when the e-mail is received to determine if the received e-mail is substantially similar to
e-mails in an existing group of substantially similar e-mails; adding the received e-mail to
the existing group of substantially similar e-mails when the received e-mail is
substantially similar to e-mails in the existing group; and using the received e-mail to start

anew group of substantially similar e-mails when the received e-mail is not substantially
2
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similar to e-mails in the existing group of substantially similar e-mails. Alternatively,
clustering may include collecting a set of received e-mails and performing duplicate
detection on the set of received e-mails to cluster the set of received e-mails into groups
of substantially similar e-mails.

Duplicate detection may be performed on a newly received e-mail to determine if
the new e-mail is substantially similar to the e-mails in the at least one group and the new
e-mail may be classified based on the class of the one or more test e-mails when the new
e-mail is substantially similar to the e-mails in the at least one group.

When the substantially similar e-mails in the at least one group are part of a larger
population of substantially similar e-mails, a size for the at least one group may be
selected such that a proportion of the e-mails in the at least one group belonging to a
particular class accurately reflects a proportion of the e-mails in the larger population that
belong to the particular class.

Classifying at least one non-test e-mail may include classifying the at least one
non-test e-mail into a particular class when a proportion of the test e-mails belonging to
the particular class exceeds a predetermined threshold proportion. Selecting the test e-
mails may include selecting a sufficient number of test e-mails such that a proportion-of
the test e-mails belonging to the particular class accurately reflects a proportion of the e-
mails in the at least one group that belong to the particular class. The particular class may
be spam. The predetermined threshold is based on a misclassification cost of
misclassifying spam e-mail as non-spam e-mail and a misclassification cost of
misclassifying non-spam e-mail as spam e-mail.

Determining a class for the one or more test e-mails may include determining
whether the one or more e-mails are spam e-mails such that spam e-mail in the received
e-mails can be filtered.

Implementations of the described techniques may include hardware, a method or
process, or computer software on a computer-accessible medium.

The details of one or more implementations are set forth in the accompanying
drawings and the description below. Other features will be apparent from the description

and drawings, and from the claims.

DESCRIPTION OF DRAWINGS
FIG. 1 is a block diagram of an exemplary networked computing environment that
supports e-mail communications and in which spam filtering may be performed.

3
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FIG. 2 is a high-level functional block diagram of an e-mail server program that
may execute on an e-mail server to provide large-scale spam filtering.

FIG. 3 is a functional block diagram of an e-mail filter.

FIG. 4 is a flowchart showing one manner in which the e-mail filter of FIG. 3 may
be operated to classify e-mail.

FIG. 5 is a flowchart showing an alternate manner in which the e-mail classifier of
FIG. 3 may be operated to classify e-mail.

FIGS. 6 and 7 are flowcharts showing another alternate manner in which the e-

mail classifier of FIG. 3 may be operated to classify e-mail.

DETAILED DESCRIPTION

The classification techniques are described as being applied to e-mail spam
filtering. However, the techniques may be used for spam filtering in other messaging
media, including both text and non-text media. For example, spam may be sent using
instant messaging or short message service (SMS), or may appear on Usenet groups.
Similarly, the techniques may be applied to filter spam sent in the form of images,
sounds; or video, for instance. Moreover, the techniques described may be applied to
classification problems other than e-mail filtering.

In general, an e-mail filter is used to classify received e-mails so that some of the
classes may be filtered, blocked, or marked. The e-mail filter may include a classifier that
can classify an e-mail as belonging to a particular class and an e-mail grouper that can
detect substantially similar, but possibly not identical, e-mails. The e-mail grouper
determines groups of substantially similar e-mails in an incoming e-mail stream. For
each group, the classifier determines whether one or more test e-mails from the group
belongs to the particular class. The classifier then designates the class to which the other

e-mails in the group belong based on the results for the test e-mails.

Exemplary Hardware Environment

FIG. 1 illustrates an exemplary networked computing environment 100 that
supports e-mail communications and in which spam filtering may be performed.
Computer users are distributed geographically and communicate using client systems
110a and 110b. Client systems 110a and 110b are connected to ISP networks 120a and
120b, respectively. While illustrated as ISP networks, networks 120a or 120b may be any
network, e.g. a corporate network. Clients 110a and 110b may be connected to the

4
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respective ISP networks 120a and 120b through various communication channels such as
amodem connected to a telephone line (using, for example, serial line internet protocol
(SLIP) or point-to-point protocol (PPP)) or a direct network connection (using, for
example, transmission control protocol/internet protocol (TCP/IP)). E-mail or other
messaging servers 130a and 130b also are connected to ISP networks 120a and 120b,
respectively. ISP networks 120a and 120b are connected to a global network 140. (e.g.,
the Internet) such that a device on one ISP network can communicate with a device on the
other ISP network. For simplicity, only two ISP networks 120a and 120b have been
illustrated as connected to Internet 140. However, there may be a large number of such
ISP networks connected to Internet 140. Likewise, many e-mail servers and many client
systems may be connected to each ISP network.

Each of the client systems 110a and 110b and e-mail servers 130a and 130b may
be implemented using, for example, a general-purpose computer capable of responding to
and executing instructions in a defined manner, a personal computer, a special-purpose
computer, a workstation, a server, a device such as a personal digital assistant (PDA), a
component, or other equipment or some combination thereof capable of responding to
and executing instructions. Client systems 110a and 110b and e-mail servers 130a and
130b may receive instructions from, for example, a software application, a program, a
piece of code, a device, a computer, a computer system, or a combination thereof, which
independently or collectively direct operations. These instructions may take the form of
one or more communications programs that facilitate communications between the users
of client systems 110a and 110b. Such communications programs may include, for
example, e-mail programs, IM programs, file transfer protocol (FTP) programs, or voice-
over-IP (VoIP) programs. The instructions may be embodied permanently or temporarily
in any type of machine, component, equipment, storage medium, or propagated signal
that is capable of being delivered to a client system 110a and 110b or the e-mail servers
130a and 130b.

Each of client systems 110a and 110b and e-mail servers 130a and 130b includes a
communications interface (not shown) used by the communications programs to send
communications. The communications may include e-mail, andio data, video data,
general binary data, or text data (e.g., data encoded in American Standard Code for
Information Interchange (ASCII) format or Unicode).

Examples of ISP networks 120a and 120b include Wide Area Networks (WANS),

Local Area Networks (LANS), analog or digital wired and wireless telephone networks
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(e.g., a Public Switched Telephone Network (PSTN), an Integrated Services Digital
Network (ISDN), or a Digital Subscriber Line (xDSL)), or any other wired or wireless
network including, e.g., a corporate LAN. Networks 120a and 120b may include multiple
networks or subnetworks, each of which may include, for example, a wired or wireless
data pathway.

Each of e-mail servers 130a and 130b may handle e-mail for thousands or more e-
mail users connected to ISP network 110a or 110b. Each e-mail server may handle e-mail
for a single e-mail domain (e.g., aol.com), for a portion of a domain, or for multiple e-
mail domains. While not shown, there may be multiple, interconnected e-mail servers
working together to provide e-mail service for e-mail users of an ISP network.

An e-mail user, such as a user of client system 110a or 110b, typically has one or
more e-mail mailboxes on an e-mail system, which may incorporate e-mail server 130a or
130b. Each mailbox corresponds to an e-mail address. Each mailbox may have one or
more folders in which e-mail is stored. E-mail sent to one of the e-mail user’s e-mail
addresses is routed to the corresponding e-mail server 130a or 130b and placed in the
mailbox that corresponds to the e-mail address to which the e-mail was sent. The e-mail
user then uses, for example, an e-mail client program executing on client system 110a or
110b to retrieve the e-mail from e-mail server 130a, 130b and view the e-mail.

The e-mail client programs executing on client systems 110a and 110b also may
allow one of the users to send e-mail to an e-mail address. For example, the e-mail client
program executing on client system 110a may allow the e-mail user of client system 110a
(the sending user) to compose an e-mail message and address the message to a recipient
address, such as an e-mail address of the user of client system 110b. When the sender
indicates the e-mail is to be sent to the recipient address, the e-mail client program
executing on client system 110a communicates with e-mail server 130a to handle the
sending of the e-mail to the recipient address. For an e-mail addressed to an e-mail user
of client system 110b, for example, e-mail server 130a sends the e-mail to e-mail server
130b. E-mail server 130b receives the e-mail and places it in the mailbox that
corresponds to the recipient address. The user of client system 110b may then retrieve the
e-mail from e-mail server 130b, as described above.

In an e-mail environment such as that shown, a spammer typically uses an e-mail
client program to send similar spam e-mails to hundreds, if not millions, of e-mail
recipients. For example, a spammer may target hundreds of recipient e-mail addresses

serviced by e-mail server 130b on ISP network 120b. The spammer may maintain the list
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of targeted recipient addresses as a distribution list. The spammer may use the e-mail
client program to compose a spam e-mail and instruct the e-mail client program to use the
distribution list to send the spam e-mail to the recipient addresses. The e-mail is then sent
to e-mail server 130b for delivery to the recipient addresses. Thus, in addition to
receiving legitimate e-mails, e-mail server 130b also may receive large quantities of spam
e-mail, particularly when many hundreds of spammers target e-mail addresses serviced by
e-mail server 130b.

E-mail systems tend to be used by any given spammer to send large numbers of
substantially similar, although non-identical, e-mails. While the content of each spam e-
mail contains essentially the same message, the content of each e-mail is normally varied
to a degree. For example, mass e-mailings are often personalized by including the
recipient user’s first/last name or other personal information.

Also, spammers may purposefillly randomize their e-mails so as to foil
conventional spam detection schemes, such as those based on matching exact textual
strings in the e-mail. Usually, the core of the e-mail remains the same, with random or
neutral text added to confuse such “exact-match” spam filters. Often the extra text is
inserted in such a way that it is not immediately visible to the users (e.g:, when the font -
has the same color as the background). Other randomization strategies of spammers
include: appending random character strings to the subject line of the e-mail, changing the

order of paragraphs, or randomizing the non-alphanumeric content.

Overview of E-Mail Classifier

FIG. 2 is a high-level functional block diagram of an e-mail server program 230
that may execute on an e-mail system, which may incorporate e-mail server 130a or 130b,
to provide large-scale spam filtering. E-mail server program 230 includes an e-mail filter
232 and a mail handler 234. During operation, the incoming e-mail arriving at e-mail
server program 230 is passed to e-mail filter 232. E-mail filter 232 classifies the e-mail
accordingly (i.e., as spam or legitimate) and forwards the e-mail to mail handler 234.

“Classifying” a message does not necessarily have to include explicitly marking
something as belonging to a class, rather, classifying may simply include providing the
message with a spam or other class score. A message then may be handled differently
based on its score. For example, e-mail filter 232 may determine a spam score for an e-
mail, where the score is indicative of the likelihood that the e-mail is a spam e-mail. That

score then may be compared to a classification threshold and, based on the classification,
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the e-mail may be marked as spam or legitimate accordingly. Alternatively, in some
implementations, e-mail filter 232 may determine the spam score and assign the score to
the e-mail, without explicitly labeling the e-mail as spam. Then, the e-mail may be
handled according to its spam score. For example, a message may be displayed
differently based on the spam or other class score. A first message, for instance, may be
displayed in a darker shade of red (or other color) than a second message if the spam
score of the first message is higher than the spam score of the second message (assuming
a higher score indicates a greater chance the message is spam).

Once classified, mail handler 234 handles the e-mail in a manner that depends on
the policies set by the e-mail service provider. For example, mail handler 234 may delete
e-mails marked as spam, while delivering e-mails marked as legitimate to an “inbox”
folder of the corresponding e-mail account. Alternatively, e-mail labeled as spam may be
delivered to a “spam” folder instead of being deleted.

FIG. 3 is a functional block diagram of one implementation of e-mail filter 232.
Filter 232 includes a e-mail grouper 320 and a classifier 330. In general, e-mail grouper
320 determines groups of substantially similar e-mails in an incoming e-mail stream 310.
E-mail grouper 320 may be implemented using a duplicate detector that detects
substantially similar e-mails. For each group, classifier 330 classifies one or more test e-
mails from the group, (e.g., determines whether the one or more e-mails are spam).
While one test e-mail for each group may be used, using more than one test e-mail for
each group may decrease the misclassification costs, as described further below. Based
on the classifier’s results for the test e-mails, the e-mails in the group are classified as
spam or legitimate. The classified e-mail 340 then is forwarded to mail handler 234.

A number of different techniques may be used to implement classifier 330. For
example, a human reviewer can review and classify the test e-mails. Alternatively,
classifier 330 may be a duplicate detector that compares the test e-mails to a collection of
known spam e-mails (collected, e.g., through customer complaints) to determine if the
test emails are substantially similar to any e-mails in the collection. Those test e-mails
that are similar to ones in the collection are then classified as spam. Those that are not
similar are classified as legitimate. As another alternative, classifier 330 may be
implemented using a probabilistic classification technique. For example, classifier 330
may be a support vector machine (SVM), a Naive Bayesian classifier, or a limited

dependence Bayesian classifier.
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E-mail grouper 320 may be implemented using duplicate detection techniques for
detecting substantially similar documents. For example, e-mail grouper 320 may be
implemented using the I-Match approach that is described by Chowdhury et al. in
“Collection Statistics For Fast Duplicate Document Detection,” ACM Transactions on
Information Systems, 20(2):171-191, 2002. The I-Match approach produces a hash
representation of a document that may be used to represent the content of the document
while still providing for non-exact matching. In particular, each document is reduced to a
feature vector and term collection statistics are used to produce a binary feature selection-
filtering agent. The filtered feature vector is then hashed to a single value that matches
the value for all documents that produced the identical filtered feature vector, thus
producing an efficient mechanism for duplicate detection.

Other duplicate detection approaches may be used. In general, current duplication
detection techniques can be roughly classed as similarity-based techniques or fingerprint-
based techniques. In similarity-based techniques, two documents are considered identical
if their distance (according to a measure such as the cosine distance) falls below a certain
threshold. Some similarity-based techniques are described in C. Buckley et al., The
Smart/Empire Tipster IR System, in TIPSTER Phase III Proceedings,"Morgan Kaufmann,
2000; T. C. Hoad & J. Zobel, Methods of Identifying Versioned and Plagaiarised
Documents, Journal of the American Society for Information Science and Technology,
2002; and M. Sanderson, Duplicate Detection in the Reuters Collection, Tech. Report TR-
1997-5, Department of Computing Science, University of Glasgow, 1997. In fingerprint-
based techniques, two documents are considered identical if their projections onto a set of
attributes are the same. Some fingerprint-based techniques are described in S. Brin et al.,
Copy Detection Mechanisms for Digital Documents, in Proceedings of SIGMOD, 1995,
pp. 398-409; N. Heintze, Scalable Document Fingerprinting, in 1996 USENIX Workshop
on Electronic Commerce, November 1996; and Broder, On the Resemblance and
Containment of Documents, SEQS: Sequences 91, 1998.

In general, e-mail filter 232 may operate with reduced overall system costs
compared to e-mail filters that evaluate each e-mail that is classified. However, the
implementation of e-mail grouper 320 and classifier 330 may affect the overall system
costs. Thus, the exact implementation of e-mail grouper 320 and classifier 330 may
depend on a target cost for the expected overall system costs. In addition, for a given

implementation of e-mail grouper 320 and classifier 330, parameters of e-mail filter 232,
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such as the number of test e-mails and the size of the groups, may be chosen to reduce the

expected overall systems costs.

Operation of E-Mail Classifier

FIG. 4 is a flowchart showing one manner 400 in which e-mail filter 232 may be
operated to classify e-mail. E-mail filter 232 receives incoming e-mails (410). When e-
mail filter 232 receives an incoming e-mail 310, e-mail grouper 320 determines whether
the e-mail belongs to an existing cluster of substantially similar e-mails (420). If the e-
mail does not belong to an existing cluster, the e-mail is used to start a new cluster (430).
If the e-mail belongs to an existing cluster, the e-mail is added to the cluster (440). Thus,
as incoming e-mails are received, they are grouped into clusters of substantially similar e-
mails. Optionally, clusters that do not experience a predetermined minimum growth rate
may be eliminated (450). Doing so may conserve on storage and computing resources.

In addition, not meeting a minimum growth rate is an indication that e-mails of that
cluster are not spam.

At the end of a certain amount of time (either predetermined or adaptively
determined) or when a certain number (either predetermined or adaptively determined) of
incoming e-mails have been received (460), classifier 330 evaluates at least one test e-
mail from each cluster of substantially similar e-mails to classify the test e-mail (470).
Classifier 330 communicates the determined class of each test e-mail to e-mail grouper
320. E-mail grouper 320 then classifies the e-mails in each cluster of substantially similar
e-mails based on the class of the test e-mail for that cluster (480). For example, if a
single test e-mail from a cluster is evaluated and the test e-mail is classified as a spam e-
mail, the other e-mails in the cluster are classified and labeled as spam without being
evaluated.

FIG 5 is a flowchart showing an alternate manner 500 in which e-mail filter 232
may be operated to classify e-mail. E-mail filter 232 receives and stores incoming e-
mails (510) until the end of a predetermined amount of time or when a predetermined
number of incoming e-mails have been received (520). E-mail grouper 320 then groups
the received e-mail into clusters of substantially similar e-mails (530). After the e-mails
are clustered, classifier 330 evaluates at least one test e-mail from each cluster to classify
the test e-mail (540). Classifier 330 communicates the determined class of each test e-
mail to e-mail grouper 320, which classifies the e-mails in each cluster based on the class

of the corresponding test e-mail (550).
| 10
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FIGS. 6 and 7 are flowcharts showing another alternate manner in which e-mail
filter 232 may be operated to classify e-mail. In general, e-mail grouper 320 groups
received e-mail into clusters and classifier 330 classifies at least one test e-mail from each
cluster. Each cluster is then classified as spam or legitimate based on the classification of
the corresponding test e-mail. For those clustérs that are classified as spam, a signature of
the cluster is saved. If, for example, e-mail grouper 320 uses fingerprint techniques, the
signature may be a fingerprint. Likewise, if e-mail grouper 320 uses similarity
techniques, the signature may be an e-mail from the cluster. When a new e-mail is
received, e-mail grouper 320 uses the signatures of the spam clusters to determine if the
new e-mail belongs to any of those spam clusters. The new e-mail is classified as spam if
its signature corresponds to a signature of a spam cluster and otherwise is classified as
legitimate.

Specifically, referring to FIG. 6, after the spam signatures are determined (610),
incoming e-mail 310 is received. As an e-mail is received, e-mail grouper 320 analyzes
the e-mail using the spam signatures to determine if the e-mail belongs to any of the spam

clusters (i.e., is a substantially similar to the e-mails in a cluster determined to be spam)

~ (630). For example, if e-mail-grouper 320 uses fingerprint techniques, the e-mail grouper - - -

may determine the fingerprint of the received e-mail and determine whether the
fingerprint matches any of the spam fingerprints saved as spam signatures. Alternatively,
for example, e-mail grouper 320 may use similarity techniques to compare the received e-
mail to spam e-mails saved as signatures of the spam clusters to determine if the received
e-mail matches any of the spam e-mails. If the received e-mail does not belong to a spam
cluster, e-mail grouper 320 labels the e-mail as legitimate or as an unknown signature
(640). If the e-mail does belong to a spam cluster, the e-mail is labeled as spam (650).

Optionally, signatures that do not experience a predetermined match rate may be
eliminated (660). Doing so may conserve on storage and computing resources.
Alternatively, such signatures may be labeled as bulk mail (but not spam) signatures.

The spam signatures may be re-evaluated after a certain period of time or number
of received e-mails. At the end of the time period, or when the threshold number of e-
mails has been received (670), new spam signatures are determined (610).

FIG. 7 is a flow chart showing a process 700 for determining the spam signatures.
E-mail filter 232 receives incoming e-mails (710). When e-mail filter 232 receives an
incoming e-mail 310, e-mail grouper 320 determines whether the e-mail belongs to an

existing cluster of substantially similar e-mails (720). If the e-mail does not belong to an
11
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existing cluster, the e-mail is used to start a new cluster (730). If the e-mail belongs to an
existing cluster, the e-mail is added to the cluster (740). Thus, as incoming e-mails are
received, they are grouped into clusters of substantially similar e-mails.

Optionally, clusters that do not experience a predetermined minimum growth rate
may be eliminated (750).

At the end of a certain amount of time or when a certain number of incoming e-
mails have been received (760), classifier 330 evaluates at least one test e-mail from each
cluster of substantially similar e-mails to determine the class of the test e-mail (770).
Classifier 330 communicates the determined class of each test e-mail to e-mail grouper
320, which then labels the e-mails in each cluster of substantially similar e-mails based on
the class of the test e-mail (780). E-mail grouper 320 also stores the signatures of the

clusters that are determined to be spam (790).

Reducing Overall System Costs

By clustering incoming e-mail 310 into groups of substantially similar e-mails and
making classification decisions only on a subset of the e-mails in each group, the overall

system costs may be reduced. Generally, given a set cost 77 for performing duplicate

detection on an e-mail, there are two primary sources of cost that affect the overall system
costs when classifying e-mail using e-mail filter 232. The first source is the cost of
classifying e-mails (i.e., the classification costs). Classification costs may be in terms of,
for example, computing power used, time needed to classify the e-mails, additional
hardware, software, personnel, or maintanence, and may depend on the type of classifier
used.

The second source is the misclassification costs. Misclassification costs occur
when spam e-mails are misclassified as legitimate and when legitimate e-mails are
misclassified as spam. For example, for the e-mail service provider, misclassifying spam
e-mail as legitimate results in additional storage costs, which might become fairly
substantial. In addition, failure to adequately block spam may result in dissatisfied
customers, which may result in the customers abandoning the service. The cost of
misclassifying spam as legitimate, however, may generally be considered nominal when
compared to the cost of misclassifying legitimate e-mail as spam, particularly when the

policy is to delete or otherwise block the delivery of spam e-mail to the e-mail user.
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Losing an important e-mail may mean more to a customer than mere annoyance. Cost,
therefore, may take into account factors other than just monetary terms.

In addition to a variation in misclassification costs between misclassifying spam
as legitimate e-mail and legitimate e-mail as spam, there may be a variation in the costs of
misclassifying different categories of legitimate e-mail as spam. For instance,
misclassifying personal e-mails may incur higher costs than misclassifying work related
e-mails. Similarly, misclassifying work related e-mails may incur higher costs than
misclassifying e-commerce related e-mails, such as order or shipping confirmations.

If the classification cost of classifying a single e-mail is @, then the classification
costs of classifying N incoming e-mails is N -@ . If e-mail grouper 320 accurately detects
substantially similar duplicates of each unique e-mail in incoming e-mail stream 310, then
the e-mails in incoming e-mail stream 310 can be accurately clustered into C clusters of
unique e-mails, where C<N and, possibly, C<<N. Then, in theory, classification costs
may be reduced to C-@ by having classifier 330 classify a single e-mail from each
cluster. At the same time, if classifier 330 accurately classifies the test e-mails, then
misclassification costs will be zero. This )NOLIld result in an overall system cost of

C-w+ N-n. This cost model is an exemplary linear cost model. Other cost models,

either linear or more complex functional forms, may be used.

In practice, perfect classification and duplicate detection may not be possible.
Thus, while e-mail filter 232 still may be designed to reduce the overall system costs, the
amount of the overall costs may not be as low as C- @+ N - 7. The actual overall system
costs depend on the accuracy of classifier 330 and the accuracy of e-mail grouper 320.

Generally, the accuracy of classifier 330 and the accuracy of e-mail grouper 320
may affect the overall system costs in three ways. First, the accuracy of classifier 330
may affect the total system costs by increasing the misclassification cost. A very accurate
classifier, however, may be used to minimize misclassification costs resulting from the
classifier 330. The reduction in the number of e-mails classified may be used to offset an
increase in the costs per classification, @ . This allows a more accurate classifier (which
may be more costly) to be used for classifier 330 to reduce the misclassification costs
resulting from classifier 330.

Second, an inaccurate e-mail grouper 320 may increase the number of clusters
identified to K, where K>C. This increases the total classification costs because classifier

330 needs to be used more than necessary. Choosing a more accurate e-mail grouper 320
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that minimizes K may reduce these effects. It should be noted that choosing a more
accurate e-mail grouper 320 may result in an increased cost 77 for performing duplicate
detection

Third, an inaccurate e-mail grouper 320 may affect the total cost by mapping non-
identical messages onto the same cluster (in which case the cluster is considered impure).
Impure clusters affect the overall system costs by increasing the misclassification costs.
If classifier 330 is used to evaluate a single test e-mail from a cluster, then classifying the
other e-mails in the cluster based on the classifier’s decision will incur a misclassification
cost if any other members of the cluster belong to another class. The magnitude of the
misclassification costs incurred for the cluster depends on the number of e-mails that
belong to another class.

The expected misclassification costs incurred for this situation can be quantified
in the following way. In particular, when 7, denotes the number of elements in the kth
cluster and pos;, and neg;, represent the number of legitimate and spam e-mails,

respectively, contained in the kth cluster (neg, /n, =1- pos, [n,), the expected

misclassification cost L] incurred by deciding the cluster's class-membership after

evaluating a single e-mail in the cluster is:

X ne, 0s, - ne
L} = P -neg, + Ek . cost pos, =M(1+ cost)
n, n, n,

where cost is the ratio of the cost of misclassifying legitimate e-mails as spam to the cost

of misclassying spam e-mails as legitimate. Given that K clusters are present, the

expected overall system cost L, is (assuming negligible misclassification costs due to

classifier 330):
L, =J<-m+§:—pos—’f"-’eﬁ(1+cost)+zv-n
= iy

Misclassification costs due to cluster impurity may be reduced in two ways. First,
choosing a more accurate e-mail grouper may reduce the expected misclassification costs
because there generally will be fewer e-mails of another class in a given cluster. To
decrease misclassification costs from impure clusters, a e-mail grouper that is more
accurate in an absolute sense (i.e., one that reduces cluster impurity) does not need to be
chosen. Rather, a e-mail grouper that is more accurate with respect to not mixing classes
may be used. In other words, one may reduce misclassification costs by using a e-mail
grouper that mixes non-substantially similar e-mails in a cluster, as long as the mixed e-

14



10

15

20

25

WO 2004/068287 PCT/US2004/001784

mails all belong to the same class (e.g., spam). In optimization terminology, it is desired
to maximize duplicate detection subject to minimizing the chance of mixing class labels
within a cluster while satisfying run-time performance constraints. Using a e-mail
grouper that is more accurate with respect to class mixing, rather than cluster impurity,

may decrease the misclassification costs without incurring an increase in the cost 7 for

performing duplicate detection.

To choose such a e-mail grouper, the typical duplicate detector accuracy measures
may be modified such that errors affecting objects of the same class are de-emphasized.
Duplicate detector accuracy is typically measured based on one of two perspectives: the
clustering perspective (i.e., explicitly clustering all documents into groups of duplicate
documents) or the pairing perspective (i.e., computing pairwise document-to-document
similarity).

From the clustering perspective, the accuracy measure may be modified by
measuring impurity of the clusters with respect to the two classes, instead of measuring
the impurity with respect to C unique documents. This may be done, for example, by

using a measure such as
3 ”_k pos, -negy
,; N n, '

As an alternative, a winner-take-all strategy may be used to assign class labels to
clusters, with the majority class providing the winner. In this case, the F-measure for
detecting the minority class (detecting the minority class usually provides more
conservative accuracy estimates) among the N objects being clustered could be used to
assess the degree of class mixing. The F-measure is a well known measure of classifier
performance.

From the pairing perspective, the F-measure may be modified such that precision

is measured as

# correctly identified pairs

# correctly identified pairs + # incorrectly identified pairs of mixed class membership

instead of the standard definition of

# correctly identified pairs

# correctly identified pairs + # incorrectly identified pairs
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Alternatively, a receiver operating characteristic analysis (ROC), which is
distribution independent in the pairing context, may be used. This analysis uses the
normal true-positive (TP) rate, defined as:

# correctlyidentified pairs

# correct pairs

Normally, the false-positive (FP) rate is defined as:

#incorrectly identified pairs

#incorrect pairs

But instead of FP, a false positive rate FPc may be used. FPc de-emphasizes the false
positives where both objects in a pair belong to the same class. FPc is defined as:

#incorrectly identified pairs

# incorrect pairs of mixed class membership

This can be seen as an extreme case of stratified sampling sometimes used in
ROC analysis when misclassification costs for different types of objects with the same
class are different. In such cases, errors (i.e., false positive counts) corresponding to
objects of different types are weighted in proportion to their misclassification cost.

The difficulty-of using ROC analysis as a performance metric is that ROC is a
curve in the FP-TP or FPc-TP coordinates, with different points on the curve
corresponding to different settings of the detection algorithm. Not all duplicate detectors
allow for smooth changes of control settings, but even if a duplicate detector produces
just one point in the ROC space, a full curve is produced by joining it with points (0,0)
and (1,1). There may be regions in the ROC space where one duplicate detector
outperforms another, with the relationship reversed in another region. As a result, careful
analysis may be required to examine the relative merits of different classification
techniques.

Recently many researchers have advocated the use of the area under the ROC
curve (AUC) as a single measure characterizing the quality of a classifier. AUC can vary
between 0 and 1 (the optimum), with values below 0.5 indicating that the classifier
performs worse than random guessing. An AUC measure based on a modified ROC as
described above also may be used to choose a duplicate detector that is more accurate
with respect to not mixing classes.

The second way of reducing misclassification costs due to cluster impurity
involves evaluating more than one test e-mail for the clusters and making the

classification decision for the clusters based on the proportions of spam e-mails and
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legitimate e-mails in the multiple test e-mails. This second method allows the optimum
decision (i.e., the one which results in the minimum misclassification costs) to be made
for a given cluster.

The optimum decision may be made for a cluster by evaluating every e-mail in the
cluster to determine the number of spam e-mails in the cluster, neg;, and the number of
legitimate e-mails in the cluster, pos;. The e-mails in the cluster then are labeled as spam

when neg, > cost - pos, , otherwise they are labeled as legitimate. Classifying clusters in

this manner insures the minimum expected misclassification costs L is incurred. The
expected misclassification cost incurred for the cluster is:
Ly =min(neg, ,cost - pos;)
However, evaluating every e-mail in the clusters increases the classification costs to
N - @. Thus, the expected overall system cost L, becomes:
L,=N-o+ imin(negk,cost -pos, )+ N-n
k=1

The optimum decision, however, can be estimated without incurring the additional
costs of evaluating all e-mails. If s e-mails.(where s < ;) from the kth cluster are
classified by classifier 330, that information may be used to estimate the fraction of spam
and legitimate messages in the cluster. If this is a fairly accurate estimate, then a decision
made based on the classes of the s e-mails will be the optimum decision. A

More specifically, let i be the number of spam messages in a s-element set of test
e-mails and let s-i be the number of legitimate e-mails in the sample. The optimum

decision then may be approximated by labeling a cluster as spam if i > cost - (s —7) and

as legitimate otherwise.

In this case, the probability of labeling a cluster as spam is:

min( s, k) ne n, —neg, ne
P(decision = spam | s,n, ) = [i > cost - (s — i)][ fgk j( * .gh }/( gk)
A

i=0 S—1 S
with:
P(decision = legitimate | s,n, ) =1— P(decision = spam|s,n,) .
As a result, the expected misclassification costs L} incurred by deciding the
cluster's class-membership after evaluating s e-mails in the cluster is:

L} = P(decision = legitimate| s,n, ) - neg, + P(decision = spam|s,n,) - cost - pos,
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And the classification costs only increase to s-@ per cluster. Thus, when s e-mails per
cluster are evaluated (and all e-mails in the cluster are evaluated when nt <s), the
expected overall system cost L, becomes:

K
L, = Z min(s, n, ) - @ + P(decision = legitimate| s,n, ) - neg,, + P(decision = spam|s,n, ) cost - pc
k=1

+N-7y

with:
min(s,nk) ne n, —ne neg,.
P(decision = spam|s,n,) = Z [i > cost - (s — i)]( fgk j( ¢ .gkj/( gk)
= 1 s — s
The decision of how many test e-mails should be examined depends on the

accuracy of e-mail grouper 320. The cost model and cluster size determine the threshold

pos,

n,

in the range of at which the cluster should be classified as legitimate or spam. By

pos,
n,

knowing the expected value of of e-mail grouper 320 (i.e., the expected impurity),

one can determine the number of samples, s, at which the measured proportions of spam
and legitimate e-mail approaches the actual values in the cluster within a desired
confidence level.

When e-mail filter 232 is operated in the manner illustrated by FIGS. 6 and 7, the
overall costs actually experienced during operation may differ significantly from the
expected overall costs, even when the optimum decision is made for the clusters. When
the signature of an M element cluster is used to classify future e-mails, as in the technique
illustrated by FIGS. 6 and 7, the cluster is representative of a larger population of e-mails
with the same signature (i.e., the future received e-mails with the same signature). While
the optimum decision described above will yield the least misclassification costs for a
cluster, the decision may not yield the least misclassification costs with respect to the
Jarger population, particularly if the measured proportion of spam content in the cluster
differs significantly from the proportion in the larger population of e-mails. This effect
can be corrected for by choosing a cluster size for which the proportion in the clusters is a
fairly accurate representation of the true proportion.

To facilitate the following discussion regarding choosing a cluster size, the
optimum decision described above will be expressed in terms of proportions. If p denotes

the proportion of a cluster's elements found to be spam, assuming the cost of
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misclassifying spam as unity and the cost of misclassifying legitimate email as cost, the
optimum decision for the cluster’s class would be to assign the whole cluster to the spam
class if

p>(-p)-cost,
which yields the classification threshold ¢ of

_ cost
cost+1°

In other words, when the proportion of spam e-mail in a cluster exceeds z, the
cluster should be assigned the spam class. Note that the value of # automatically
determines the lowest acceptable impurity level of e-mail grouper 320. If the e-mail
grouper 320 included, on average, more than M - (1—¢) legitimate emails per cluster,
where M is the number of e-mails in a cluster, none of the clusters would ever be filtered,
so all of the spam would come though.

Classical statistical techniques may be applied to determine the cluster size M for
which the estimate of the proportion is reliable. Let z denote the expected spam

proportion of a cluster and let d be the target precision with which the cluster proportion

" should reflect the true proportion. ‘Given a normal approximation to the sampling

distribution of a proportion, the required sample size is estimated as:

YR ) ”32_ 7).
where z,, is the standard normal deviate corresponding to the desired reliability or
confidence level that the measured proportion reflects the actual proportion. The desired
reliability of the estimate is expressed as (1—«). Thus, for example, if one wanted the
measured proportion to accurately reflect (within the target precision d) the actual
proportion 99% of the time, then « =0.01 and z, =2.33.

To determined the appropriate cluster size M, appropriate values for the desired
reliability, o, the expected spam proportion, 7, and the target precision, d, need to be

chosen. The value of o determines the probability of the type-I error, which in the

present case is the probability of making the suboptimal decision of classifying the whole
cluster (and all future emails bearing the same signature) as spam, when in fact the true
proportion of spam in the cluster is less than . In many statistical estimation situations,

o is simply chosen to be one of two “standard” values: 0.05 or 0.01. However, one
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possible way to choose a more appropriate « in the present case is to make the expected

increase in misclassification costs due to misclassifying legitimate e-mail significantly
lower than the increase due to misclassifying spam e-mail (e.g., by making « - cost <<1,
assuming a cost of one for misclassifying spam). For instance, in a system where

cost =100 and the cost of misclassifying spam is one, ¢ may be chosen to be 0.001.

In general, the expected spam proportion for a cluster that should be classified as a
spam cluster would be higher than the threshold z. However, since the spam proportion of
a cluster should be at least as high as ¢ for the cluster to be classified as spam, 7 =t
provides a conservative estimate of the expected proportion of spam in a cluster.

The target precision d determines the threshold spam proportion at which a cluster
is classified as spam. The target precision d represents how much the measured
proportion of the cluster may vary from the actual proportion. That is, the actual
proportion may be d less than the measured proportion. Thus, to insure that a cluster is
not classified as spam when the actual proportion of spam is actually less than 7, the
cluster classification decision should be made based on #+d (i.e., the cluster is classified
as spam when p>t+d).

~ The target precision d may be chosen to help avoid the higher costs of
misclassifying legitimate e-mail. For example, d may be chosen to insure that a cluster is
classified as spam only when the cost of misclassifying spam outweighs the cost of
misclassifying legitimate e-mails by some ratio, R (e.g., R=2). In this case, a cluster
would be classified as spam when:
p>R-(1-p)-cost,
which yields the classification threshold of:
‘= R -cost .
R-cost+1

Setting the target precision d to ¢, — ¢ then insures that a cluster is classified as spam only
when the cost of misclassifying spam outweighs the cost of misclassifying legitimate e-
mails by the ratio R.

The following table provides a numeric example. The precision level is calculated

as described above with R=2 and the expected proportion 7 is equal to z.
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cost o z, ¢ M
10 0.01 2.33 0.91 240
100 0.001 3.08 0.99 3,833

Generally, the probability of error decreases for larger values of M, so the values
provided by an analysis such as this one may represent the lower bounds, with the higher
bounds given by the memory resources available and also by the length of the time
window in which e-mails are clustered (for very large values of M, it is possible that only
a few of the total c;,lusters will be filled in a reasonable amount of time).

The threshold ¢ used in arriving at the value of M does not necessarily have to be
used by e-mail filter 232 during classification. In particular, for e-mail groupers 320
characterized by very low class impurity, a less restrictive value of ¢ may be used during

classification if 7z(1 — ) is set according to the expected class 1mpurity instead of z.

Also, if the cost model and reliability (i.e., ¢ ) change, the classification threshold might
need to be readjusted.

The foregoing descriptibn describes a particular analysis for reduciﬁg overall
system costs. This analysis can be generalized or changed as appropriate depending on
the system to which it is applied. For example, different cost models may be developed
for different systems, which may change the analysis.

The techniques described above are not limited to any particular hardware or
software configuration. Rather, they may be implemented using hardware, software, or a
combination of both. The methods and processes described may be implemented as
computer programs that are executed on programmable computers comprising at least one
processor and at least one data storage system. The programs may be implemented in a
high-level programming language and may also be implemented in assembly or other
lower level languages, if desired.

Any such program will typically be stored on a computer-usable storage medium
or device (e.g., CD-Rom, RAM, or magnetic disk). When read into the processor of the
computer and executed, the instructions of the program cause the programmable
computer to carry out the various operations described above.

A number of implementations have been described. Nevertheless, it will be

understood that various modifications may be made. For example, a number of places in
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the foregoing description described an action as performed on each e-mail in a group or
each group; however, the performance of the actions on each e-mail or each group is not
required.

Also for instance, the foregoing description primarily discussed two classes, spam
and non-spam. However, the techniques may be applied to design an e-mail classifier
that classifies e-mail into more than two classes such as, for example, spam e-mail, bulk
e-mail, and personal e-mail.

As yet another example, the foregoing description has described an e-mail
classifier that labels mail for handling by a mail handler. However, in some
implementations, it may not be necessary to label e-mail at all. For instance, e-mail filter
232 may be designed to appropriately handle e-mail in a group based on the classification
of the test e-mails. Likewise, in other implementations, it may not be necessary to label
all classes of e-mail. For example, the mail handler may be designed to only act on
certain classes of e-mail and just deliver non-labeled e-mail. Thus, only e-mail in the
certain classes would need to be labeled.

Accordingly, implementations other than those specifically described are within

the scope of the following claims.
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WHAT IS CLAIMED IS:

1. A method of classifying e-mail as spam, the method comprising:
clustering received e-mails into groups of substantially similar e-mails;
selecting a set of one or more test e-mails from at least one of the groups, wherein
5 a proportion of the e-mails in the selected set of test e-mails are spam e-mails;
determining the proportion of spam e-mails in the selected set of test e-mails;
comparing the proportion to a threshold proportion; and
classifying the e-mails in the at least one group as spam when the proportion of

spam e-mails in the set exceeds the threshold proportion.

10 2. The method of claim 1 wherein selecting the set of one or more test e-mails
comprises selecting a sufficient number of test e-mails for the set such that the
proportion of spam e-mails in the set accurately reflects a proportion of spam e-mails

in the at least one group.

3. The method of claim 1 wherein clustering comprises:
15 collecting a set of received e-mails; and
performing duplicate detection on the set of received e-mails to cluster the set of

received e-mails into groups of substantially similar e-mails.

4. The method of claim 1 wherein clustering comprises:
performing duplicate detection on a received e-mail when the e-mail is received to
20 determine if the received e-mail is substantially similar to e-mails in an existing group
of substantially similar e-mails;
adding the received e-mail to the existing group of substantially similar e-mails
when the received e-mail is substantially similar to e-mails in the existing group; and
using the received e-mail to start a new group of substantially similar e-mails
25 when the received e-mail is not substantially similar to e-mails in the existing group

of substantially similar e-mails.

5. The method of claim 1 further comprising:
saving a signature of the at least one group when the proportion of spam e-mails

in the selected set of test e-mails exceeds the threshold proportion;
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receiving a new e-mail;

using the signature to determine whether the new e-mail is substantially similar to
the e-mails in the at least one group;

classifying the new e-mail as spam when the new e-mail is substantially similar to

the e-mails in the at least one group.

The method of claim 5 wherein the substantially similar e-mails in the at least one
group are part of a larger population of substantially similar e-mails, the method
further comprising selecting a size for the at least one group such that a proportion of
spam e-mails in the at least one group accurately reflects a proportion of spam e-mails

in the larger population.

The method of claim 1 wherein the threshold proportion is based on a
misclassification cost of misclassifying spam e-mail as non-spam e-mail and a

misclassification cost of misclassifying non-spam e-mail as spam e-mail.

A computer-usable medium having a computer program embodied thereon for
classifying e-mail as spam, the computer program comprising instructions for causing
a computer to perform the following operations:

cluster received e-mails into groups of substantially similar e-mails;

select a set of one or more test e-mails from at least one of the groups, wherein a
proportion of the e-mails in the selected set of test e-mails are spam e-mails;

determine the proportion of spam e-mails in the selected set of test e-mails;

compare the proportion to a threshold proportion; and

classify the e-mails in the at least one group as spam when the proportion of spam

e-mails in the set exceeds the threshold proportion.

The computer-usable medium of claim 8 wherein, to select the set of one or more
test e-mails, the computer program further comprises instruction for causing a
computer to select a sufficient number of test e-mails for the set such that the
proportion of spam e-mails in the set accurately reflects a proportion of spam e-mails

in the at least one group.
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10.

11.

12.

13.

The computer-usable medium of claim 8 wherein, to cluster, the computer
program further comprises instruction for causing a computer to:

collect a set of received e-mails; and

perform duplicate detection on the set of received e-mails to cluster the set of

received e-mails into groups of substantially similar e-mails.

The computer-usable medium of claim 8 wherein, to cluster, the computer
program further comprises instruction for causing a computer to:

perform duplicate detection on a received e-mail when the e-mail is received to
determine if the received e-mail is substantially similar to e-mails in an existing group
of substantially similar e-mails;

add the received e-mail to the existing group of substantially similar e-mails when
the received e-mail is substantially similar to e-mails in the existing group; and

use the received e-mail to start a new group of substantially similar e-mails when
the received e-mail is not substantially similar to e-mails in the existing group of

substantially similar e-mails.

The computer-usable medium of claim 8 wherein the computer program further
comprises instruction for causing a computer to:

save a signature of the at least one group when the proportion of spam e-mails in
the selected set of test e-mails exceeds the threshold proportion;

receive a new e-mail;

use the signature to determine whether the new e-mail is substantially similar to
the e-mails in the at least one group;

classify the new e-mail as spam when the new e-mail is substantially similar to the

e-mails in the at least one group.

The computer-usable medium of claim 12 wherein the substantially similar e-
mails in the at least one group are part of a larger population of substantially similar e-
mails, computer program further comprises instruction for causing a computer to
select a size for the at least one group such that a proportion of spam e-mails in the at
least one group accurately reflects a proportion of spam e-mails in the larger

population.
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The computer-usable medium of claim 8 wherein the threshold proportion is based
on a misclassification cost of misclassifying spam e-mail as non-spam e-mail and a

misclassification cost of misclassifying non-spam e-mail as spam e-mail.

An apparatus for classifying e-mail as spam, the apparatus comprising:

means for clustering received e-mails into groups of substantially similar e-mails;

means for selecting a set of one or more test e-mails from at least one of the
groups, wherein a proportion of the e-mails in the selected set of test e-mails are spam
e-mails;

means for determining the proportion of spam e-mails in the selected set of test e-
mails;

means for comparing the proportion to a threshold proportion; and

means for classifying the e-mails in the at least one group as spam when the

proportion of spam e-mails in the set exceeds the threshold proportion.

The apparatus of claim 15 wherein the means for selecting the set of one or more
test e-mails comprises means for selecting a sufficient number of test e-mails for the
set such that the proportion of spam e-mails in the set accurately reflects a proportion

of spam e-mails in the at least one group.

The apparatus of claim 15 wherein the means for clustering comprises:
means for collecting a set of received e-mails; and
means for performing duplicate detection on the set of received e-mails to cluster

the set of received e-mails into groups of substantially similar e-mails.

The apparatus of claim 15 wherein the means for clustering comprises:

means for performing duplicate detection on a received e-mail when the e-mail is
received to determine if the received e-mail is substantially similar to e-mails in an
existing group of substantially similar e-mails;

means for adding the received e-mail to the existing group of substantially similar
e-mails when the received e-mail is substantially similar to e-mails in the existing
group; and

means for using the received e-mail to start a new group of substantially similar e-
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19.

20.

21.

22.

23.

mails when the received e-mail is not substantially similar to e-mails in the existing

group of substantially similar e-mails.

The apparatus of claim 15 further comprising:

means for saving a signature of the at least one group when the proportion of
spam e-mails in the selected set of test e-mails exceeds the threshold proportion;

means for receiving a new e-mail;

means for using the signature to determine whether the new e-mail is substantially
similar to the e-mails in the at least one group;

means for classifying the new e-mail as spam when the new e-mail is substantially

similar to the e-mails in the at least one group.

The apparatus of claim 19 wherein the substantially similar e-mails in the at least
one group are part of a larger population of substantially similar e-mails, the apparatus
further comprising means for selecting a size for the at least one group such that a
proportion of spam e-mails in the at least one group accurately reflects a proportion of

spam e-mails in the larger population.

The apparatus of claim 15 wherein the threshold proportion is based on a
misclassification cost of misclassifying spam e-mail as non-spam e-mail and a

misclassification cost of misclassifying non-spam e-mail as spam e-mail.

A method of classifying e-mails, the method comprising:

clustering received e-mails into groups of substantially similar e-mails;
selecting one or more test e-mails from at least one of the groups;
determining a class for the one or more test e-mails;

classifying at least one non-test e-mail in the at least one group based on the

determined class of the one or more test e-mails.

The method of claim 22 wherein clustering comprises:

performing duplicate detection on a received e-mail when the e-mail is received to
determine if the received e-mail is substantially similar to e-mails in an existing group
of substantially similar e-mails;

adding the received e-mail to the existing group of substantially similar e-mails
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26.

27.

29.

when the received e-mail is substantially similar to e-mails in the existing group; and
using the received e-mail to start a new group of substantially similar e-mails
when the received e-mail is not substantially similar to e-mails in the existing group

of substantially similar e-mails.

The method of claim 22 wherein clustering comprises:
collecting a set of received e-mails; and
performing duplicate detection on the set of received e-mails to cluster the set of

received e-mails into groups of substantially similar e-mails.

The method of claim 22 further comprising:

receiving a new e-mail;

performing duplicate detection on the new e-mail to determine if the new e-mail is
substantially similar to the e-mails in the at least one group;

classifying the new e-mail based on the class of the one or more test e-mails when

the new e-mail is substantially similar to the e-mails in the at least one group.

The method of claim 22 wherein the substantially similar e-mails in the at least
one group are part of a larger population of substantially similar e-mails, the method
further comprising selecting a size for the at least one group such that a proportion of
the e-mails in the at least one group belonging to a particular class accurately reflects

a proportion of the e-mails in the larger population that belong to the particular class.

The method of claim 22 wherein selecting one or more test e-mails comprises

selecting multiple test e-mails.

The method of claim 27 wherein classifying at least one non-test e-mail comprises
classifying the at least one non-test e-mail into a particular class when a proportion of
the multiple test e-mails belonging to the particular class exceeds a threshold

proportion.

The method of claim 28 wherein selecting multiple test e-mails comprises

selecting a sufficient number of test e-mails such that a proportion of the multiple test
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30.

31.

32.

33.

34,

e-mails belonging to the particular class accurately reflects a proportion of the e-mails

in the at least one group that belong to the particular class.
The method of claim 29 wherein the particular class is spam.

The method of claim 30 wherein the threshold proportion is based on a
misclassification cost of misclassifying spam e-mail as non-spam e-mail and a

misclassification cost of misclassifying non-spam e-mail as spam e-mail.

The method of claim 22 wherein determining a class for the one or more test e-
mails comprises determining whether the one or more e-mails are spam e-mails such

that spam e-mail in the received e-mails can be filtered.

A computer-usable medium having a computer program embodied thereon for
classifying e-mails, the computer program comprising instructions for causing a
computer to perform the following operations:

cluster received e-mails into groups of substantially similar e-mails;

select one or more test e-mails from at least one of the groups;

determine a class for the one or more test e-mails;

classify at least one non-test e-mail in the at least one group based on the

determined class of the one or more test e-mails.

The computer-usable medium of claim 33 wherein, to cluster, the computer
program further comprises instruction for causing a computer to:

perform duplicate detection on a received e-mail when the e-mail is received to
determine if the received e-mail is substantially similar to e-mails in an existing group
of substantially similar e-mails;

add the received e-mail to the existing group of substantially similar e-mails when
the received e-mail is substantially similar to e-mails in the existing group; and

use the received e-mail to start a new group of substantially similar e-mails when
the received e-mail is not substantially similar to e-mails in the existing group of

substantially similar e-mails.
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39.

40.

The computer-usable medium of claim 33 wherein, to cluster, the computer
program further comprises instruction for causing a computer to:

collect a set of received e-mails; and

perform duplicate detection on the set of received e-mails to cluster the set of

received e-mails into groups of substantially similar e-mails.

The computer-usable medium of claim 33 wherein the computer program further
comprises instruction for causing a computer to:

receive a new e-mail;

perform duplicate detection on the new e-mail to determine if the new e-mail is
substantially identical to the e-mails in the at least one group;

classify the new e-mail based on the class of the one or more test e-mails when the

new e-mail is substantially identical to the e-mails in the at least one group.

The computer-usable medium of claim 33 wherein the substantially similar e-
mails in the at least one group are part of a larger population of substantially similar e-
mails, the computer program further comprising instruction for causing a computer to
select a size for the at least one group such that a proportion of the e-mails in the at
least one group belonging to a particular class accurately reflects a proportion of the

e-mails in the larger population that belong to the particular class.

The computer-usable medium of claim 33 wherein, to select one or more test e-
mails, the computer program further comprises instruction for causing a computer to

select multiple test e-mails.

The computer-usable medium of claim 38 wherein, to classify at least one non-test
e-mail, the computer program further comprises instruction for causing a computer to
classify the at least one non-test e-mail into a particular class when a proportion of the

multiple test e-mails belonging to the particular class exceeds a threshold proportion.

The computer-usable medium of claim 39 wherein, to select multiple test e-mails,
the computer program further comprises instruction for causing a computer to select a

sufficient number of test e-mails such that a proportion of the multiple test e-mails
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41.
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43.

belonging to the particular class accurately reflects a proportion of the e-mails in the

at least one group that belong to the particular class.
The computer-usable medium of claim 40 wherein the particular class is spam.

The computer-usable medium of claim 41 wherein the threshold proportion is
based on a misclassification cost of misclassifying spam e-mail as non-spam e-mail

and a misclassification cost of misclassifying non-spam e-mail as spam e-mail.

The computer-usable medium of claim 33 wherein, to determine a class for the
one or more test e-mails, the computer program further comprises instruction for
causing a computer to determine whether the one or more e-mails are spam e-mails

such that spam e-mail in the received e-mails can be filtered.
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