In accordance with an example embodiment of the present invention, disclosed is a method and an apparatus thereof for receiving a first command via a first interface that is addressable by a first address and receiving a second command via a second interface that is addressable by a second address.
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<table>
<thead>
<tr>
<th></th>
<th>1st Camera module</th>
<th>address</th>
<th>2nd Camera module</th>
<th>address</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Power up camera modules</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Wake up by turning EXTCLK on</td>
<td></td>
<td>HW standby</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>CCI address is changed by CCI_address_control register (address changed to e.g. 0x22)</td>
<td>0x20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>Wake up by turning EXTCLK on</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Identification and NVM read</td>
<td>0x23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Initialization</td>
<td>0x22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td>Identification and NVM read</td>
<td>0x21</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>Initialization</td>
<td>0x20</td>
</tr>
<tr>
<td>9</td>
<td>Secondary CCI interface is activated by 2nd_CCI_if_ctrl register. Enable ACK assertion for 2nd interface activated by 2nd_CCI_if_ctrl register.</td>
<td>0x22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Secondary CCI interface is activated by 2nd_CCI_if_ctrl register. ACK assertion is not enabled for 2nd interface (default value of 2nd_CCI_if_ctrl register).</td>
<td>0x20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Send start streaming command to secondary interface</td>
<td>0x30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Streaming is started for both cameras. Only 1st camera will give ACK.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4
### Table: Camera Module Operations

<table>
<thead>
<tr>
<th>1st Camera module</th>
<th>addr.</th>
<th>2nd Camera module</th>
<th>addr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Group parameter hold</td>
<td>0x30</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Change exposure time</td>
<td>0x30</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Change analog gain</td>
<td>0x22</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>Change analog gain</td>
</tr>
<tr>
<td>5</td>
<td>Release group parameter hold</td>
<td>0x30</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 5a**

<table>
<thead>
<tr>
<th>1st Camera module</th>
<th>addr.</th>
<th>2nd Camera module</th>
<th>addr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Group parameter hold</td>
<td>0x30</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Change exposure time</td>
<td>0x22</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Change exposure time</td>
<td>0x20</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Change analog gain</td>
<td>0x22</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Change analog gain</td>
<td>0x20</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Release group parameter hold</td>
<td>0x30</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 5b**
METHOD AND APPARATUS FOR 3D CAPTURE SYNCHRONIZATION

TECHNICAL FIELD

[0001] The present application relates generally to digital cameras for three-dimensional, 3D, image capture, and more specifically, to methods and apparatuses for synchronization of camera modules for 3D image capture.

BACKGROUND

[0002] The lenses of the eyes in a healthy human being project slightly different pictures onto the retinas, which are then transformed, by the brain, into a spatial representation. The actual stereoscopic spatial observation is a result of this perception through both eyes. A stereoscopic display creates a 3D illusion with a pair of 2D images, one for the left eye and the other for the right eye, representing two perspectives of the same object, with a minor deviation similar to the perspectives that both eyes naturally receive in binocular vision.

[0003] Stereoscopic, or 3D, pictures are produced in pairs, the members of a pair showing the same scene or object from slightly different angles that correspond to the angles of vision of the two eyes of a person looking at the object. Thus, it is necessary to take two photographs for a 3D image. This can be done with two cameras, with one camera moved quickly to two positions, or with a stereo camera configured to obtain two images.

[0004] A stereo camera is a type of camera with two or more lenses. The distance between the lenses in a typical stereo camera roughly corresponds to the distance between human eyes. In the 1950s a number of manufacturers introduced stereo cameras that were developed to use 135 film with separate film frame for each lens. Recently, digital stereo cameras (digital 3D compact cameras) have come on the market. In digital 3D cameras there are usually two camera modules, each of them having one lens unit and one image sensor. Lens unit consists of one or more lenses. It is also possible to have 3D camera where single camera module is used with specific 3D lens unit for capturing 3D images. However in those devices the lens unit has typically large physical size.

SUMMARY

[0005] Various aspects of examples of the invention are set out in the claims.

[0006] According to a first aspect of the present invention, an apparatus is described, which comprises a first interface that is addressable by a first address and a second interface that is addressable by a second address.

[0007] In one embodiment of the invention, the first address is a unique address and the second address is shared address, shared with other peripheral devices of the same type connected to the same bus. The first interface addressed with the unique address is configured to receive individual commands and the second interface with the shared address is configured to receive group commands.

[0008] According to a second aspect of the present invention, a system is described, which comprises a host device and at least two peripheral devices comprising a first interface that is addressable by a first address, and a second interface that is addressable by the second address.

[0009] According to a third aspect of the present invention, a method is provided for receiving a first command via a first interface addressable by a first address, and receiving a second command via a second interface addressable by a second address.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] For a more complete understanding of example embodiments of the present invention, reference is now made to the following descriptions taken in connection with the accompanying drawings in which:

[0011] FIG. 1 shows an example of an electrical interface between a camera module and a host device;

[0012] FIG. 2 shows a system comprising a host device and plurality of peripheral devices connected to the host device according to an embodiment of the invention;

[0013] FIG. 3a illustrates an example method for changing a CCl address of a peripheral device;

[0014] FIG. 3b illustrates an example method for operating second control interfaces of peripheral devices;

[0015] FIG. 4 shows an example command flow regarding the methods illustrated in FIGS. 3a and 3b;

[0016] FIG. 5a shows a first example command flow for changing exposure parameters of camera modules;

[0017] FIG. 5b shows a second example command flow for changing exposure parameters of camera modules;

[0018] FIG. 6 shows an example of an apparatus according to an embodiment of the invention.

DETAILED DESCRIPTION OF THE DRAWINGS

[0019] Example embodiments of the present invention are understood by referring to FIGS. 1 through 6 of the drawings.

[0020] In 3D capture, it is crucial to capture both images at substantially the same time; especially when a target is moving or when a background comprises changing or moving objects. In digital 3D cameras with two sensors there are thus strict timing requirements. This relates mainly to camera command timings between two camera modules, as some commands have to be received at the same time or very close to that.

[0021] FIG. 1 shows an example of an electrical interface between a camera module 10 and a host device 12. The electrical interface comprises data transmission and control interfaces. In the example of FIG. 1, the data transmission interface 18 is a unidirectional interface with data and clock, or strobe, signals. This interface may be for example MIPI CSI-2. This interface is used for transferring image data from camera module 10 to host device 12. The control interface 16 is a bi-directional interface for controlling the camera module 10. Control interface 16 may be a camera control interface, CCI, which may be compatible with an inter-integrated circuit, I2C, bus specification, for example.

[0022] Bus 14, which may be for example an I2C-bus or a bus conforming to another standard, physically consists in the illustrated example of two active wires and a ground connection. Two wires, serial data, SDA, and serial clock, SCL, carry information between the devices connected to the bus. Each device connected to the bus may be recognized by a unique address. A master/slave relationship may exist between devices connected to the bus; a master is the device which initiates a data transfer on the bus and generates the clock signals to permit that transfer. At that time, any device addressed is considered a slave.
In the example embodiment illustrated in FIG. 1, host device 12 is considered a master, or transmitter, and camera module 10 is considered a slave, or receiver. In the illustrated example, the CCI 16 is capable of handling several slaves but multi-master mode is not necessarily supported.

FIG. 2 shows a system comprising two peripheral devices (slaves), in this example camera modules 20a and 20b, connected to the host device 22 (master) via the bus 24, according to an embodiment of the invention. Although in 3D capture only two camera modules are required, it is possible to connect further camera modules or other (slave) devices 26 to the same bus 24 as illustrated in FIG. 2. For simplicity signal lines separate from the bus 14, data, clock/strobe, EXTCLK, shown in FIG. 1, are omitted in FIG. 2.

All active peripheral devices connected to the same bus 24 must have different CCI addresses so that they can be recognized by host device 22. When peripheral devices that are used at the same time are different, for example a camera and an FM-radio, this is not a problem. In case of a 3D camera, however, two similar camera modules 20a and 20b may be connected to the same bus 24. In addition to 3D image capture there exist also other applications utilizing two cameras at the same time such as augmented reality, videos with second camera used to provide a commentary video stream overlayed to a main video stream or second cameras used as an ambient light sensors, etc. Therefore a mechanism for uniquely addressing two camera modules with identical CCI addresses is needed. One possible solution is described next.

FIG. 3a illustrates an example method for changing a CCI address of a peripheral device. In a first block 301 camera modules 20a and 20b are powered up by applying voltage to them, however, some voltages may be already present. Initially both camera modules 20a and 20b (and 26 if the system has more than two camera modules) may be configured to have the same CCI address. If host 22 now sends a command with camera module’s CCI address to the bus 24, both (or all) camera modules 20a and 20b would receive and acknowledge the command and thus it would not be possible to read camera specific data from the camera modules as both of them would respond simultaneously. Therefore, camera modules 20a and 20b may be activated sequentially instead of activating both (or all) of them together during or after the power up.

In a block 303 a first camera module 20a is activated by turning a camera reference clock signal EXTCLK on. It is noted that both (or all) camera modules 20a and 20b have separate EXTCLK lines 19. When camera module 20a is activated, in the sense that its reference clock signal is on, its address can be changed.

In a block 305, host 22 sends a change address-command to the first camera module 20a. The command is sent to the initial, or default, address, for example 0x20. The address is then changed by writing a new address, for example 0x22, to a register, for example a CCI_address_control register. In case the first camera 20a includes sub-circuits, for example a separate lens driver, also CCI addresses of the sub-circuits may be changed by using a CCI_address_control register of the sub-circuit as shown in an optional block 307. The camera module 20a may be configured to send an acknowledge (ACK) signal (not shown in FIG. 3a) before taking the new address into use or in connection with taking the new address into use. The host 22 may read the CCI address_control register to make sure that the new address has been taken into use. Optionally, before sending the change address-command host 22 may check from a register, such as a CCI address_control capability register, that the CCI address of the first camera 20a can be changed. However, the CCI address change may be enabled by default and thus this step is optional and not shown separately in FIG. 3a but optionally included in block 305.

In block 309 the second camera module 20b is activated by turning on its EXTCLK signal. As the first camera module 20a now has a new address (0x22) in use, the second camera module 20b can be commanded using the default, i.e. initial, address, in this example 0x20. However, if there are more than two camera modules connected to the same bus 24 also the address of the second camera module 20b has to be changed using the above procedure. That is, the camera modules 20a, 20b, 26a are activated one by one, and the default address of all but one device is changed so that when the procedure is completed all similar devices have their own unique CCI address.

As shown in an optional block 311, camera modules 20a and 20b can now be initialized. First, non-volatile memory (NVM) information of both (or all) camera modules 20a and 20b may be read using their unique read addresses, for example 0x23 and 0x21, respectively. In this example 0x22 represents a unique write address and 0x23 a unique read address for the first camera module 20a, and correspondingly 0x20 and 0x21 represent unique write and read addresses, respectively, for the second camera module 20b. The camera modules 20a and 20b may then be initialized, for example by applying viewfinder settings. The specifics of the initialization procedure of block 311 depend on the embodiment at hand.

The camera modules 20a and 20b are now ready for use; they can be commanded separately and their settings can be individually adjusted because they both have a different, unique, CCI address. However, to be able to capture 3D images, the host 22 should be able to command both camera modules 20a and 20b to start streaming, or capturing, at the same time. This could be implemented by sending commands, for example to start streaming, to camera modules 20a and 20b sequentially so that camera modules receive the commands at slightly different time instants. This may be problematic in case only a very small difference between exposures is acceptable.

One possible solution would be implementing a dedicated bus for each camera module and sending commands simultaneously to both (each) buses. In this solution camera module to camera module command accuracy depends on host capabilities; bus to bus timing difference may affect the quality of 3D images. Another solution would be assignment of unique CCI address to each connected camera module, for example as described above. In this solution commands to camera modules would be sent sequentially. In this case camera module to camera module delay cannot be zero. Still another solution would be a daisy chained connection between camera modules. This solution requires at least one custom camera module.

In one example embodiment of the invention, camera modules 20a and 20b have a second control interface 67, which will be discussed in detail in connection with FIG. 6. This second interface, illustrated in FIG. 6 as interface 67, is used to receive shared or group commands, that is commands that both (or all) camera modules should receive at the same time. The CCI address of the second interface 67 is the same for both (or all) camera modules 20a and 20b, that is, it is a
shared address, for example 0x30. More generally, peripheral devices of a given type may share the address of the second control interface. By using this shared address host 22 may, for example, command both camera modules 20a and 20b to start streaming for 3D image capture at the same time. Start of streaming will start the exposure of the image. The CCI address of the second control interface 67 may be configurable.

[0034] FIG. 3b shows an example method for operating the second control interfaces 67 of camera modules 20a and 20b. First, in block 321, second interfaces 67 are activated. The activation may be performed by using the unique address of the first control interface 66. For example, for the first camera module 20a the host uses address 0x22 to write to a register, such as 2nd CCI if control register. Depending on implementation, for example, the first bit on 2nd CCI if control register may be set to enable the second interface 67. Initially the second interface 67 may be not enabled, that is the first bit on 2nd CCI if control register has a value of ‘0’ by default upon power-up. The second interface 67 of the second camera module 20b is then activated by using its unique address, in this example 0x20, to write its 2nd CCI if control register. If there are further camera modules 26 connected, also their second interfaces 67 may be activated in a similar manner.

[0035] A slave device, in the examples described above a camera module, may be expected to acknowledge receipt of a command from a master, in this case a host device, by transmitting an ACK signal. The ACK signal may be generated for example by pulling a data line low during an acknowledge clock pulse generated by the master. In case a slave device needs to signal non-acknowledge (NACK) to the master, it leaves the data line high. In case of a group command that is sent to both (or all) camera modules 20a and 20b, both (or all) of them would give ACK. In case of one camera module is giving ACK and one or more camera modules are giving NACK, the NACK is not visible to the bus master. This is not desired behavior as only one camera module behaving properly can hide the NACK of even several camera modules. A more predictable behavior of a system may be achieved if only one camera module can give ACK. A camera module that can give ACK should also be able to give NACK. Therefore, only one camera module should be able to acknowledge or not-acknowledge group commands. In block 323 host 22 may be configured to write to one camera module’s control register to enable acknowledgement. In this example the first camera module 20a is allowed to send ACK signals. The host 22 uses the unique address, for example 0x22, of the first camera module 20a to access 2nd CCI if control register of the first camera module 20a. It may set the second bit, for example, on 2nd CCI if control to indicate that the first camera module 20a is allowed to send ACK signals to acknowledge group commands. By default this bit may be set to ‘0’ in both (or all) camera modules 2nd CCI if control register, that is the default setting may be “send ACK not allowed” in all peripheral devices.

[0036] It is also possible to set both first and second bit of the 2nd CCI if control register of the first camera module 20a to indicate that the second interface 67 is enabled and send ACK is allowed, respectively, before activating the second interface 67 of the second (and subsequent) camera module 20b. That is, blocks 321 and 323 of FIG. 3b do not have to be performed as separate ordered steps in the illustrated order. Further, the bits in 2nd CCI if control register may be defined differently than described above. For example, a bit value ‘0’ may indicate that interface is enabled and/or send ACK is allowed, and other than first two bits of the register may be allocated for this purpose. Also, a value range may be employed rather than individual bits.

[0037] After second interfaces 67 of camera modules 20a and 20b have been activated and only one camera module has been configured to be allowed to send ACK, host 22 may be configured to send a start streaming command to both (or all) camera modules 20a and 20b as illustrated by block 325. The meaning of the start streaming command may be the same as start exposure. The host 22 may send a start streaming command as a group command to second interfaces 67 of both (or all) camera modules 20a and 20b using the shared address (0x30).

[0038] In block 327, both (or all) camera modules check the second bit of 2nd CCI if control register and the one which has a bit value in its register indicating that it is allowed to send ACK, in this example the first camera module 20a and bit value ‘1’, sends ACK to acknowledge the group command. Finally, in block 329 both (or all) camera modules start streaming immediately or after a fixed delay, substantially at the same time.

[0039] FIG. 4 shows an example command flow regarding the methods illustrated in FIGS. 3a and 3b for two camera modules 20a, 1st Camera, and 20b, 2nd Camera. Phases 1 to 8 correspond to the method of FIG. 3a and phases 9 to 12 correspond to the method of FIG. 3b. Some of the steps may be optional as described in relation to FIGS. 3a and 3b.

[0040] It is noted that for realizing the example embodiment shown in FIG. 3b, the method of FIG. 3a or phases 1 to 8 of FIG. 4 are not necessarily required. The unique addresses of the first control interfaces 66 may be given by using some other suitable method. For example the camera modules 20a and 20b may be uniquely addressed by default so that there is no need to change initial addresses. This could be implemented for example by having camera modules with unique address value programmed to the device memory or camera module’s CCI address may be changed by programming different CCI address to each camera module already in a manufacturing phase. Having camera modules with unique default addresses may, however, result in more difficult logistics or product assembly. Alternatively, a unique address may be selected from a plurality of preselectable addresses, for example by pulling a pin to high or low. This pin may be hardwired inside a camera module and controllable by some general purpose I/O (GPIO) pin outside the camera module. This solution, however, uses additional connections and is thus not preferred but remains suitable for practising the invention according to some embodiments.

[0041] The initial addresses may also be changed by using other methods than the one shown in FIG. 3a. For example, the camera modules 20a and 20b may be activated by using some other signal than the reference clock signal EXTCLK. If the camera module has an input for a dedicated enable/disable signal, e.g. XSHUTDOWN, the camera module may be activated by driving that signal high (or low, depending on an implementation).

[0042] The start streaming command is not the only time critical command to which the method of FIG. 3b may be applied. As another example, the usage of grouped parameter hold is described next. By using group parameter hold command, it is possible to delay a camera module to taking new settings into use. In other words, it is possible to send new commands or settings to the camera module but those com-
mand or settings are not taken into use immediately. The settings or commands are taken into use when grouped parameter hold is set to a released state, that is the host issues a release group parameter hold-command. At that moment new settings/commands are taken into use either immediately or afterwards. For example, the settings may be delayed until next image frame boundary. In some embodiments the data stream from the camera modules continues uninterrupted during the delay.

**0043** FIG. 5a shows a first example command flow for changing exposure parameters. In a first phase, the group parameter hold-command is issued by the host 22. This command is addressed with the shared address (e.g. 0x30) and thus received via the second interface 67 of both camera modules 20a and 20b at the same time. The camera modules may responsively delay taking new commands and settings into use. Next, a change exposure time-command may be sent to the shared address. Both camera modules 20a and 20b receive this command at the same time, and as a response exposure time of both camera modules 20a and 20b is to be changed in accordance with the command. In phase 3, the host 22 may send a change analog gain-command to the unique address (0x22 in this example) of the first camera module 20a that receives it via the first interface 66. As a response, an analog gain parameter of the first camera module 20a may be changed. In the next phase host 22 sends a change analog gain-command to the unique address (0x20 in this example) of the second camera module 20b that receives it via the first interface 66. As a response, an analog gain parameter of the second camera module 20b may be changed. In the last phase of FIG. 5a, a release group parameter hold-command is issued to the shared address, and thus received via the second interface 67 of both camera modules 20a and 20b. As a result, both camera modules 20a and 20b will take into use earlier loaded exposure time and analog gain values and thus both cameras will use the same exposure time and a camera module specific gain for the next frame. That is, both the exposure time change and the analog gain changes are grouped to happen for the same image frame. In this example a camera pair specific command grouping was used meaning that group parameter hold was used to group and synchronize exposure value change together.

**0044** In the example command flow of FIG. 5b, a camera specific command grouping is used. In a first phase, the group parameter hold-command is issued by the host 22. This command is addressed with the shared address (e.g. 0x30) and thus received via the second interface 67 of both camera modules 20a and 20b at the same time. Next, host 22 issues a change exposure time-command to the first camera module 20a using the unique address (0x22). A change exposure time-command is subsequently issued to the second camera module 20b using its unique address (0x20). A similar procedure is applied to the change analog gain-command. Finally, host 22 issues a release parameter hold-command to the shared address, and thus it is received via the second interface 67 of both camera modules 20a and 20b. As a result both camera modules 20a and 20b will use camera module specific exposure times and gains for the next image frame. This may be beneficial when capturing images with two cameras with different settings, or more generally with peripheral devices that are configured with unique, as opposed to shared, settings. Depending on used exposure time value, camera modules 20a and 20b may or may not have the same exposure time. In both cases parameters changes are grouped together to happen at same time or virtually at the same time. If in above sequence a group hold-command would have been sent to unique addresses of camera modules 20a and 20b, the camera operations of first and second camera modules would have been totally independent from each other. This may be advantageous in some use cases where camera modules do not need to be synchronized to each other. In other words, according to the example embodiment of the invention camera modules may also be used independently.

**0045** As another example, an autofocus (AF) of two camera modules may be synchronized by exploiting a second interface according to example embodiments of the invention. In the following an example operation flow to synchronize the autofocus of two camera modules 20a and 20b applied at the same time is described. This example covers AF synchronization during streaming, that is asynchronous AF with grouped parameter hold. In asynchronous AF mode, lens movement may be synchronized to the image frame timings. In this example in addition two camera modules are also synchronized together. First, the group parameter hold-command is issued by the host 22. This command is addressed with the shared address (e.g. 0x30) and thus received via the second interface 67 of both camera modules 20a and 20b at the same time. Then, camera module specific AF parameters may be set using unique addresses of camera modules. That is, the host issues change AF parameters-command or commands to the first camera module 20a using its unique address, for example 0x22. A change AF parameters-command or commands are subsequently issued to the second camera module 20b using its unique address, for example 0x20. These commands are received by the camera modules 20a and 20b via first interfaces 66. In a next phase, an AF trigger-command may be issued by host 22 to both camera modules 20a and 20b via second interfaces 67 to start AF strobe generation based on AF parameters, which will start lens movement after releasing group parameter hold. That is, AF trigger-command may be addressed with a shared address, for example 0x30. Finally, a release group parameter hold-command is issued by host 22 to the shared address (0x30), and received via the second interface 67 by both camera modules 20a and 20b.

**0046** An alternative AF synchronization is synchronous AF without grouped parameter hold. Also in this example lens movement may be synchronized to the image frame timings. In this example in addition two camera modules are also synchronized together In this case, camera module specific AF parameters may be set using unique addresses of camera modules 20a and 20b (e.g. 0x22 and 0x20, respectively) in the first phase. That is, a change AF parameters-command or commands are received by camera modules 20a and 20b via their first interfaces 66. In a second phase, AF trigger-command is issued by host 22 to both camera modules 20a and 20b via second interfaces 67 to start AF strobe generation that starts lens movement. That is, AF trigger-command is addressed with a shared address, for example 0x30. Still another alternative is asynchronous AF that happens simultaneously with grouped parameter hold. In asynchronous AF mode, AF may not be synchronized to image frame timings, but the camera modules are synchronized to each other. In this example, a group parameter hold-command is issued by host 22 and addressed with a shared address (e.g. 0x30) and thus received by both camera modules 20a and 20b via second interfaces 67. Next, camera module specific AF parameters may be set using unique addresses of camera
modules 20a and 20b (e.g. 0x22 and 0x20, respectively), that is sending a change AF parameters-command successively to camera modules 20a and 20b via first interfaces 66. In asynchronous mode, changing AF parameters will start lens movements after releasing group parameter hold. Finally, a release group parameter hold-command is issued by host 22 to the shared address (0x30), and received via the second interface 67 by both camera modules 20a and 20b.

[0047] Command flow FIGS. 5a and 5b show only commands issued by host device 22. However, each command sent by a master (for example host 22) may be acknowledged by the receiving slave(s) (the camera modules 20a and 20b). In FIGS. 5a and 5b these ACK signals sent by the camera modules 20a and 20b are omitted for simplicity.

[0048] FIG. 6 shows an apparatus 60 having the first interface 66 that is addressable by a unique address and the second interface 67 that is addressable by a shared address. The addresses commands issued by the host device 22 (not shown in FIG. 6) are received via interfaces 66 and 67, depending on the address from a bus 64 that may be for example an I2C-bus or some other I2C compatible bus. The apparatus 60 further comprises registers 61 for storing control parameters. The registers 61 may comprise for example CCI_address_control register and 2nd_CCI_if_control register. Control parameters may comprise inter alia interface address parameters, interface enable/disable parameters and an acknowledge parameter indicating whether the apparatus is allowed to send the ACK signal or not. The apparatus 60 may also comprise a processor 65 and a memory 63 for storing e.g. image data. The memory 63 may also be used to store device settings and registers; the registers 61 may be located in the memory 63. The memory 63 may further comprise software program instructions executable by the processor 65. The processor 65, the memory 63, the registers 61, and the control interfaces 66 and 67 are communicatively connected to each other. Processor 65 may be configured, with the software program instructions stored in memory 63, to cause the apparatus to perform processes connected with embodiments of the present invention. Alternatively, a processor 65 and a memory for storing image data may be located in a host device 22 to which the apparatus 60 is communicatively connected via the bus 64. In this case, a memory 63 inside the apparatus 60 comprises one or more registers 61.

[0049] The apparatus 60 may be a camera module. If the apparatus is a camera module, it may further comprise a reference clock signal input and/or enable/disable signal input, and a data transfer interface with data and clock(strobe) outputs as shown in FIG. 1.

[0050] Although the example embodiments of the invention has been described in relation to camera modules it is noted that the invention is not limited to them but may be applied also to any I2C compatible peripheral devices if unique and shared addressing is required.

[0051] Without in any way limiting the scope, interpretation, or application of the claims appearing below, a technical effect of one or more of the example embodiments disclosed herein is that peripheral devices can receive individual commands via one interface and group commands via another interface thus eliminating the need to implement two separate control buses. Another technical effect of one or more of the example embodiments disclosed herein is that two peripheral devices with identical initial addresses can be connected to a bus that by definition requires unique addressing.

[0052] Embodiments of the present invention may be implemented in software, hardware, application logic or a combination of software, hardware and application logic. The software, application logic and/or hardware may reside on a peripheral device or on a memory, a microprocessor or a central processing unit of the peripheral device. If desired, part of the software, application logic and/or hardware may reside on a host device or on a memory, a microprocessor or a central processing unit of the host. In an example embodiment, the application logic, software or an instruction set is maintained on any one of various conventional computer-readable media. In the context of this document, a “computer-readable medium” may be any media or means that can contain, store, communicate, propagate or transport the instructions for use by or in connection with an instruction execution system, apparatus, or device, such as a computer, with one example of a computer described and depicted in FIG. 6. A computer-readable medium may comprise a computer-readable storage medium that may be any media or means that can contain or store the instructions for use by or in connection with an instruction execution system, apparatus, or device, such as a computer.

[0053] If desired, the different functions discussed herein may be performed in a different order and/or concurrently with each other. Furthermore, if desired, one or more of the above-described functions may be optional or may be combined.

[0054] Although various aspects of the invention are set out in the independent claims, other aspects of the invention comprise other combinations of features from the described embodiments and/or the dependent claims with the features of the independent claims, and not solely the combinations explicitly set out in the claims.

[0055] It is also noted herein that while the above describes example embodiments of the invention, these descriptions should not be viewed in a limiting sense. Rather, there are several variations and modifications which may be made without departing from the scope of the present invention as defined in the appended claims.

1-18. (canceled)
19. An apparatus comprising:
   a first interface addressable by a first address; and
   a second interface addressable by a second address.
20. An apparatus of claim 19, further comprising a clock input separate from the first interface and the second interface, the clock input configured to receive a clock signal, wherein the apparatus is configured to receive the first address responsive to the clock signal.
21. An apparatus of claim 19, wherein the first address is a unique address and the second address is shared address.
22. An apparatus of claim 21, wherein the shared address is the same for each of at least two peripheral devices of the same type connected to the same bus.
23. An apparatus of claim 19, wherein the first interface is configured to receive individual commands, and the second interface is configured to receive group commands.
24. An apparatus of claim 19, wherein the apparatus is inter-integrated circuit-bus compatible.
25. An apparatus of claim 19, wherein the apparatus is a camera module.
26. An apparatus of claim 25, wherein the first interface and the second interface are camera control interfaces.
27. A system comprising:
a host device; and
an apparatus comprising:
a first interface addressable by a first address; and
a second interface addressable by a second address.
28. A system of claim 27, wherein at least two peripheral devices are connected to the host device via an inter-integrated circuit-bus.
29. A system of claim 27, wherein group commands are received at the same time in each of the at least two peripheral devices of the same type connected to the host device.
30. A system of claim 27, wherein only one of the at least two peripheral devices is enabled to send an acknowledge signal to the host device as a response to a group command.
31. A method comprising:
receiving a first command via a first interface addressable by a first address; and
receiving a second command via a second interface addressable by a second address.
32. A method of claim 31, further comprising:
receiving a clock signal at a clock input, and
subsequently receiving via the first interface a unique address to replace said first address.
33. A method of claim 31, wherein the second address is a shared address, the shared address being the same for each of at least two peripheral devices of the same type connected to the same bus.
34. A method of claim 31, further comprising storing an indication indicating whether a peripheral device is an acknowledging peripheral device, and
in case the peripheral device is an acknowledging peripheral device, sending an acknowledge signal in response to a group command received via the second interface.
35. A method of claim 34, wherein the group command is received at the same time in each of at least two peripheral devices of the same type connected to the same bus.
36. A non-transitory computer-readable medium that contains software program instructions, where execution of the software program instructions by at least one data processor cause an apparatus at least to perform:
receive a first command via a first interface addressable by a first address; and
receive a second command via a second interface addressable by a second address.
37. A non-transitory computer-readable medium of claim 36, wherein the apparatus is further caused to perform:
receive a clock signal at a clock input; and
receive via the first interface a unique address to replace said first address.
38. A non-transitory computer-readable medium of claim 36, wherein the second address is a shared address, the shared address being the same for each of at least two peripheral devices of the same type connected to the same bus.