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(57) ABSTRACT

The present invention provides an encoder which comprises
an input portion configured to be input an encoding target
image acquired from an image capturing portion, wherein
the encoder is arranged to divide the encoding target image
into coding units, the coding units including an encoding
block of a luma signal and an encoding block of a chroma
signal; to acquire characteristics of chroma components of
the encoding target image; and to further divide the encoding
block of the luma signal and the encoding block of the
chroma signal into encoding blocks of a same division
structure or different division structures, in accordance with
the acquired shooting condition.
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1
ENCODER, METHOD, AND
NON-TRANSITORY COMPUTER-READABLE
STORAGE MEDIUM

BACKGROUND OF THE INVENTION
Field of the Invention

The present invention relates to an image encoding tech-
nique.

Description of the Related Art

In recent years, the amount of data handled by video
devices is constantly increasing due to the demand for
supporting 4K and 8K resolution or the like. For this end,
standardization of Versatile Video Coding (VVC)/MPEG-I
Part3 is underway, which is a next-generation video encod-
ing method that allows compression with higher efficiency
than H.265/HEVC.

A block division scheme referred to as Chroma Separate
Tree (CST) or Dual Tree Structure (DT) is under consider-
ation as one of techniques to be employed as a new encoding
tool in the VVC standard.

Although block division of a Coding Tree Unit (CTU)
according to the conventional HEVC standard has only one
same block division structure for luma component pixel
samples and chroma component pixel samples, it has
become possible in the VVC standard to choose to have
coding tree structures each for luma component samples and
chroma component samples independently in intra slices
performed by intra predictive encoding.

Generally, a natural image exhibits a smaller change in
pixel values of chroma components than luma components,
and exhibits a higher spatial redundancy. Therefore, encod-
ing efficiency is expected to improve provided that the
number of layers of the tree structure can be reduced by
assigning a larger block size to chroma components using
the aforementioned CST method, and thus the amount of
code data of redundant syntax information indicating divi-
sion flags and number of layers can be reduced.

Japanese Patent Laid-Open No. 2018-152851 describes a
technique for an encoding apparatus including a portion
configured to encode by independently performing block
division on luma components and chroma components,
wherein the technique, providing a portion configured to
determine the form of block division of chroma components
based on the form of division of the encoded blocks of luma
components, determines the form of division of chroma
components so that the block boundary of chroma compo-
nents matches the block boundary of corresponding luma
components.

As described in the aforementioned literature, however,
when determining the form of block division, an encoder
using the CST to perform block division of luma compo-
nents and chroma components independently compares the
cost such as the sum of difference values (SAD) from the
generated amount of code or the predictive image for both
the case of performing block division of luma components
and chroma components in a same form of block and the
case of dividing respective components independently. The
encoder then compares the results to determine a final
method of block division. Therefore, there is a risk of an
increased computation load.

SUMMARY OF THE INVENTION

In consideration of the aforementioned problem, the pres-
ent invention aims to provide a technique for improving the
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efficiency of image encoding without increasing the com-
putation load in the encoding process.

According to an aspect of the invention, there is provided
an encoder comprising: an input portion configured to be
input an encoding target image acquired from an image
capturing portion; wherein the encoder is arranged to divide
the encoding target image into coding units, the coding units
including an encoding block of a luma signal and an
encoding block of a chroma signal; to acquire characteristics
of chroma components of the encoding target image; and to
further divide the encoding block of the luma signal and the
encoding block of the chroma signal into encoding blocks of
a same division structure or different division structures, in
accordance with the acquired shooting condition.

According to the present invention, it becomes possible to
improve the encoding efficiency of chroma components.

Further features of the present invention will become
apparent from the following description of exemplary
embodiments with reference to the attached drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a system configuration diagram of an encoding
apparatus according to an embodiment;

FIG. 2 is a block diagram of an encoding portion accord-
ing to a first embodiment;

FIG. 3 is a flowchart illustrating a procedure of an
encoding process according to the first embodiment;

FIGS. 4A and 4B are diagrams each illustrating an
example of applying block division according to the first
embodiment;

FIG. 5 is a flowchart illustrating a procedure of an
encoding process according to a second embodiment;

FIG. 6 is a block diagram of an encoding portion accord-
ing to a third embodiment;

FIG. 7 is a flowchart illustrating a procedure of an
encoding process according to the third embodiment;

FIG. 8 is a flowchart illustrating a procedure of an
encoding process according to a fourth embodiment; and

FIG. 9 is a flowchart illustrating a procedure of an
encoding process according to a fifth embodiment.

DESCRIPTION OF THE EMBODIMENTS

Hereinafter, embodiments will be described in detail with
reference to the attached drawings. Note, the following
embodiments are not intended to limit the scope of the
claimed invention. Multiple features are described in the
embodiments, but limitation is not made an invention that
requires all such features, and multiple such features may be
combined as appropriate. Furthermore, in the attached draw-
ings, the same reference numerals are given to the same or
similar configurations, and redundant description thereof is
omitted.

First Embodiment

FIG. 1 illustrates a system configuration diagram of a
moving image encoding apparatus to which the present
embodiment is applied. In addition, FIG. 2 illustrates a block
diagram of an image encoding portion 102 in FIG. 1, and
FIG. 3 is a flowchart illustrating the processing procedure
thereof

<Overall System Configuration>

The moving image encoding apparatus includes an image
capturing portion 100, an image processing portion 101, an
image encoding portion 102, a recording portion 103, a
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memory bus 104, a frame memory 105, a CPU 106, a flash
memory 107, a CPU bus 108, and an operating portion 109.

The image capturing portion 100 includes a camera
portion such as a lens and a CCD, an optical portion, and
further an image capturing sensor that converts an optical
signal taken from the lens into an electric signal. An imaging
surface of the image capturing sensor has three types of
filters for colors red, blue and green repeatedly arranged
thereon. In the present embodiment, the arrangement is
assumed to be a Bayer array. Therefore, the captured image
data output from the image capturing portion 100 is image
data of a Bayer array. The image capturing portion 100
outputs the image data (digital RAW image data), of a Bayer
array acquired by image capturing, to the frame memory 105
such as a large-capacity DRAM via the memory bus 104.
Here, it is assumed that the image capturing portion 100
performs image capturing at a frame rate of 30 frames/
second, for example.

The image processing portion 101 performs a so-called
development process that performs a debayer process (de-
mosaic process) on the RAW image data stored in the frame
memory 105 converting into a signal including luma and
chroma, then optimizes the image by removing noise
included in each signal or correcting optical distortion, and
the like. The image processing portion 101 then outputs the
image data after the development process to the frame
memory 105 again, in order to compress and encode the
image data.

The image encoding portion 102 reads the developed
image data from the frame memory 105, performs video
compression using redundancy of image data due to inter-
frame prediction and entropy encoding, and generates and
outputs an encoded bit stream. The image encoding portion
102 in the present embodiment is characterized in employ-
ing the Versatile Video Codec (VVC) scheme as the video
compression scheme.

The recording portion 103 converts the encoded bit
stream generated by the image encoding portion 102 into a
predetermined container format such as the MP4 or MOV
format that preserves playback and edition compatibility
across various PC applications, and records the converted
stream as a file in a non-volatile recording medium 150 such
as a USB, an SD card, or a hard disk.

The memory bus 104 is a data bus that connects between
the image capturing portion 100, the image processing
portion 101, the image encoding portion 102 and the record-
ing portion 103, and the frame memory 105, and is config-
ured to perform high-speed transfer of image data, encoded
data and various parameter data.

The bus transfer method may be a typical bus standard
such as ISA, PCI-Express or AXI, or may employ an original
bus scheme, and the scheme is not particularly limited in the
present embodiment.

The frame memory 105 stores original image data to be
used during the encoding process in the image encoding
portion 102, reference image data for performing inter-frame
prediction, encoded bit streams or the like.

The CPU 106 is a controller configured to perform, via the
CPU bus, hardware control such as activation, termination,
or interrupt notification of the image capturing portion 100,
the image processing portion 101, and the image encoding
portion 102, the recording portion 103 included in the
moving image encoding apparatus in the present embodi-
ment.
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The flash memory 107, which is a non-volatile memory
storing programs to be executed by the CPU 106, parameters
or the like, accesses the memory by a fetch operation
performed by the CPU 106.

The CPU bus 108, which is a control bus connecting the
CPU 106 and various peripherals, may be of a typical bus
standard scheme similar to the memory bus 104, or a serial
scheme such as the low-speed 12C when there is sufficient
processing capacity, and the scheme is not particularly
limited.

The operating portion 109, which is formed of various
buttons, switches, a touch panel or the like, notifies the CPU
106 of instructions from the user.

In the foregoing, the configuration of the moving image
encoding apparatus according to the first embodiment has
been described. Subsequently, an internal configuration of,
and a process performed by, the image encoding portion 102,
which are characteristics of the present embodiment, will be
described.

<Image Encoding Portion>

The image encoding portion 102 includes a block dividing
portion 200, an intra prediction portion 201, an inter pre-
diction portion 202, an intra/inter determining portion 203,
a predictive image generating portion 204, a conversion
portion 205, a quantization portion 206, an entropy encoding
portion 207, an amount-of-code control portion 208, an
inverse quantization portion 209, an inverse conversion
portion 210, and a loop filter 211.

The block dividing portion 200 reads image data per unit
of encoding target block (CTU) from frame image data
(developed image data) stored in the frame memory 105, and
further sets an optimal prediction block size for luma and
chroma components of the image data.

Although FIG. 2 illustrates a set of two frame memories
105, this is merely for convenience. It is to be understood
that FIG. 2 illustrates the address space of the frame memory
105 of FIG. 1 as divided into two parts.

The CTU is divided into CUs (Coding Units) using a
quad-tree structure, and each divided CU is applied to
subsequent prediction processes such as intra prediction and
inter prediction.

The intra prediction portion 201 calculates a correlation of
encoding target block images divided by the block dividing
portion 200 relative to the plurality of intra predictive
images generated from reference pixel data in a periphery of
the target blocks. The intra prediction portion 201 then
selects an intra prediction scheme with the highest correla-
tion, and notifies to the intra/inter determining portion 202.

The inter prediction portion 202 receives, as reference
images, a block image which has been divided by the block
dividing portion 200 in a similar manner and image data in
an encoded frame in the frame memory 105, and calculates
a motion vector by performing motion detection such as
pattern matching between pixel data on a block-by-block
basis.

The intra/inter determining portion 203 selects and deter-
mines a prediction scheme for encoding the block of interest,
based on the result output from the intra prediction portion
201 and the inter prediction portion 202.

As a specific selection method, the intra/inter determining
portion 203 compares a difference between the encoding
target image block and the intra predictive image calculated
by the intra prediction portion 201, and a difference between
the encoding target image block and the inter predictive
image generated from a reference image indicated by a
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motion vector derived from the inter prediction portion 202.
The intra/inter determining portion 203 then selects one with
the smaller difference.

Alternatively, the intra prediction portion 201 and the
inter prediction portion 202 respectively obtain a prediction
error between the determined predictive image and the
encoding target image. The intra/inter determining portion
203, after having acquired prediction errors from the intra
prediction portion 201 and the inter prediction portion 202,
may select the prediction scheme by comparing and evalu-
ating the prediction errors.

In any case, the intra/inter determining portion 203 deter-
mines the prediction mode with the smaller difference value
to be the encoding prediction mode and outputs to the
predictive image generating portion 204.

The predictive image generating portion 204 generates a
predictive image in accordance with the prediction mode
selected by the intra/inter determining portion 203. The
predictive image generating portion 204 then outputs the
generated predictive image to a subtractor at a previous
stage of the conversion portion 205, and causes a residual
image representing the difference between the input image
and the predictive image to be calculated. The residual
image is output to the adder at a subsequent stage of the
inverse conversion portion 210 for generating a local
decoded image.

The conversion portion 205 performs spatial resolution
conversion of the residual pixel data in each unit of block
into the spatial frequency domain.

The quantization portion 206 calculates a quantization
coeflicient based on the target amount of code, and performs
a quantization process on the coefficient data converted into
the spatial frequency domain by the conversion portion 205.
The quantization portion 206 outputs the quantized coeffi-
cient data to both the entropy encoding portion 207 to
perform entropy encoding, and the inverse quantization
portion 209 to calculate a reference image or a predictive
image.

The entropy encoding portion 207 performs information
compression on the quantized coefficient data input from the
quantization portion 206 or the vector value used for motion
prediction in the case of inter prediction, by entropy encod-
ing using deviation of the appearance probability of bit data
such as Context Adaptive Arithmetic Coding (CABAC)
scheme, adds parameters (header information such as SPS or
PPS) required for a decoding process, and outputs to the
frame memory 105 by formatting into a predetermined data
format. The recording portion 103 described above converts
the encoded data stored in the frame memory 105 to a
predetermined container format and subsequently stores the
encoded data in a recording medium as a file. In addition, the
entropy encoding portion 207 outputs, to the amount-of-
code control portion 208, the amount of code at a time of
block-by-block encoding.

The amount-of-code control portion 208 accumulates the
amount of code per block supplied from the entropy encod-
ing portion 207, and calculates the amount of code of the
encoded data per 1 picture (frame). The amount-of-code
control portion 208 then performs a feedback control of
calculating the target amount of code per picture to be
encoded next based on bit-rate or buftfer model, subsequently
determining a quantization parameter for the next picture,
and setting it to the quantization portion 206.

The inverse quantization portion 209 multiplies the coet-
ficient data quantized in the quantization portion 206 by the
quantization coeflicient again to calculate the coeflicient
data.
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The inverse conversion portion 210 performs, on the
coeflicient data output from the inverse quantization portion
209, a conversion which is inverse to that performed by the
conversion portion 205, generates residual pixel data in units
of blocks, and outputs the residual pixel data to an adder at
a subsequent stage.

The loop filter 211 performs on the image data, which is
acquired by adding the image data output from the inverse
conversion portion 210 and the predictive image, a filtering
process that reduces encoding distortion generated at block
boundary, and subsequently outputs the image data to the
frame memory 105 as a local decoded image.

It is assumed that the entropy encoding portion 207 and
the amount-of-code control portion 208 described above
usually perform picture-by-picture control of a single
screen, whereas other process blocks are subjected to block-
by-block control of predetermined rectangular pixel block.

Particularly, it is assumed in the VVC scheme, to which
the present invention is applied, that quantization is per-
formed on a CU-by-CU (Coding Unit) basis, motion vector
search of intra prediction and inter prediction is performed
on a PU-by-PU (Prediction Unit) basis, and conversion is
performed on a TU-by-TU (Transform Unit) basis.

Presented above is the configuration and operation of the
image encoding portion 102 of the present embodiment.

<Process Flow>

Next, a process flow of the block dividing portion 200 in
the aforementioned apparatus configuration that character-
izes the present embodiment will be described, referring to
the flowchart of FIG. 3. The process flow is assumed to be
triggered by a user operation on the operating portion 109
and executed on a frame-by-frame basis when the apparatus
enters a recording state of the captured video.

First, at S301, the block dividing portion 200 acquires a
shooting mode provided by a user operation and setting from
the operating portion 109 of the moving image encoding
apparatus.

The shooting mode is, for example, a nightscape mode, a
kids mode, a portrait mode, a sepia mode, a monochrome
mode or the like, in which various setting parameters for the
image capturing portion 100 such as aperture or white
balance, shutter speed, tinge, blurred condition are provided
as a combination of predetermined optimal values. It is
needless to say that there may be modes other than those
described above, the type of which is not particularly
limited. Subsequently, at S302, the block dividing portion
200 determines whether or not the block division process is
completed for all the CTU blocks for the image data in an
encoding target frame. In a case where block division of all
the CTU blocks is completed (TRUE at S302), it is deter-
mined that the encoding process for the encoding target
frame is completed, and the process flow is terminated.

When, on the other hand, the block dividing portion 200
determines that there exists a CTU not being subjected to
block division (FALSE at S302), i.e., that there exists a CTU
not being encoded, the process proceeds to S303. At S303,
the block dividing portion 200 reads the original image data
of the target CTU in the input image stored in the frame
memory 105.

Although the size of the CTU block is not particularly
limited in the present embodiment, expressing the size by
the number of horizontal pixelsxthe number of vertical
pixels (or the number of or vertical lines) gives a size of
128x128 pixels or 64x64 pixels, for example, and the block
dividing portion 200 is assumed to read the rectangular
block image as a unit of reading. Here, the image data format
to be read supports a format including a plurality of color
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components of luma components and chroma components,
such as the YCbCr format or the YUV format. In addition,
a block-by-block encoding process described below per-
forms each of processing of block pixel data having col-
lected only luma component pixels and processing of block
pixel data having collected only chroma component pixels.

In the following, a block division process for the CTU
block image data in the block dividing portion 200 described
above, will be described.

In the present embodiment, the division process per-
formed by the block dividing portion 200 first performs
block division of luma components, and then performs block
division of chroma components. S304 is a step of determin-
ing whether or not to execute block division of chroma
components in order to manage the order of processing. In
a case where the target data of the current CTU block
division is a luma component block, the block dividing
portion 200 sets the determination result of S304 to FALSE
and advances the process to S306. At S306, the block
dividing portion 200 performs a normal block division
process on the CTU of a luma component of interest.

In the normal block division process of the present
embodiment, the block dividing portion 200 divides, for
example, the rectangular block image into sub-block images
of a quad-tree, and derives, for each sub-block region, a
variance value indicating the variation of pixel values in the
region. The block dividing portion 200 then employs, for the
CTU block, a block size before the division in a case where
the variance value for all the sub-blocks is equal to or lower
than a predetermined threshold value. When, on the other
hand, the variance value for any one of the sub-blocks is
larger than the threshold value, the block dividing portion
200 similarly perform recursive block division of each
sub-block using variance values, by further dividing the
sub-block into four branches to acquire smaller sub-block
images. However, the smallest size of the divided sub-block
is a lower limit size determined in accordance with the
standard, or a predetermined size larger than the lower limit
size such as 8x8 pixels, for example.

The algorithm of the block division process based on
determination using a variance value and a threshold value
for each sub-block region described above as the normal
block division process is merely an example, and the present
invention is not particularly limited thereto, since other
approaches may be implemented for block division.

Upon completing block division of the luma component
data at S306, the block dividing portion 200 changes the
target of block division to a block of the chroma component
data and returns the process to S304.

As a result of the foregoing description, a block of a
chroma component is the target of division, and therefore the
block dividing portion 200 sets the determination result of
S304 to TRUE and advances the process to S305.

At S305, the block dividing portion 200 determines
whether or not the encoding target input image is in a mode
with little change in pixel values of the chroma component,
based on the shooting mode information acquired at S301.

In the present embodiment, the mode with little change in
the chroma component (suppressing change in the chroma
component) is a case where a monochrome mode or a sepia
mode is set, and it is characterized that it is possible to
determine before the encoding process that the input image
is an image data including no or few chroma components
when the aforementioned a monochrome mode or a sepia
mode is set.

When the aforementioned mode is set (TRUE at S305), in
the CTU block, a better compression efficiency is realized by
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applying the CST scheme which performs block division of
the aforementioned luma components and chroma compo-
nents independently. Therefore, the block dividing portion
200 determines at S307 to perform block division (S307) on
chroma component block images to a predetermined size
without performing block division down to a small size
using a recursively layered quad-tree.

It is considered to be particularly preferable when a result
of almost no prediction residual or encoding cost due to DC
prediction, skip vectors or the like is generated in the
prediction processing at a subsequent stage, or a similar
effect is achieved, in an assumption that the predetermined
size when performing chroma component block division is,
for example, the size of the CTU as it is, or to the block size
of a single-layer quad-tree division, and no pixel value
change exists in the block.

When, on the other hand, a different mode from that
described above is set (FALSE at S305), the block dividing
portion 200 advances the process to S308. At S308, the
block dividing portion 200 divides the block of the chroma
components similarly to the conventional HEVC standard
scheme, based on the block division information of the luma
component block processed at S306 described above.

When S307 or S308 is executed as the block division of
chroma components, the sequence of encoding processes on
the block described referring to FIG. 2 is performed. There-
fore, the block dividing portion 200 returns the process to
S302 for division processing and encoding of the next CTU
block, and repeats the flow until the block division and
encoding process is completed for all the CTU blocks. In the
foregoing, the block division process and the encoding
process of the present embodiment has been described.

Block Division Example

A block division example will be described in accordance
with the flow described above, in a case where the block
division process is performed in the image encoding portion
102, particularly in the block dividing portion 200.

FIGS. 4A and 4B respectively illustrate a case where the
chroma format used for sub-sampling of luma components
and chroma components is 4:2:0, with the CTU block size
being 128x128 pixels.

FIG. 4A illustrates a divided state 401 of a luma compo-
nent and a divided state 402 of a chroma component in a case
where the luma component and the chroma component are
subjected to a same block division, as with the conventional
HEVC standard. The luma component and the chroma
component are divided with a same number of layers. The
current block division is performed in a case where a mode
with a change in chroma components is selected as the
shooting mode, based on the flow explained in FIGS. 1to 3
described above.

When, on the other hand, a mode with little change in the
chroma component (monochrome mode or sepia mode) is
selected as the shooting mode, the luma component is
performed conventional recursive block division in accor-
dance with the structure of the subject and takes a division
state 403 as illustrated in FIG. 4B, whereas the chroma
component, which is independent of the luma component
due to substantial lack of pixel value gradient, takes a
division state 404 by skipping block division, or performing
encoding with a predetermined large block size. The number
of layers of division of the chroma component is smaller
than the number of layers of division of the luma compo-
nent.
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As a result, it is possible to omit redundant transmission
of syntax information such as a flag indicating execution of
recursive block division, thereby improving the encoding
efficiency across CTU blocks as a whole.

Second Embodiment

In the first embodiment described above, a method has
been presented in which, when encoding an input image in
a shooting mode with definitely no change in pixels of the
chroma component such as the monochrome mode or the
sepia mode, the CST scheme is applied to all the CTU blocks
of the input image and a block division of the chroma
component is performed with a predetermined block size,
independently of the luma component.

In a second embodiment, instead of commonly applying
the CST scheme to all the CTU blocks of the frame in
accordance with the user-set shooting mode, a method is
implemented as a further different operation. In the method,
calculation and comparison, for each block, of the cost of
both the conventional block division and the block division
applied with the CST scheme are performed, and a more
preferable block division is selected to perform encoding.

In the following, a block division process in the block
dividing portion 200 according to the second embodiment
will be described, referring to the flowchart of FIG. 5. Here,
parts of the description that are common to the first embodi-
ment will be omitted as appropriate. In addition, the appa-
ratus configuration implementing the second embodiment,
as well as components and functions of the image encoding
portion 102, are identical to those of the first embodiment
and therefore description thereof will be omitted.

<Process Flow>

In FIGS. 5, S301 to S305 are identical to those of the first
embodiment. At S305, the block dividing portion 200 deter-
mines, when performing CTU block division of the chroma
component, whether or not a mode with little change (sup-
pressing change) in the chroma component (monochrome
mode or sepia mode) is selected as the shooting mode. Upon
determining that a mode with little change in the chroma
component is selected (TRUE at S305), the block dividing
portion 200 advances the process to S307. At S307, the
block dividing portion 200 performs a predetermined block
division on a block of the chroma component and advances
the process to S308. At S308, the block dividing portion 200
performs the same block division as with the luma compo-
nent on the block of the chroma component of interest,
referring to the information of division performed at S306.
Subsequently, at S401, the block dividing portion 200 cal-
culates the cost by the prediction block at a subsequent stage
with including the amount of code of syntax information
including division flags and number of layers, for both the
case of applying the CST scheme and the case of performing
the conventional block division, and selects a division
scheme exhibiting a higher encoding efficiency. Typically,
the block dividing portion 200 performs encoding for each
of two block division schemes, and employs a division
method that generates a smaller amount of code.

Presented above is the flow of the image division process
and image encoding process according to the second
embodiment.

Third Embodiment

In the first and second embodiments described above, a
method has been presented in which encoding by applying
the CST scheme that performs block division of luma
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components and chroma components independently is per-
formed on an encoding target input image, when a mode
value exhibits little change in the chroma component for the
encoding target input image, based on a shooting mode
preliminarily set by the user before shooting and recording.

A third embodiment is characterized in implementing a
further different operation by configuring the image process-
ing portion 101, included in the encoding apparatus
described above, to perform, in addition to the development
process, image analysis of input image data and notify the
image encoding portion 102 of the analysis result. In the
following, the third embodiment of the present invention
will be described, referring to FIGS. 6 and 7. Here, parts of
the description of the third embodiment that are common to
the first and the second embodiments described above will
be omitted as appropriate.

<Block Diagram>

FIG. 6 is a configuration diagram of the image encoding
portion 102 and the periphery thereof according to the third
embodiment. The image encoding portion 102 according to
the third embodiment has substantially the same configura-
tion as the image encoding portion 102 in the first embodi-
ment. The characteristic part of the third embodiment is
characterized in that, as illustrated in FIG. 6, the block
dividing portion 200 transmits and receives information to
and from the image processing portion 101 via an interface
such as the CPU bus.

In addition, the image processing portion 101 according
to the third embodiment further includes, in addition to the
function of development process for the RAW image data
and outputting the image to the frame memory 105 as
described referring to FIG. 1, a function of analyzing image
data characteristics for the image to be output to the frame
memory 105 and outputting the analysis result. Character-
istic analysis of image data is acquiring, for example, a pixel
histogram in the subject image data, and deriving a range
between the maximum and the minimum values of the
histogram for each color component.

Presenting one example, the image processing portion
101 calculates a pixel histogram of a developed frame
image, and calculates, for each of the chroma components
Cr and Cb, a difference between the maximum and the
minimum values of pixels having frequency equal to or
larger than a preliminarily set number. For ease of under-
standing, the maximum and the minimum values of the
chroma Cr are expressed as Cr_max and Cr_min, and the
maximum and the minimum values of the chroma Cb are
expressed as Cb_max and Cb_min.

When the following formulas (1) and (2) are satisfied, the
image processing portion 101 determines that the corre-
sponding frame has little change in chroma.

Cr_max-Cr_minsTh_Cr

M

Ch_max-Ch_min=Th Cb 2)

Here, Th_Cr and Th_Cb are preliminarily set positive
threshold values. Although a frame-by-frame determination
is assumed here, the determination may be performed on a
CTU-by-CTU basis.

In response to the analysis result of the image processing
portion 101, the block dividing portion 200 can determine,
before the encoding process, that the input image exhibits
little change in the chroma component, and thus can perform
a more precise control than commonly applying the CST
scheme to all the CTU blocks in the shooting mode.

In the present embodiment, the characteristic analysis by
acquisition of the histogram is merely an example, and the
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image processing portion 101 is not particularly limited as
long as the image processing portion 101 can quantitatively
derive an equivalent analysis result. As another analysis
method, knowing the location of an in-focus area in the
subject image acquired by the image capturing portion 100
as information, an out-of-focus area outside the area is found
to be blurred, although depending on the depth of field of the
optical portion. Then it is possible to indirectly estimate that
a blur in an image indicates an area with little gradient or
amount of change of pixel values.

The third embodiment is configured so that the result of
analysis executed in the image processing portion 101
described above is transmitted and received between the
image processing portion 101 and the image encoding
portion 102 either in units of the entire input image frames,
or in units of the image areas of the CTU block executed in
the block dividing portion 200. When the CPU bus for the
analysis results of all the CTU blocks are used, bus traffic
may be complicated, and therefore it is conceivable to
aggregate the analysis results as bit map information, in
which a block with a large change in color is a bit “1” and
a block with little change in color is a bit “0”, so that the
analysis results can be identified per unit of bit, and subse-
quently access the frame memory 105 in a burst manner.
Other block functions are similar to those of the first
embodiment and therefore descriptions thereof will be omit-
ted.

<Process Flow>

A division process performed by the block dividing
portion that characterizes the third embodiment will be
described, referring to the flowchart of FIG. 7. Description
of process steps duplicating with those in the first embodi-
ment will be omitted.

First, at S701, the block dividing portion 200 acquires,
from the image processing portion 101, the result of image
analysis of the encoding target frame. The subsequent S302
to S304 are identical to those of the first embodiment.

At 8702, where the process proceeded to the sequence of
CTU block division of chroma components, the block divid-
ing portion 200 determines whether or not the input image
exhibits little change in chroma components, referring to the
analysis result acquired at S701 described above. Subse-
quently, the block dividing portion 200, upon determining
from the analysis result that the image exhibits little change
in chroma components (TRUE at S702), advances the pro-
cess to S307, or upon determining that the image exhibits a
large change in chroma components (FALSE at S702),
advances the process to S308.

At 8307, the block dividing portion 200 performs block
division with a predetermined size, applying the CST
scheme to the CTU block. When, on the other hand, the
process proceeds to S308, the block dividing portion 200
divides the chroma component block similarly to the con-
ventional HEVC standard scheme, based on the block divi-
sion information of the luma component block processed at
S306.

After having performed S307 or S308 with regard to
block division of the chroma component, a sequence of
encoding processing steps described referring to FIG. 2 are
executed on the block. After having performed the encoding,
the block dividing portion 200 returns again to S302 and
repeats the flow until the block division and encoding
process are completed for all the CTU blocks of the input
image.

In the foregoing, the flow of the block division process
and image encoding process according to the third embodi-
ment has been described.
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Fourth Embodiment

In the third embodiment described above, a method has
been presented in which a block division of a chroma
component is performed with a predetermined block size
independently of the block of the luma component, when
there is little pixel change in chroma components, based on
the result of analysis of the input image in the image
processing portion 101.

In a fourth embodiment, instead of commonly applying
the CST scheme to all the CTU blocks of the frame in
accordance with the analysis result per unit of image frame,
a method is implemented as a further different operation. In
the method, calculation and comparison, for each block, of
the cost of both the conventional block division and the
block division applied with the CST scheme are performed,
and a more preferable block division is selected to perform
encoding.

In the following, the fourth embodiment will be
described, referring to the flowchart of FIG. 8. Here, parts of
the description of the fourth embodiment that are common
to the first to the third embodiments described above will be
omitted as appropriate. In addition, the system configuration
for implementing the fourth embodiment, as well as com-
ponents and functions of the image encoding portion 102,
are identical to those of the third embodiment and therefore
description thereof will be omitted.

<Process Flow>

The image processing portion 101 according to the fourth
embodiment calculates a histogram on a block-by-block
basis of CTU blocks in an encoding target frame, and
determines, for all the CTUs, whether or not the pixels,
having a preliminarily set frequency or more, satisty the
formulas (1) and (2) presented above, and supplies the
determination result (information indicating presence or
absence of a change in the chroma components) to the block
dividing portion 200.

S701, 8702, S302, S304, and S306 to S308 in FIG. 8, are
identical to those of the third embodiment. However, there
are differences such that, at S701 of FIG. 8, the block
dividing portion 200 acquires the result of analysis per-
formed by the image processing portion 101 of presence or
absence of a change in the chroma component for all the
CTU blocks of the encoding target frame, and at S707,
determination for each encoding target CTU is performed
based on the acquired information.

Upon determining at S702 that the CTU of interest of the
chroma component exhibits little change in chroma compo-
nents, the block dividing portion 200 applies the CST
scheme to the chroma component blocks and performs a
predetermined block division. Furthermore, at S308, the
block dividing portion 200 performs the conventional block
division same as that performed for luma components,
referring to the information of division performed at S306.
Subsequently, at S401, the block dividing portion 200 cal-
culates the cost in the prediction block with including the
amount of code of syntax information including division
flags and number of layers for both the case of applying the
CST scheme and the case of performing the conventional
block division, and selects a division scheme exhibiting a
higher encoding efficiency. Presented above is the image
encoding process flow according to the fourth embodiment.

Fifth Embodiment

In the third and the fourth embodiments described above,
a method has been presented in which encoding is per-
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formed by applying the CST scheme that performs block
division of luma components and chroma components inde-
pendently when there is little pixel change in chroma
components in the input image data of the encoding target,
based on the result of analysis of the image characteristics in
the image processing portion 101.

In contrast, in a fifth embodiment, not only embedding
identification information in a compressed and encoded
stream for determination by a decoder side defined by the
standard, a method of defining and storing the identification
information additionally in an upper-level file container
layer is implemented as a further different operation, the
identification information indicating whether or not block
division using the CST scheme in the aforementioned
embodiments of the present invention is applied.

In the following, the fifth embodiment will be described,
referring to the flowchart of FIG. 9. Here, parts of the
description of the fifth embodiment that are common to the
first to the fourth embodiments described above will be
omitted as appropriate. In addition, the system configuration
for implementing the fifth embodiment, as well as compo-
nents and functions of the image encoding portion 102, are
identical to those of the fourth embodiment and description
thereof will be omitted.

<Process Flow>

In FIG. 9 illustrating the characteristics of the fifth
embodiment, steps except S901 and S902 are identical those
of the fourth embodiment and descriptions thereof will be
omitted.

Upon completing block division of all the CTU blocks
and completing the encoding process of all the CTUs
(TRUE at S302), the block dividing portion 200 advances
the process to S901. At S901, the block dividing portion 200
determines whether or not block division is performed, on
the encoded frame image, with applying the CST scheme
which performs block division of luma components and
chroma components independently to the perform encoding
process. Upon determining that the CST scheme is applied
(TRUE at S901), the block dividing portion 200 notifies the
CPU 106 of the determination. The CPU 106 controls the
image encoding portion 102 to record identification infor-
mation, indicating that the CST scheme is applied, as a
container structure of an MP4 data, in a parameter field (e.g.,
udta atom) defined as user metadata, when the recording
portion 103 records the encoded data of the encoded image
of the frame in the recording medium 150 such as an SD
card.

Storing the aforementioned identification information as a
container file allows for determining whether or not play-
back compatibility is supported, before actually decoding
the encoded stream, in a case where the player or decoder
apparatus does not support a decoding process of CST
scheme that is newly employed in the VVC standard.

Presented above is the image encoding process flow
according to the fifth embodiment.

OTHER EMBODIMENTS

Embodiment(s) of the present invention can also be
realized by a computer of a system or apparatus that reads
out and executes computer executable instructions (e.g., one
or more programs) recorded on a storage medium (which
may also be referred to more fully as a ‘non-transitory
computer-readable storage medium’) to perform the func-
tions of one or more of the above-described embodiment(s)
and/or that includes one or more circuits (e.g., application
specific integrated circuit (ASIC)) for performing the func-
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tions of one or more of the above-described embodiment(s),
and by a method performed by the computer of the system
or apparatus by, for example, reading out and executing the
computer executable instructions from the storage medium
to perform the functions of one or more of the above-
described embodiment(s) and/or controlling the one or more
circuits to perform the functions of one or more of the
above-described embodiment(s). The computer may com-
prise one or more processors (e.g., central processing unit
(CPU), micro processing unit (MPU)) and may include a
network of separate computers or separate processors to read
out and execute the computer executable instructions. The
computer executable instructions may be provided to the
computer, for example, from a network or the storage
medium. The storage medium may include, for example, one
or more of a hard disk, a random-access memory (RAM), a
read only memory (ROM), a storage of distributed comput-
ing systems, an optical disk (such as a compact disc (CD),
digital versatile disc (DVD), or Blu-ray Disc (BD)™), a
flash memory device, a memory card, and the like.

While the present invention has been described with
reference to exemplary embodiments, it is to be understood
that the invention is not limited to the disclosed exemplary
embodiments. The scope of the following claims is to be
accorded the broadest interpretation so as to encompass all
such modifications and equivalent structures and functions.

This application claims the benefit of Japanese Patent
Application No. 2021-135803, filed Aug. 23, 2021, which is
hereby incorporated by reference herein in its entirety.

What is claimed is:

1. An encoder comprising:

an input portion configured to be input an encoding target

image acquired from an image capturing portion;
wherein the encoder is arranged to:
divide the encoding target image into coding units, the
coding units including an encoding block of a luma
signal and an encoding block of a chroma signal;

acquire characteristics of chroma components of the
encoding target image; and

further divide the encoding block of the luma signal and

the encoding block of the chroma signal into encoding
blocks of a same division structure or different division
structures, in accordance with the acquired shooting
condition,

wherein the characteristics of chroma components is a

histogram calculated from the encoding target image,
and

wherein the encoding block of the luma signal and the

encoding block of the chroma signal are further divided

into:

encoding blocks of the same division structure when
the histogram exhibits a smaller amount of change in
chroma than a predetermined amount; and

encoding blocks of the different division structures
when the histogram exhibits a larger amount of
change in chroma than a predetermined amount.

2. The encoder according to claim 1, wherein a number of
division layers of the chroma component is smaller than a
number of division layers of the luma component when the
encoding block of the luma signal and the encoding block of
the chroma signal are divided into encoding blocks of
different division structures.

3. An image encoding method comprising:

(a) inputting an encoding target image acquired from an

image capturing portion;
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(b) dividing the encoding target image into coding units,
the coding units including an encoding block of a luma
signal and an encoding block of a chroma signal;

(c) acquiring characteristics of chroma components of the

encoding target image; and

(d) further dividing the encoding block of the luma signal

and the encoding block of the chroma signal into
encoding blocks of a same division structure or differ-
ent division structures, in accordance with the acquired
shooting condition,

wherein the characteristics of chroma components is a

histogram calculated from the encoding target image,
and

wherein (d) the further dividing includes:

encoding block of the luma signal and the encoding
block of the chroma signal are further divided into
encoding blocks of the same division structure when
the histogram exhibits a smaller amount of change in
chroma than a predetermined amount; and

encoding block of the luma signal and the encoding
block of the chroma signal are further divided into
encoding blocks of the different division structures
when the histogram exhibits a larger amount of
change in chroma than a predetermined amount.

4. The method according to claim 3, wherein a number of
division layers of the chroma component is smaller than a
number of division layers of the luma component when the
encoding block of the luma signal and the encoding block of
the chroma signal are divided into encoding blocks of
different division structures.
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5. A non-transitory computer-readable storage medium

storing a program which, when read and executed by a
computer, caused the computer to execute the steps of an
image encoding method, the method comprising:

(a) inputting an encoding target image acquired from an
image capturing portion;

(b) dividing the encoding target image into coding units,
the coding units including an encoding block of a luma
signal and an encoding block of a chroma signal;

(c) acquiring characteristics of chroma components of the
encoding target image; and

(d) further dividing the encoding block of the luma signal
and the encoding block of the chroma signal into
encoding blocks of a same division structure or differ-
ent division structures, in accordance with the acquired
shooting condition,

wherein the characteristics of chroma components is a
histogram calculated from the encoding target image,
and

wherein (d) the further dividing includes:
encoding block of the luma signal and the encoding

block of the chroma signal are further divided into
encoding blocks of the same division structure when
the histogram exhibits a smaller amount of change in
chroma than a predetermined amount; and
encoding block of the luma signal and the encoding
block of the chroma signal are further divided into
encoding blocks of the different division structures
when the histogram exhibits a larger amount of
change in chroma than a predetermined amount.
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