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WEIGHTED FAIR SHARING OF A WIRELESS CHANNEL USING RESOURCE
UTILIZATION MASKS

[0001] This application ¢claims the benefit of U.S. Provisional Application Serial
No. 60/730,631, entitled “WEIGHTED FAIR SHARING OF A WIRELESS CHANNEL
USING RESOURCE UTILIZATION MASKS,” filed on October 26, 2005 and U.S,
Provisional Application Serial No. 60/730,727, entitled “INTERFERENCE
MANAGEMENT USING RESOURCE UTILIZATION MASKS SENT AT CONSTANT
POWER SPECTRAL DENSITY (PSD),” filed on October 26, 2005, both of which are

incorporated herein by reference.

BACKGROUND
I Field
10002} The following description relates generally to wircless communications, and
more particularly to reducing interference and improving throughput and channel quality in

a wireless communication environment.

1k Background

[0003] Wireless communication systems have become a prevalent means by which
a majority of people worldwide communicate. Wircless communication devices have
become smaller and more powerful in order to mect consumer needs and to improve
portability and convenience. The increase in processing power in mobile devices such as
cellular telephones has led to an increase in demands on wireless network transmission
systems. Such systems typically are not as casily updated as the cellular devices that
communicate there over. As mobile device capabilities expand, it can be difficult to
maintain an older wireless network system in a manner that facilitates fully exploiting new
and improved wireless device capabilities.

[0004] A typical wireless communication network (e.g., employing frequency,
time, and code division techniques) includes one or more base stations that provide a
coverage arca and ong or more mobile {e.g., wircless) terminals that can transmit and
receive data within the coverage arca. A typical base station can simultancously transmit
multiple data streams for broadcast, multicast, and/or unicast services, wherein a data

stream is a stream of data that can be of independent reception intercst to a mobile
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terminal. A mobile terminal within the coverage area of that base station can be intercsted
in receiving one, more than one or all the data streams carried by the composite stream.
Likewisc, a mobile terminal can transmit data to the base station or another mobile
terminal. Such communication between base station and mobile terminal or between
mobile terminals can be degraded due to channel variations and/or interference power
variations. Accordingly, a nced in the art exists for systems and/or methodologies that
facilitate reducing interference and improving throughput in a wireless communication

environment.

SUMMARY
j0005] The following presents a simplified summary of one or more aspects in
order to provide a basic understanding of such aspects. This summary is not an extensive
overview of all contemplated aspects, and is intended to neither identify key or critical
elements of all aspects nor delineate the scope of any or all aspects, Its sole purposc is to
present some concepts of one or morc aspects in 2 simplified form as a preludc to the more
detailed description that is presented later.
[0006] According to various aspects, the subject innovation relates to systems
and/or methods that provide unified technology for wide and local wireless communication
networks in order to facilitate achieving benefits assaciated with both ccllular and Wi-Fi
tcchnologies whilc miligating drawbacks associated therewith. For instance, cellular
networks may be arranged according to a planned deployment, which can increasc
efficiency when designing or building a network, while Wi-Fi networks are typically
deployed in a more convenient, ad hoc manner. Wi-Fi networks may additionally facilitate
providing a symmetrical medium access control (MAC) channel for access points and
access terminals, as well as backhaul support with in-band wircless capability, which are
not provided by cellular systems.
{0007] The unificd technologies described herein facilitate providing a symmetrical
MAC and backhaul support with in-band wireless capability, Moreover, the subject
innovation facilitates deploying the network in a flexible manner. The methods described
in this invention allow the performance to adapt according to the deployment, thus
providing good efficicncy if the deployment is planned or semi-planned, and providing
adequate robustness if the network is unplanned. That is, various aspects described hercin

permit a network to be deployed using a planned deployment, (e.g., as in a ccllular
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deployment scenario), an ad hoc deployment (e.g.. such as may be utilized for a Wi-Fi
network deployment), or a combination of the two. Still furthermore, other aspects relate
to supporting hodes with varied transmission power levels and achieving inter-cell fairness
with regard to resource allocation, which aspects are not adequately supported by Wi-Fi or
cellular systems.

{0008] For example, according to some aspects, weighted fair-sharing of a wireless
channel may be facilitated by joint scheduling of a transmission by both a transmitter and a
receiver using a resource utilization message (RUM), whereby a trangmitter requests a set
of resources based on knowledge of availability in its neighborhood, and a receiver grants
a subset of the requested channels based on knowledge of availability in its nci ghborhood.
The transmitter learns of availability based on listening to receivers in its vicinity and the
receiver learns of potential interforence by listening to transmitters in its vicinity.
According to related aspects, RUMs may be weighted to indicate not only that a node is
disadvantaged (as a receiver of data transmissions due to the interference it sees while
recciving) and desires a collision avoidance mode of transmission, but also the degree to
which the node is disadvantaged. A RUM-receiving node may utilize the fact that it has
received a RUM, as well as the weight thereof, to determine an appropriate response. As an
example, such an advertiscment of weights cnables collision avoidance in a fair manner.
The invention describes such a methodology.

{0009} According 1o other aspects, a RUM-rejection threshold (RRT) may be
employed to facilitate detcrmining whether to respond to a reccived RUM. For instance, a
metric may be calculated using various parameters and/or information comprised by the
reccived RUM, and the metric may be compared to the RRT to determine whether the
sending node’s RUM warrants a response. According to  retated aspect, a RUM sending
node may indicate its degree of disadvantage by indicating a number of channels for which
the RUM applies, such that the number of channels (in general, these could be resources,
frequency sub-carriers and/or time slots) is indicative of the degree of disadvantage. 1f the
degree of disadvantage is reduced in response to the RUM, then the number of channels for
which the RUM is sent may be reduced for a subsequent RUM trangmission. If the degree
of disadvantage is not reduced, then the number of channcls for which the RUM applics
may be inercased for a subscquent RUM transmission,

10016) A RUM may be scnt at a constant power spectral density (PSD), and a

receiving node may employ the received power spectral density and/or received power of
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the RUM to estimate a radio frequency (RF) channel gain between itself and the RUM
sending node to determine whether it will cause interference at the sending node (e.g.,
above a predetermined acceptable threshold level) if it transmits. Thus, there may be
situations wherein a RUM receiving node is able to decode the RUM from the RUM
sending node, but determines that it will not cause interference. When a RUM-receiving
determines that it should obey the RUM, it can do so by choosing to backoff from that
resource completely or by choosing to use a sufficiently reduced transmit power bring its
estimated potential interference level below the predetermined acceptable threshold level.
Thus, “hard” interference avoidance (compleie backoff) and “soft” interference avoidance
(power control) are both supported in a unificd manner. According to & related aspect, the
RUM may be employed by the receiving node to determine a channel gain between the
receiving node and the RUM-sending node in order to facilitate a determination of whether
or not to transmit based on estimated interference caused at the sending node.

10011] According to an aspect, a method of wircless data communication may
comprise determining a number of channels desired for a transmission from a node,
selecting channels, wherein available channels are selected before unavailable channels,
and sending a request for a sct of at least onc selected channel.

[0012] According to & another aspect, an apparatus that facilitates wireless data
communication may comprisc a determining module that determines a number of channcls
desired for a transmission from a nodc, a sclecting module that sclects channels, wherein
available channcls are selected before unavailable channcls, and a transmitting modulce that
sends a request for a set of at least one selected channel.

[0013] Another aspect relates to an apparatus that facilitates wireless data
communication, comprising means for determining a number of channels desired for a
transmission from 4 node, means for sclecting channels, wherein available channels are
selected before unavailable channels, and means for sending a request for a set of at Jcast
onc selected channel.

[0014] Yet another aspect relates to a machine-readable medivm comprising
instructions for data transmission, wherein the instructions upon execution cause the
machinc to, determine a number of channcls desired for a trangmission from a node; sclect
channels, wherein avaitable channcls are selceted before unavailable channels, and send a

request for a set of at least one sclected channel.
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[0015) Still another aspect relates to a processor that facilitates data transmission,
the processor being configured to determine a number of channels desired for a
transmission from a node, select channels, wherein available channels are selected before
unavailable channels, and send a request for a set of at least one selected channel.
[0016] Ta the accomplishment of the foregoing and related ends, the one or more
aspects comprise the features hereinafter fully described and particularly pointed out in the
claims. The following description and the anncxed drawings set forth in detail certain
illustrative aspects of the one or more aspects. Thesc aspects arc indicative, however, of
but a few of the various ways in which the principles of various aspects may be employed

and the described aspects are intended to include all such aspects and their equivalents.

BRIEF DESCRIPTION OF THE DRAWINGS
10017] FIG. 1 illustrates a wireless communication system with multiple base
stations and multiple terminals, such as may be utilized in conjunction with one or more
aspecets.
[0018] FIG. 2 is an illustration of a methodology for performing weighted fair
sharing of a wireless channcl using resource utilization masks/messages (RUMs), in
accordance with one or more aspects described herein.
10015} FIG. 3 illustrates a scquence of request-grant events that can facilitate
resource allocation, in accordance with one or morc aspects described herein.
{0020] FIG. 4 is an iltustration of scveral topologies that facilitatc understanding of
request-grant schemes, in accordance with various agpects.
[0021) FIG. 5 illustraics a methodology for managing interference by employing a
resource utilization message (RUM) that is transmitted at a constant power spectral density
(PSD), in accordance with one or more aspects presented herein.
10022] FIG. 6 is an iltustration of a methodology for gencrating TxRUMS and
requests to facilitate providing flexible medium access control (MAC ) in an ad hoc
doployed wireless network, in accordance with onc or more aspects.
10023) FIG. 7 is an illustration of a methodology for generating a grant for a
requcst to transmit, in accordance with onc or morc aspects.
10024) FIG. 8 is an illustration of a methodology for achicving faimess among

contending nodes by adjusting a number of subcarriers used to transmit a RUM according
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10 a level of disadvantage associated with a given node, in accordance with one or more
aspects.
{0025} FIG. 9 is an illustration of an RxRUM transmission between two nodes at 4
constant power spectral density (PSD), in accordance with one or more aspects.
[0026] F1G, 10 is an illustration of a methodology for employing a constant PSD
for RUM transmission to facilitate estimating an amount of interference that will be caused
by a first node at a second node, in accordance with onc or more aspects.
10027] FIG. 11 illustrates a methodology for responding to interference control
packets in a planncd and/or ad hoc wircless communication environment, in accordance
with various aspects.
[0028] FIG, 12 is an illustration of a methodology that for generating an RxRUM,
in accordance with various aspects described above.
[0029] FIG. 13 is an iflustration of a methodology for responding to one or more
received RxRUMs, in accordance with one or morc aspects.
[0030] FIG. 14 is an illustration of a wireless network environment that can be
employed in conjunction with the various systems and methods described herein,
[0631] FIG. 15 is an illustration of an apparatus that facilitates wircless data
comrnunication, in accordance with various aspects.
[0032] FIG. 16 is an illustration of an apparatus that facilitates wircless
communication using resource utilization messages (RUMs), in accordance with onc or
more aspects.
10033] FIG. 17 is an illustration of an apparatus that facilitates generating a
resource ulilization message (RUM) and weighting the RUM to indicate a level of
disadvantage, in accordance with various agpects.
10034] FIG. 18 is an illustration of an apparatus that facilitates comparing relative
conditions at nodes in a wireless communication environment to determine which nodes

arc most disadvantaged, in accordance with one or more aspects.

DETAILED DESCRIPTION
10035] Various aspects are now described with reference to the drawings, whercin
like reference numerals arc used to refer to like clements throughout. In the following
description, for purposes of explanation, numerous specific details are set forth in order to

provide a thorough understanding of one or more aspects. It may be cvident, however, that
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such aspect(s) may be practiced without these specific details. In other instances, well-
known structures and devices are shown in block diagram form in order to facilitate
describing one or more aspects.

[0036] Ag used in this application, the terms “component,” “system,” and the like
are intended to refer to a computer-related cntity, cither hardware, software, software in
execution, firmware, middle ware, microcode, and/or any combination thereof, For
example, a component may be, but is not limited to being, a process running on &
processor, a processor, an object, an executable, a thread of execution, a program, and/or a
computer. One or morc components may reside within a process and/or thread of
execution and a component may be localized on one computer and/or distributed between
two or more computers. Also, these components can execule from various computer
readable media having various data structures stored thereon, The components may
communicate by way of local and/or remote processes such as in accordance with a signal
having onc or more data packets (e.g., data from onc component interacting with another
component in a local system, distributed system, and/or across a network such as the
Internet with other systems by way of the signal). Additionally, components of systems
described herein may be rearranged and/or complemented by additional components in
order to facilitate achieving the various aspects, goals, advantages, etc., described with
regard thereto, and arc not limited to the precise configurations sct forth in a given figure,
as will be appreciated by one skilled in the art.

10037} Furthermore, various aspecets are described herein in conncction with a
subscriber station. A subscriber station can also be called a system, a subscriber unit,
mobile station, maobile, remote station, remote terminal, access terminal, user terminal, user
agent, a user device, or user equipment. A subscriber station may be a cellular telephone, a
cordless telephone, a Session Initiation Protocol (SIP) phone, a wireless local loop (WLL)
station, a personal digital assistant (PDA), a handheld device having wirelcss connection
capability, or other processing device connected to a wireless modem.

{0038] Moreover, various aspects or features described herein may be implemented
as a method, apparatus, or article of manufacture using standard programming and/or
enginecring techniques. The term "article of manufacture” as used hercin is intended to
cncompass a computer program accessible from any computer-readable device, carrier, or
media, For example, computer-readable media can include but are not limited to magnetic

storage devices (e.g., hard disk, floppy disk, magnetic strips...), optical disks (e.g.,
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compact disk (CD), digital versatile disk (DVD)...), smart cards, and flash memory
devices (e.g., card, stick, key drive...). Additionally, various storage media described
herein can represent one or more devices and/or other machine-readable media for storing
information. The term “machine-rcadable medium” can include, without being limited to,
wireless channels and various other media capable of storing, containing, and/or carrying
instruction(s) and/or data, It will be appreciated that the word “exemplary™ is used herein
to mean “serving as an example, instance, or illustration,” Any aspect or design described
herein as “excmplary” is not necessarily to be construed as preferred or advantageous over
other aspects or designs.
10039} it will be understood that a “node,” as used herein, may be an access
terminal or an access point, and that each node may be a receiving node as well as a
transmitting node, For example, cach node may comprise al least one receive antenna and
associated receiver chain, as well as at least onc transmit antenna and associated transmit
chain. Moreover, each node may comprise onc or more pProcessors to execute software
code for performing any and all of the methods and/or protocols described herein, as well
as memory for storing data and/or computer-executable instructions associated with the
various methods and/or protocols described herein,
[0040] Referring now to Fig. 1, a wircless network communication system 100 is
illustrated in accordance with various aspects presented herein, System 100 can comprise
a plurality of nodcs, such as onc or more basc stations 102 {e.g., celtular, Wi-Fi or ad hoc,
...} in onc or more scctors that receive, transmit, repeat, efc., wircless communication
signals to cach other and/or to one or more other nodes, such as access terminals 104,
Each base station 102 can comprise a transmitter chain and a receiver chain, each of which
can in turn comprisc a plurality of components associated with signal transmission and
reception (e.g., processors, modulators, multiplexers, demodulators, demultiplexers,
antennas, efc.), as will be appreciated by one skitled in the art. Access terminals 104 can
be, for example, cellular phones, smart phones, laptops, handheld communication devices,
handheld computing devices, satellite radios, global positioning systems, PDAS, and/or any
other suitable device for communicating over a wireless network.
j6041] The following discussion is provided to facilitate understanding of the
various systcms and/or methodologics deseribed herein, According to various aspects,
node weights can be assigned (e.g., to transmitting and/or recciving nodes), where cach

node weight is a function of a number of flows supported by the node. “Flow,” as used
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herein, represents 4 transmission coming into or out of a node. The total weight of the
node can be determined by summing the weights of all flows passing through the node.
For example, Constant Bit Rate (CBR) flows can have predetermined weights, data flows
can have weights proportional to their type (e.g., HTTP, FTP, ...), ete. Moreover, each
node may be assigned a predetermined static weight that may be added to the flow weight
of cach node in order to provide extra priority to each node. Node weight may also be
dynamic and reflect the current conditions of the flows that a node carries. For example,
the weight may correspond to the worst throughput of a flow being carried (received) at
that node. Tn esscnce, the weight represents the degree of disadvantage that the node is
experiencing and is used in doing fair channel access amongst a sct of interfering nodes
contending for a common resource.

[0042] Request messages, grant messages, and data transmissions may be power
controlled: however, a node may nonethcless experience excessive interference that causes
its signal-to-interference noisc (SINR) levels to be unacceptable, In order to mitigate
undesirably low STNR, resource utilization messages (RUMs) may be utilized, which can
be receiver-side (RxRUM) and/or transmitter-side (TxRUM). An RxRUM may be
broadcast by a receiver when interference levels on the receiver’s desired channels exceed
a predetermined threshold level. The RxRUM may contain a list of granted channels upon
which the recciver desires reduced interference, as well as node weight information.
Additionally, the RxRUM may be transmitted at a constant power spectral density (PSD)
or at a constant power. Nodes that decode the RXRUM (e.g., transmitters conicnding with
the recciver emitting the RxRUM, ...) can react to the RxRUM. For instance, nodes
hearing the RxXRUM can calculate their respective channel gains from the receiver (e.g., by
measuring the received PSD and with knowledge of the constant PSD at which the
RxRUM was sent) and can reduce their respective transmission power levels to mitigate
interference. RxRUM recipients may even choose to backoff completely from the
indicated channels on the RxRUM. In order fo ensure that interfercnce avoidance happens
in a fair manner, that is, to ensure that all nodes get a fair share of transmission
opportunities, weights may be included in the RxRUM. The weight of a given nodc can be
utilized to calculate the fair share of resources for allocation to the node. According to an
cxample, thresholds used for sending and/or reacting to a RUM can be determined based

on the behavior of a system, For instance, in a pure collision avoidance type of system, a
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RUM can be sent for every transmission, and any node hearing the RUM can react by not
transmitting on the associated channel,

[0043] If channel bit mask, indicating which channels the RUM applies for, is
included in the RUM, then an additional dimension for collision avoidance can be realized,
which may be uscful when a receiver needs to schedule a small amount of data over a part
of the channcl and does not want a transmitter to completely back off from the entire
channel, This aspect may provide finer granularity in the collision avoidance mechanism,
which may be important for bursty traffic.

[0044] A TxRUM may bec broadcast by a transmitter when the transmitter is unable
to request adequate resources (e.g., where a transmitter hears one or more RxRUMs that
force it to backoff on most of the channcls). The TxRUM may be broadcast before the
actual transmission, to inform neighboring receivers of impending interference. The
TxRUM can inform all receivers within the listening range that, based on the RXRUMs the
transmitter has heard, the transmitter believes it has the most valid claim to bandwidth,
The TxRUM can carry information about the weight of the trunsmitter node, which can be
used by ncighboring nodes to calculate their respective shares of resources. Additionally,
the TxRUM may be sent out at a PSD or transmit power that proportional to a power level
at which data is transmitted. It will be appreciated that the TXRUM need not be
transmitted at a constant (e.g., high) PSD since only potentially affected nodes need to be
made awarc of transmitter’s condition,

10045] The RxRUM carrics weight information that is intended to convey to all
transmitters within “listening” range (e.g., whether they send data to the reeeiver or not)
the degree to which the receiver has been starved for bandwidth due to interference from
other transmissions. The weight may represent a degree of disadvantage and may be larger
when the receiver has been more disadvantaged and smaller when less disadvantaged. As
an example, if throughput is used to measure the degree of disadvantage, then one possible

relationship may be represented as:

I R .
RYRUM Weight = 0 _L)

aetuial
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where R represents the desired throughput, R,..., i$ the actual throughput being

rarget PR

achieved, and Q(x) represents the quantized value of x. When there is a single flow at the
receiver, then R may represent the minimum desired throughput for that flow, and

g
R, May represent the average throughput that has been achicved for that flow. Note that
higher value weights representing a greater degree of disadvantage is a matter of
convention. In & similar manncr, & convention where higher valuc weights represent lower
dogree of disadvantage may be utilized as long as the weight resolution logic is
appropriately modificd. For example, one could usc the ratio of actual throughput to target
throughput (the inverse of the example shown above) to calculate the weights.

[0046} When there are multiple flows at the receiver, with potentially different

R values, then the receiver may choosce to set the weight based on the most

rarg el

disadvaniaged flow, For cxample:

(gl
RxRUM Weight = Q] max jt—-']—f-'—
K\ wetuid

where j is the flow index at the receiver, Other options, such as basing the weight on the
sum of the flow throughput, may be performed as well. Note that the functional forms
used for the weights in the above description arc purely for illustration. The weight may be
calculated in a variety of different manners and using different metrics than throughputs.
According to a related aspect, the recciver can determine whether it has data outstanding
from a sender (e.g., a transmitter). This is true if it has received a request, or if it has
reccived a prior request that it has not granted. In this case, the receiver can send out an
RxRUM when Ryena 18 below Riarger.

{0047} A TxXRUM may carry a single bit of information canveying whether it is
present or not. A transmitter may set the TxRUM bit by performing a predefined series of
actions. For example, the transmitter can collect RXRUM:s it has rceently heard, including
a RxRUM from its own receiver if the receiver has sent one.  If the transmitter has not
received any RxRUMSs, it may send a request to its recciver without sending a TxRUM. If
the only RXRUM is from its own receiver, then the transmitter may send a request and a
TxRUM.
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10048] Alternatively, if the transmitter has reccived RxRUMS, including onc from
its own receiver, the transmitter may sort the RxRUMSs based on the RkRUM weights. If
the transmitter's own receiver has the highest weight, then the transmitter may send 2
TxRUM and a request. However, if the transmitter’s own receiver is not the highest
weight, then the transmitter nced not send a request or a TxRUM. In the cvent that the
transmitter's own receiver is one of several RxRUMS, all at the highest weight, then the
transmitter sends a TXRUM and request with probability defined by: 1/(all RxRUMs at
highest weight). According to another aspect, if the recciver has received RxRUMs that
do not include onc from its own recciver, then the transmitter may not send a request. Note
that the entire sequence of RxRUM processing described above can be applied even in the
case without TxRUMSs. In such a case, the logic is applied by a transmitter node to
determine whether to send a request to its receiver or not and if o, for what channels,
10049] Based on the requests and/or TxRUMS that a receiver hears, the receiver
may decide to grant a given request. When a transmitter has not made a request, the
recciver need not send a grant. If the receiver has heard TxRUMs, but none from a
transmitter that it is serving, then the receiver does not send a grant. 1f the receiver hears 2
TxRUM only from transmitters that it is serving, then it may decide to make a grant. If the
roceiver has heard TxRUMs from its own transmitter as well as from a transmitter that it is
not scrving, then two outcomes arc possible. For instance, if a running average of the
transmission ratc is at least Rugge, then the recciver docs not grant {e.g., it forces its
transmitter to be quict). Otherwisc the receiver grants with probability defined as 1.0/
(sum TxRUMs heard). Ifthe transmitter has been granted, the transmitter trangmits a data
frame that can be received by the receiver. Upon a successful transmission, both
transmitter and receiver update the average rate for the connection.

[0050] According to other aspects, scheduling actions can be programrued to
implement equal grade of service (EGOS) or other schemes for managing fairness and
quality of service among multiple transmitters and/or flows to a receiver. A scheduler usces
its knowledge of the rates received by its partner nodes to decide which nodes to schedule.
However, the scheduler can abide by the interference rules imposed by the medium access
channcl over which it operates. Specifically, the scheduler can obey the RUMs that it
hears from its ncighbors, For instance, on a forward link, a scheduler at an access point
(AP) may send requests to all access terminals (ATs) for which it has traffic, unless it is

blocked by RxRUMs. The AP may receive grants back from one or more of these ATs.
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An AT may not send a grant if it is superseded by a competing TxRUM. The AP may then
schedule the AT that has the highest priority, according to the scheduling algorithm, and
may trangmit.

[0051] On a reverse link, each AT that has traffic to send may request the AP. An
AT will not send a request if it is blocked by a RxRUM. The AP schedules the AT that has
the highest priority, according to the scheduling algorithm, while abiding by any TxRUMs
that it has heard in a previous slot. The AP then sends a grant to the AT, Upon receiving a
grant, the AT transmits.

[0052] Fig. 2 is an illustration of a methodology 200 for performing weighted fair
sharing of a wireless channel using resource utilization masks/messages (RUMs), in
accordance with one or more aspects described herein. At 202, a determination may be
made regarding a number of channels over which a node (e.g., an access point, an access
terminal, efc.) would prefer to transmit. Such determination may be bascd on, for instance,
need associated with a given amount of data to be transmitted, interference expericnced at
the node, or any other suitable parameter (e.g., latency, data rate, speetral efficiency, ee.)
At 204, one or more channels may be selected to achieve the desired number of channcls.,
Channel selection may be performed with a preference for available channels. For
instance, channcls that are known to have been available in a preceding transmission
period may be selected before channels that were occupicd in the preceding transmission
period. At 206, a request for the selected channcl(s) may be transmitted.  The request may
comprisc a bitmask of preferred channels over which a transmitter (e.g., a transmitting
nade, ...) intends to transmit data, and may be sent from the transmitter to a recciver (e.g.,
a receiving node, a cell phone, smartphone, wireless communication device, access point,
...). The request may be a request for a first plurality of channcls that were not blocked in
a most recent time slot, a request for a second plurality of channels if the first plurality of
channels is insufficient for data transmission, efe. The request message sent at 206 may
additionally be power-controlled io ensure a desired level of reliability at the receiver.
[0053] Accerding to other aspects, the determination of the number of channels
desired for a given transmission may be a function of a weight associated with the node, a
function of weights associated with other nodes requesting channcls, a function of a
number of channcls available for transmission, or any combination of the preceding
factors. For example, a weight may be a function of a number of flows through the node, a

level of interference expericnced at the node, efe.  According to other features, channel
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selection may comprise partitioning channels into one or more sets, and may be based in
part on a received resource utilization message (RUM) that indicates that one or more
channels in a set of channels is unavailable, The RUM may be evaluated to determine
whether a given channel is available (e.g., is not identified by the RUM). For cxample u
determination may be made that 4 given channel ig available if it is not listed in the RUM.
Another examplec is that a channel is deemed available even if a RUM was received for that
channel, but the advertised weight for that channcl was lower than the weight advertised in
the RUM sent by the node’s receiver.

[0054] Fig. 3 illustratcs a sequence of request-grant cvents that can facilitate
resource allocation, in accordance with one or more aspects described herein. A first series
of events 302 is depicted, comprising a request that is sent from a transmitier to 4 receiver.
Upon receiving the request, the receiver can send a grant message to the transmitier, which
grants all or a subset of channels requested by the transmitter. The transmitter may then
transnit data over some or all of the granted channels,

10055] According to a related aspect, a sequence of events 304 can comprise a
request that is sent from a fransmitter to a receiver. The request can include a list of
channels over which the transmitter would like to transmit data to the receiver. The
roceiver may then send a grant message to the transmitter, which indicates all or a subset of
the desired channcls have been granted. The transmitter may then transmit a pilot message
{o the receiver, upon receipt of which the recciver may transmit rate information back to
the transmitter, to facilitatc mitigating an undesirably low SINR. Upon receipt of the rate
information, the transmitter may proceed with data transmission over the granted channels
and at the indicated transmission rate,

{6056] According to a related aspect, a TXRUM may be broadcast by a transmitter
when the transmitter is unable to request adequate resources (e.g., where a transmitter
hears one or more RxR UMs that occupy most of the transmitter’s available channels),
Such a TxRUM may carry information about the weight of the transmitter node, which
may be used by necighboring nodes to calculate their respective shares of resources.
Additionally, the T<RUM may be sent out at a PSD proportional to a power level at which
data is transmitted. It will be appreciated that the TxRUM nced not be transmitted at a
constant (e.g., high) PSD since only potentially affected nodes need to be made aware of

transmitter’s condition.
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{0057} The sequence of events 302 and 304 may be performed in view of a
plurality of constraints that may be enforced during a communication cvent. For example,
the transmitter may request any channel(y) that have not been blocked by a RxRUM in a
previous time slot. The requested channels may be prioritized with a preference for a
successful channel in a most recent transmission cycle. In the event that there are
insufficient channels, the transmitter may request additional channels to obtain a fair sharc
thereof by sending TxRUMs to announce the contention for the additional channels. The
fair share of channels can then be determined according to the number and weights of
coniending ncighbors (e.g., nodes), in view of RxRUMS that have been heard.

10058} The grant from the receiver may be a subset of the channels listed in the
request, The receiver can be cndowed with authority to avoid channels exhibiting high
interference levels during s most recent transmission. In the event that the granied
channels are insufficient, the recciver may add channels (e.g., up to the transmitter’s fair
share) by sending ove or more RxRUMs. The transmitter’s fair share of channels can be
determined by, for instance, evaluating the number and weights of neighboring nodes, in
view of TxRUMs that have been heard (e.g., raceived).

10059] When transmitting, the transmitier may send data over the all or a subset of
channels granted in the grant message. The transmitter may reduce transmission power on
some or all channels upon hearing an RxRUM. In the cvent that the transmitter hears a
grant and multiplc RxRUMSs on a same channcl, the transmitter may transmit with
rcciprocal probability. For instance, if one grant and three RXRUMS are heard for a single
channel, then the transmitter may transmit with a probability of 1/3, er¢. (e.g., the
probability that the transmitter will employ the channel is 1/3).

[00640] According to other aspects, excess bandwidth may be allocated according to
a sharing scheme that is unfettered with regard to the above constraints. For instance,
weight-based scheduling, as described above, can facilitate weighted fair sharing of
resources. However, in a case wherce excess bandwidth is present, atlocation of resources
(e.g., above the minimum fair share), need not be constrained. For instance, a scenario
may be considered wherein two nodes with full buffers each have weights of 100 (e.g.,
corresponding to flow rates of 100 kbps), and are sharing a channel, In this situation, the
nodes can share the channcl equally. If they experience varying channcl qualitics, cach of
the two nodes may be granted, for example, 300 kbps. However, it may be desirable to

give only 200 kbps to node 1, in order to incrcase node 2°s share to 500 kbps. That is, in
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such situations, it may be desirable to share any excess bandwidth in some unfair fashion,
in order to achieve greater sector throughput. The weighting mechanism may be extended
in a simple manner to facilitate unfair sharing. For instance, in addition to the weight, each
node may also have a potion of its assigned rate, which information can be associated with
a service purchased by an AT. A node may continually update its average rate (over some
suitable interval) and can send out RUMs when its average throughput is below the
assigned rate to ensure that nodes will not vie for the excess resources beyond their
assigned rate, which can then be apportioned in other sharing schemes.

[0061] Fig. 4 is an illustration of scveral topologics that facilitate understanding of
request-grant schemes, in accordance with various aspects, The first topology 402 has
three links (A-B, C-D, E-F) in close proximity, where every node A-F can hear the RUM
from cvery other node. The second topology 404 has three links in a chain, and the middle
link (C-D) interferes with both outer links (A-B and E-F), while the outer links do not
interfere with cach other. The RUMSs may be simulated, according to this example, such
that the range of a RUM is two nodes. The third topology 406 comprises three links on the
right hand side (C-D, E-F, and G-H) that interfere with each other and can hear each
other’s RUMs. T he single link (A-B) on the left side only interferes with the link (C-D).
10062] According to various examples, for the topologies described above,
performance of three systems is described in Table 1, below. In a “Full Information”
scenario, the availabitity of a ReRUM with bitmask and weights, as well as a TxRUM with
bitmask and weights, is assumcd. In the “Partial Information” scenario, RxRUM with
bitrask and weights, and TsRUM with weights but no bitmasks, are assumed. Finally, in

the “RxRUM Alone” scenario, no TxRUMSs are sent out.

Fulil Tnfo Partial Info RxRUM alone
(RxRUM + TxRUM (RxRUM +
bitmask) TxRUM weight)
Conv: 4.6 cycles Conv: 9.1 cycles Conv: 10.3 cycles
Tonology 1 3 Y : 2 Oy
OPOOBY L | AB=0.33 AB=0328 AB =033
CD=0.33 CD=0.329 CD =0.33
EF =0.33 EF =0.325 EF = 0.33
. Conv: 3.8 cycles Conv: 5.4 cycles Conv: ncver
Fopology 2 : Y
POTORY 2 1 aB=05 AB=0.5 AB=0.62
CD=40.5 CD=05 CD =0.36
EF=0.5 EF =05 EF = 0.51
Topology 3 Conv: 5.5 cycles Conv: 9.3 cycles Conv: never
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AB = 0.67 AB = 0.665 AB = 0.77
CD =0.33 CD=0J33 CD =021
EF = 0.33 EF =033 EF =0.31
GH = 0.33 GH = 0.33 GH=10.31
Table 1.
[0063] As scen from Table 1, the Partial Info proposal is able to achieve fair share

of the weights at a small delay in convergence. The convergence numbers show the
number of cycles it takes for the schemes to converge to a stablc apportioning of the
available channels. Subsequently, the nodes may continue to utilize the same channels.
[0064] Fig. 5 is an illustration of a methodology 500 for managing interference by
employing a resource utilization message (RUM) that is transmitted at a constant power
spectral density (PSD), in accordance with onc or morc aspects presented herein, Request
messages, grant messages, and transmissions may be power controlled: however, a node
may nonetheless experience excessive interference that causes its signal-to-interference
noise ratio (SINR) levels to be unacceptable. In order to mitigate undesirably low SINR,
RUMs may be utilized, which can be receiver-side (R«RUM) and/or transmitter-side
(TxRUM). A RxRUM may be broadeast by a receiver when interference levels on the
receiver’s desired channels exceed a predetermined threshold fevel. The RxRUM may
contain a list of channels upon which the receiver desires reduced interference, as well as
node weight information. Additionally, the RxRUM may be transmitted at a constant
power spectral density (PSD). Nodes that “hear” the RxRUM (e.g., transmitters
contending with the recciver cmitting the RxRUM,) may react to the RxRUM, by stopping
their transmission, or by reducing the transmiited power.

[0065] For example, in ad hoc deployment of wireless nodes, a carrier-to-
interference ratio (C/1) may be undesirably low at some nodes, which can hinder successtul
transmission. It will be appreciated that interference levels employed to calculate C/1 may
comprise noise, such that C/I may similarly be expressed as C/(I+N), where N is noise. In
such cases, a receiver may manage interference by requesting that other nodes in the
vicinity either reduce their respective transmission powers or backoff completely from the
indicated channels. At 502, an indication of channels (e.g., in a multi-channel system)
that exhibit a C/1 that is below a first predetermined threshold may be generated. At 504, a
message may be transmitted, the message comprising information indicative of which

channels exhibit inadequate C/ls. For example, a first node (e.g., a recciver) may
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broadecast a RUM, along with a bitmask comprising information indicative of channels
having C/Is that are undesirably low. The RUM may additionally be sent at a constant
PSD that is known to all nodes in the network. In this manner, nodes with varying power
levels may broadeast with the same PSD.

[0066] The message (e.g., RUM) may be received by other nodes, at 506. Upon
receipt of the RUM, a sccond node (e.g., a transmitter) may utilize the PSD associated with
the RUM to calculate the radio frequency (RF) distance (e.g. channel gain) between itsclf
and the first nodc, at 508. The reaction of a given node to the RUM may vary according to
the RF distance, For instance, a comparison of the RF distance to a sccond predetermined
threshold may be performed at 510. If the RF distance is below the second predetermined
threshold (e.g., the fivst node and the second node are closc to each other), then the second
node can cease any further transmissions over channels indicated in the RUM in order to
mitigate interference, at 512, Alternatively, if the sccond node and the first node are
sufficiently distant from each other (e.g., the RF distance betwcen them is equal to or
greater than the second predetermined threshold when compared at 510), then the second
node can utilize the RF distance information to predict a magnitude of interference that
will be caused at the first node and that is attributable to the second node if the second
node were to continue to transmit over channels indicated in the RUM, at 514, At 516, the
predicted interference level may be compared to # third predetermined threshold level.
{0067 For cxample, the third predetermined threshold may be a fixed portion of a
target interference-over-thermal (10T) level, which is the ratio of interference noisc to
thermal noise power measured over a common bandwidth (e.g., approximately 25% of a
target IOT of 6 dB, or some other threshold Jevel). 1f the predicted interference is below
the threshold level, then the sccond node may continue transmitting over the channels
indicated in the RUM, at 520, If, however, the predicted interference is determined to be
cqual to or greater than the third predetermined threshold level, then at 518, the second
node may teduce its transmission power level until the predicted interference is below the
third threshold Ievel. In this manner, a single messape, or RUM, may be employed to
indicate interference over multiple channels. By causing interference nodes to reduce
power, affected nodes (e.g., receivers, access terminals, access points, ...) may reccive bits
successfully over a subset of the multiple channels, and nodces that reduce their

transmission power levels may also be permitted to continue their respective transmissions.
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[0068] With regard to Figs. 6 and 7, flexible medium access control may be
facilitated by permitting a receiver to communicate to one or more transmitters not only
that it prefers a collision avoidance mode of transmission, but also a measure of how
disadvantaged it is relative to other receivers. In third generation cellular MACs, 4 need
for interference avoidance across cells may be mitigated by employing a planned
deployment scheme. Cellular MACs generally achieve high spatial efficiency (bits/unit
arca), but planned deployment is expensive, time consuming and may not be well suited
for hotspot deployments. Conversely, WLAN systems such as those based on the 802.11
family of standards place very few restrictions on deployment, but cost and time savings
associated with deploying WLAN systems relative to cellular systems comes at the price of
increased interference robustness to be built into the MAC. For instance, 802.11 family
uses a MAC that is based on carrier sense multiple access (CSMA). CSMA,
fundamentally, is a “listen-before-trunsmit™ approach whercin # node intending to transmit
has to first “listen” to the medium, determine that it is idle, and then follow a backoff
protocol prior to transmission. A carrier sense MAC may lead to poor utilization, limited
fairness control, and susceptibility to hidden and exposed nodes.  In order to overcome
deficiencics associated with both planned deployment cellular systemns and with Wi-
Fi/WLAN systems, various aspects described with regard to Figs. 6 and 7 can employ
synchronous control channcl transmission (e.g. to sond requests, grants, pilots ctc),
cfficient usec of RUMs ( e.g., an RxXRUM may be sent by a recciver when it wants
interfering transmitters to backoff, a TxRUM may sent by a transmitter to let its intended
receciver and receivers that it interferes with know of its intention to transmit, ¢fc.), as well
as improved control channel reliability through reuse (e.g., so that multiple RUMs may be
decoded simultaneously at the receiver), ete.

[0069] In accordance with some features, RxRUMSs may be weighted with a
coefficient that is indicative of the degree of disadvantage of the receiver in serving its
transmitters, An interfering transmitter may then use both the fact that it heard an RxRUM
and the valuc of the weight associated with the RxRUM to determine a next action.
According to an example, when a recciver reccives a single flow, the receiver may send
RxRUM when

RST
R

<T,

attusl
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where RST (RUM sending threshold) is the throughput target for the flow, Rucun is the
actual achieved throughput calculated as a short-term moving average (e.g., through a
single-pole IIR filter, ...), and T is a threshold against which the ratio is compared. If the
receiver i8 unable to schedule its transmitter during a particular slot, the rate for that slot
may be assumed to be 0. Otherwise the achieved rate in that slot is a sample that may be
fed to the averaging filter. The threshold, T, can be set to unity so that whenever the actual
throughput falls below the target throughput, the weight is generated and transmitted.
[0070] A transmitter can “hear” an RxRUM if il can decode the RxRUM message,
A transmitter may optionally ignore the RxRUM message if it estimates that the
interference it will cause at the RxRUM sender is below a RUM rejection threshold (RRT).
In the instant MAC design, Rx/Tx RUMS, requests and grants may be sent on a control
channcl which has a very low reusc factor (e.g., 1/4 or smaller) to ensure that interference
impact on the control information is low. A transmitter may analyze the sct of RxRUMs
that is has heard, and, if an RxRUM heard from its intended receiver is the highest-weight
RxRUM, the transmitter may send a request with a TRRUM indicating to all receivers that
can hear the transmitter, (e.g., including its own receiver), that it has won the “contention”
and is entitled to usc the channel. Other conditions for sending a TxRUM, handling of
multipic RxRUMs of equal weight, handling of multiple TxRUMs, requests, efc., arc
described in greater detail with regard to Figs. 6 and 7, below. Sctting the RxRUM weight
and the corresponding actions at the transmitter permits a deterministic resolution of
contention, and thereby improved utilization of the shared medium and weighted fair
sharing through the setting of the RST. In addition to setting the RST, which controls the
probability of RxRUMSs being sent out, the setting of the RRT can facilitate controlling a
degrec to which the system operates in collision avoidance mode.

[0071] With regard to the RST, from a system cfficiency perspective, the RST may
be employed such that a collision avoidance protocol or a simultaneous transmission
protocol may invoked based on analysis of which protocol achieves a higher system
throughput for a specific uger configuration. From a peak-rate perspective or delay-
intolerant service, users may be permitted to burst data at & rate higher than that which may
be achicved using simultancous transmissions at the expense of system cfficiency.
Additionally, certain types of fixed rate traffic channels (e.g., control channels) may

require a specific throughput to be achieved, and the RST may be set accordingly.
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Moreover, certain nodes may have a higher traffic requirement due to aggregation of a
large traffic volume. This is particularly truc if a wireless backhaul is used in a tree-like
architecture and a receiver is scheduling a node that is close to the root of the tree.

[0072] One methodology to determine a fixed RST is to set the RST based on the
forward link cdge spectral efficiency achicved in planned cellular systems. The cell cdge
spectral efficicncy indicates the throughput that an edge user may achieve in a cellular
system when the BTS transmits to a given user, with the neighbors being on all the time,
This is so in order to ensurc that throughput with simultaneous transmissions is no worse
than cell edge throughput in a planned cellular system, which may be utilized to trigger a
transition into collision avoidance mode to improve throughput (e.g., over that which may
be achieved using simultaneous transmission mode). According to other features, RSTs
may be different for different users (e.g., users may subscribe to different levels of service
associated with different RSTy, ...)

[0073] Fig. 6 is an illustration of a methodology 600 for generating TxRUMSs and
requests to facilitate providing flexible medium access control (MAC ) in an ad Aoc
deployed wireless network, in accordance with one or more aspects. The TxRUM may
inform all receivers within the listening range that based on the RxRUMS a transmitter has
heard, the transmitter believes it is the one most entitled to bandwidth. A TxRUM carrics
a singlc bit of information indicating its presence, and a transmitter may sct the TxRUM
bit in the following manner. 4

[0074] At 602, the transmitter may determine whether it has just heard (e.g., within
a predetermined monitoring period, ...) onc or more RxRUMs, including an RxRUM from
its own receiver (for example, supposce A is communicating with B and interfercs with C
and D, then A may hear RXRUMSs from B, C and D, with B being its receiver), if it has
sent one (i.e. if B has sent onc in the running example). As described herein, a “node” may
be an access terminal or an access point, and may comprise both a receiver and a
transmitter. The usage of terminology such as “transmitter” and “recciver” in this
description should therefore be interpreted as “when a node plays the role of transmitter”
and “when a node plays the role of a recciver” respectively. If the transmitter has not
received any RxRUMS, then at 604 it sends a request to its receiver without scending a
TxRUM. If the transmitter has reccived at least onc RxRUM, then at 606 a determination

may be made regarding whether an RXRUM has been received from the transmitter’s own
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receiver (e.g., a receiver at the transmitter’s node, ...). If not, then at 608, a decision may
be made to refrain from transmitting 4 TRRUM and associated request,

10075] If the determination at 606 is positive, then at 610, a further determination
may be made regarding whether the RXRUM reccived from the transmitter’s own receiver
is the only R<RUM that has been heard. If so, then at 612, the transmitter may send a
TxRUM and a request to transmit. 1 the trangmitter has received multiple RxRUMs
including the RxRUM from its own receiver, then at 614, the transmitter may proceed to
sort the RXRUMs based on weights associated thercwith., At 616, a determination may be
made regarding whether the RxRUM received from the transmitier’s own receiver has a
highest weight (e.g., a greatest level of disadvantage) of all the received Rk<RUMs. 1F so,
then at 618, the transmitter may send both a TXRUM and a request to transmit. 1f the
determination at 616 is negative, then at 620, the transmitter may refrain from transmitting
the TxRUM a5 well as the request. In a scenurio in which the transmitter receives an
RxRUM from its own receiver as well a8 one or more other RxRUMSs and &all are of squal
weight, then the transmitter may send a TXRUM and request with probability 1/N, where N
is the number of RxRUMs having the highest weight. In onc aspect, the logic of Fig. 6 may
be applied without any TxRUMSs, but rather only requests, That is, the RxRUMSs control
whether a node can send a request for a particular resource or not.

[0076] “Disadvantage,” as used herein, may be determined as a function of, for
instance, a ratio of a target value to an actual value for a given node. For cxample, when
disadvantage is mcasurcd as a function of throughput, spectral cfficiency, data rate, or
some other parameter where higher values are desirable, then when the node is
disadvantaged, the actual value will be relatively lower than the target value. In such
casey, @ weighted value indicative of the level of disadvantage of the node may be a
function of the ratio of the target value to the actual value. In cases where the parameter
based upon which disadvantage is basced is desired to be low (e.g., latency,), a reciprocal of
the ratio of the target value to the actual value may be utilized to gencrate the weight, As
used herein, a node that is described as having a “better” condition relative to another node
may be understood to have a lesser level of disadvantage (e.g., the node with the better
condition has less interforence, less latency, a higher data rate, higher throughput, highcr
specetral efficiency, erc., than another nodce te which it is compared),

[0077] According to an example, transmitter A and transmitter C may transmit

simultancously (e.g., according to a synchronous media access control scheme wherein
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transmitters transmit at specified times and receivers transmit at other specified times), to
receiver B and receiver D, respectively. Receiver B may determine and/or have
predetermined an amount of interference that it is experiencing, and may send an RxRUM
to transmitters such as trangmitter A and transmitter C. Receiver I need not listen to the
RxRUM, as receiver D transmits at the same time as receiver B. To further the example,
upon hearing the RxRUM from receiver B, transmitter C may evaluate receiver B’s
condition as indicated in the RXRUM, and may compare its own condition (which may be
known to C or advertised by the RxRUM sent by D) to that of receiver B, Upon the
comparison, scveral actions may be taken by transmitter C,
[0078] For instance, upon a determination that transmitter C is experiencing a
lower degree of interference than receiver B, transmitter C may back off by refraining from
transmitting a requcst to transmit, Additionally or alternatively, transmitter C may
evaluate or determine how much interference it is causing at recciver B (e.g., in a case
where RxRUMSs from reccivers arc sent at a same, or constant, power spectral density.
Such a determination may comprisc estimating a channel gain to receiver B, selecting a
transmit power level, and determining whether a level of interference that would be caused
at receiver B by a transmission from transmitter C at the selected transmit power level
excceds a predetermined acceptable throshold interference level. Based on the
determination, transmitter C may opt to transmit at a power level that is equal to a previous
transmit power level or less.
{0079] In the cvent that transmitter C's condition (e.g., a level of disadvantage with
regard 10 scarcity of resources, interference, ...) is substantially equal to that of receiver B,
transmitter C may evaluate and/or address weights associated with RxRUMs it has heard.
For instance, if transmitter C has heard four RUMg having weights of, 3, 5, 5, and 3, and
the RxRUM heard from receiver B bears one of the weights of 5 (e.g., has a weight equal
to the heaviest weight of all RxRUMs heard by transmitter C), then C would send a request
with probability 1/3.
[0080] Fig. 7 illustrates a methodology 700 for gencrating a grant for a request to
transmit, in accordance with one or more aspects. At 702, a receiver may assess requests
and TxRUMs that it has recently heard or received (e.g., during a predefined monitoring
period, ...). 1f no requests have been received, then at 704 the receiver may refrain from
sending a grant message. If at least one request and TxRUM has been received, then at

706 a determination may be made regarding whether the received TxRUM(5) is/are from a
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{ransmitter that the receiver serves. If not, then at 708, the receiver may refrain from
sending a grant. If so, then at 710, the receiver may determine whether all received
TxRUMs arc from transmitters served by the receiver,

{0081) If the determination at 710 is positive, then a grant may be generated and
sent to one or more requesting transmitters, at 712, If the determination at 710 is negative
and the receiver has received a TXRUM from its own transmitter in addition to a TXRUM
from a transmitter that the receiver does not serve, then at 714, a determination may be
made regarding whether a running average of the transmission rate is greater than or equal
10 Ryyger. If the running average of the transmission rate is greater than or cqual to Riurgets
then at 716, the receiver may refrain from granting the requesled resources. I not, then at
718, the receiver may send a grant with a probability of 1/N, where N is a number of
TxRUMs received. In another aspect, TxRUMSs may include weights just as in RxRUMs
and when multiple T"RUMs arc heard, at least onc from one of its transmitters and one
from another transmitter, then granty are made based on whether the TxRUM with the
highest weight was sent by onc of its transmitters or not. In the event of a tie with multiple
TxRUMs at highest weight, including onc that came from one of its transmitters, a grant is
sent with probability m/N, where N is the number of TxRUMSs heard at highest weight, m
of which came from the recciver’s transmitters.

10082] According to rolated aspects, the recciver may periodically and/or
continuously assess whether it has data outstanding from a sender. This is truc if the
rcceiver has received a current request or if it has received a prior request that it has not
granted. In cither case, the receiver may send out an RxRUM whenever the average
transmission rate is below Ruge. Additionally, upon a grant of a transmitter’s request, the
transmitter may {ransmit a data frame, which may be received by the receiver. If there is
data outstanding for the transmitter-receiver pair, then both the transmitter and the recciver
may update the average ratc information for the connection.

{0083] Fig. 8 is an illustration of a methodology 800 for achieving fairness among
contending nodcs by adjusting a number of channcls for which to transmit a RUM
according to a level of disadvantage associated with a given node, in accordance with onc
or more aspcets. As described above with regard to preceding figures, an R<RUM is sent
out to indicatc that a recciver that it is experiencing poor communication conditions and
wants a reduction in the interference it faces. The RxRUM includes a weight, which

quantifies the degree of disadvantage that the node is experiencing. According to an
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aspect, the weight may be set equal to RST / average throughput. Here, RST is the average
throughput that the node desires. When 4 transmitting node hears multiple RxRUMs, it
may utilize respective weights to resolve the contention between them. [f the RxRUM
with the highest weight originated from the transmitter’s own receiver, then it may decide
to transmit. If not, the transmitter may refrain from transmitting.

[0084)] A TxRUM is sent out by the transmitter to announce an impending
transmission, and has two purposes. First, the TxRUM lets a receiver know that its
RxRUM won the local contention, so it may go schedule a transmission. Sccond, the
TxRUM informs other ncighboring reccivers of impending interference. When a system
supports multiple channels, the RUMS may carry a bitmask in addition to the weight. The
bitmask indicates the channels on which this RUM is applicable.

{0085) The RxRUM allows a node to clear interference in its immediate
neighborhood, since nodes that receive the RxRUM may be induced to refrain from
transmitting. While weights allow for a fair contention (e.g., a node with the greatest
disadvantage wins), having a multi-channel MAC may provide another degree of freedom,
The number of channels for which a node may send RxRUMs may be based on its degree
of disadvantage to nodes with very poor history to catch up more rapidly. When the
RxRUMs are successful and the transmission rate received by the node in response thereto
improvces its condition, the node may reduce the number of channels for which it sends
RxRUMSs. If, duc to heavy congestion, the RUMs do not succced initially and throughput
docs not improve, the nodc may increase the number of channcls for which it sends RUMs.
In a very congested situation, a node may become highly disadvantaged and may send
RxRUMs for all channels, thereby degenerating to the single carrier case,

[0086] According to the method, at 802, a level of disadvantage may be determined
for a nodc and & RUM may be generated to indicate the level of disadvantaue to other
nodes within listening range. For cxample, the level of disadvantage may be determined as
a function of a level of received service at the node, which may be impacted by various
parameters, such as latency, IOT, C/1, throughput, data rate, spectral cfficiency, erc. At
804, a number of channels for which to send the RUM may be selected, which may be
commensurate to the level of disadvantage (e.g., the greater the disadvantage, the greater
the number of channcls). The RUM may be transmitted for the channcls at 806. A quality
of service (QoS) may be measured for the node and disadvantage may be reassessed to

determine whether the node’s condition has improved, at 808, Based on the measured
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QoS, the number of channels for which a subsequent RUM s transmitted may be adjusted,
at 810. For instance, if the node’s QoS did not improve or worsened, then the number of
channels for which a subsequent RUM iy transmitted may be increased at $10 to improve
the Jevel of service received at the node. 1f the node’s QoS has improved, then at 810 the
number of channels for which a subsequent RUM is transmitted may be reduced to
conserve resources. The method may revert to 806 for further iterations of RUM
transmission, service cvaluation, and channel number adjustment. The decision on whether
to increase or decrease the number of channcls for which the RUM is sent may also be a
function of the QoS metric being used by the node. For cxample, increasing the number of
channels for which RUMs are sent (based on continued or worsening level of
disadvantage) may make sensc for throughput/data rate type metrics, but may not be so for
latency metrics.

{0087} According to related aspects, node-based and/or traffic-based priority may
be incorporated by allowing nodes with higher priority to commandecr a greater number of
channels than nodes of lower priority, For example, a disadvantaged video caller may
receive eight channels at once, while a similarly disadvantaged voice caller only receive
two carriers. A maximum number of channels that a node may obtain may also be limited.
The upper limit may be determined by the type of traffic being carried (e.g.. small voice
packets typically do not need more than a few channcls), the power class of the nede (e.g.,
a weak transmitter may not spread its power over too large a bandwidth), the distance to
the recciver and the resultant receive PSD, eze. In this manner, method 800 may further
reduce interference and improve resource savings. Still other aspects provide for
employing a bitmask to indicate a number of channels allocated to the node, For instance,
a 6-bit mask may be utilized to indicate that RUMs may be sent for up to six channels.
The node may additionally request that an interfering node refrain from transmifting over
all or a subset of the allocated subcarriers,

{0088] Fio. 9 is an illustration of an RxRUM transmission between two nodes at a
constant power spectral density (PSD), in accordance with onc or more aspects. When a
node experiences heavy interference, it may benefit from limiting the interference caused
by other nodes, which in turn permits better spatial reuse and improved fairness. In the
802.11 family of protocols, request-to-send (RTS) and clear-to-send (CTS) packets arc
employed to achieve fairness. Nodes that hear the RTS stop transmission and permit the

requesting node to successfully transmit the packet. However, ofien this mechanism
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results in a large number of nodes that are turned off unnecessarily. Furthermore, nodes
may send RTS and CTS at full power over the entire bandwidth, If some nodes had higher
power than others, then the range for RTS and CTS for different nodes could be different.
Thus, a low power node that may be interfered with strongly by a high power node may be
unable to shut off the high power node through RTS/CTS, because the high power node
would be out-of-range for the low power node. In such a case, the high power node is a
permanent “hidden” node to the low power node. Even if the low power node sends 4n
RTS or & CTS to one of its transmitters or receivers, it will not be able to shut off the high
power node. The 802.11 MAC, therefore, requires all nodes to have equal power. This
introduces limitations in performance, in particular from a coverage perspective,

10089] The mechanism of Fig. 9 facilitates broadeasting a RUM from a receiver at
a node that is experiencing an undesirably low SINR for one or more channels. The RUM
may be transmitted at u constant, known PSD, regardless of the transmit power capability
of the node und a receiving node may observe the received PSD and calculate a channel
gain between itself and the RUM-transmitting node. Once the channel gain is known, the
receiving node may determine an amount of interference that it is likely to cause (e.g.,
based in part on its own transmit power) at the RUM-transmitting node, and may decide
whether or not to temporarily refrain from transmitting.

[0690] In cases where nodes in a network have different transmit powers, nodes
that hear the RUM may decide whether to shut down bascd on their respective known
transmit powers and calculated channel gains. Thus, a low-power trangmitter nced not
unnecessarily shut down since it will not cause significant interference. In this manner,
only inferference-causing nodes may be shut down, thus mitigating the afore-mentioned
deficiencies of conventional RTS-CTS mechanisms.

{0091] For example, a first node (Node A) may receive an RXRUM from 2 second
nade (Node B) over a channel, . The RxRUM may be transmitted at a power level,
pRXRUM, and a received signal value, X, may be evaluated such that X is equal to the sum
of the channel, 4, multiplied by the transmission power, pRxRUM, plus noise. Node A
may then perform a channel estimation protocol to estimate /2 by dividing the received
signal value, X, by pRYRUM. If node B’s weight higher than node A’s woight, then Node
A may further cstimate interference that a Node A transmission may causc to Node B, by

multiplying the channel estimate by a desired transmit power (pa), such that:
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L= Ry * py

where 1, is the interference caused by node A at node B.

[0092] According to an example, cansider a sysiem wherc maximum transmission
power, M, is determined to be 2 Watts, and minimum transmission bandwidth is 5 MHz,
then a maximum PSD is 2 Watts/5 MHz, or 0.4 W/MHz. Suppose the minimum transmit
power in the system is 200mW. Then, the RUM is designed to have a range such that is
cqual to the range of the maximum allowed PSD in the system. This power spectral density
for the 200mW transmitter and data rate for the RUM arc then chosen to cqualize those
ranges. It will be understood that the foregoing example is present for illustrative
purposes and that the systems and/or methods described herein arc not limited to the
specific values presonted above, but rather may utilize any suitable values.

10093] Fig. 10 is an illustration of a methodology 1000 for employing a constant
PSD for RUM transmission to facilitate estimating an amount of interference that will be
caused by a first node at a second node, in accordance with one or more aspects. At 1002, a
first node may receive an RxRUM, at a known PSD, from a second node. At 1004, the
first node may calculate channel gain between itself and the second node based on the
known PSD, At 1006, the first node may employ a transmission PSD associated with its
own transmissions to cstimate an amount of interference the first node may causc at the
sccond node, bascd at least in part on the channel gain calculated at 1004, The interference
cstimate may be compared to a predetermined threshold value, at 1008, to determine
whether the first node should transmit or refrain from transmitting. If the estimate is
greater than the predetermined threshold, then the first node may refrain from transmitting
(this could include either transmitting data or transmitting a request), at 1012, If the
cstimate is less than the predetermined threshold, then the first node may transmit, at 1010,
because it does not substantially interfere with the second node. Tt will be appreciated that
the RxRUM transmitted by the second node may be heard by multiple receiving nodes
within a given proximity to the second node, cach of which may perform method 1000 to
evaluate whether not it should transmit.

[0094] According to another cxample, a sccond node may transmit at, for instance,
200 milliwatts, and a first node may transmit at 2 Watts.  In such a casc, the sccond node
may have a transmission radius of r, and the first node may have a transmission radius of

10r. Thus, the first node may be positioned up to 10 times further away from the sccond



WO 2007/056630 PCT/US2006/060282
29

node than the second node typically transmits or receives, but may still be capable of
interfering with the second node because of its higher transmission power. In such a case,
the second node may boost its transmit PSD during RxRUM transmission to ensure that
the first node receives the RxRUM. For cxample, the second node may transmit the
RxRUM at a maximum allowable PSD, which may be predefined for a given network.
The first node may then perform method 1000 and determine whether or not to transmit, as
described above.

[0095] Fig. 11 illustrates a methodology 1100 for responding to interference
control packets in a planned and/or ad hoe wireless communication environment, in
accordance with various aspects. At 1102, an RxRUM from a first node may be received
at a second node. At 1104, a metric value may be gencrated based at least in part on
predetermined values associated with the RUM, For instance, when a RUM is received at
1102, the receiving node (e.g., the second node) knows or may determine the
RUM_Rx_PSD by estimating the RUM received power, RUM_Tx_PSD (a known
constant of the system), and Data_Tx_PSD (the PSD at which the RUM recciving node
would like to transmit its data). RUM_Tx_PSD and RUM_Rx_PSD are also quantified in
dBm/Hz, where the former is a constant for all nodes and the latter depends on channel
gain. Similarly, Data_Tx_PSD is measured in dBm/Hz and may be dependent on the

power class associated with the node. The metric generated at 1104 may be cxpressed as:
metric = Datu_Tx _PSD+(RUM _Rx_PSD—RUM _Tx_ PSD)

which represents an cstimate of the possible interfercnce that the RUM-transmitting node
(e.g., for a TXRUM) or the RUM-receiving node (e.g., for an RxRUM) may causc at the
other node..

10096] At 1106, the metric value may be compared to a predetermined RUM
rejection threshold (RRT) that is defined in dBm/Hz. If the metric is greater than or cqual
to RRT, then the second node may respond to the RUM at 1108, If the metric is less than
RRT, then the second node may refrain from responding to the node (e.g., because it will
not substantially interfere with the first node)), at 1110, The response to the RUM at 1108
may remove interference related to an interference-over-thermal (I0T) ratio that is greater

than a predefined value, Q, which is measured in decibels, over thermal noise &, , which
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is measured in dBm/Hz (e.g., such that the mesic 2 Q+ N, ). Inorder to assurc that all
substantial potential interferers are silent, RRT may be sct such that RRT = Q+ N,. It is
to be noted that the task of determining if the RRT threshold would be met or not is
undertaken by the RxRUM receiving node only when the advertised weight on the RUM
indicates that the RUM sender has a greater degree of disadvantage than the RUM
recipient.
[0097] Kig. 12 is an illustration of a methodology 1200 that for generating an
RxRUM, in accardance with various aspects described above, At 1202, a RUM may be
generated at a first node, wherein the RUM comprises information that indicatcs that a first
predetermined threshold has been met or excecded. The first predetermined threshold may
represent, for instance, a level of interference over thermal noise (10T), a data rate, a
carrier-to-interference ratio (C/1), a level of throughput, a level of spectral efficiency, a
level of latency, or any other suitable measure by which a service at the first node may be
measured. At 1204, the RUM may be weighted in order to indicate a degree to which a
second predetermined threshold has been excecded. According to some aspects, the
weight value may be a quantized value.
{0098] The sccond predetermined threshold may represent for instance, a level of
interference over thermal noise (I0T), a-data rate, a carricr-to-interference ratio (CM, a
level of throughput, a level of spectral efficiency, a level of latency, or any other suitablc
measure by which a level of service at the first node may be measured. Although the first
and sccond predetermined thresholds may be substantially equal, they need not be.
Additionally, the first and second predetermined thresholds may be associated with
different parameters (e.g.: 10T and C/1, respectively; latency and data rate, respectively; or
any other permutation of the described parameters). At 1206, the weighted RUM may be
transmitted to one or more other nodes.
[0099] Fig. 13 is an illustration of a methodology 1300 for responding to one or
morc received RxRUMs, in accordance with one or more aspects. At 1302, an RxRUM
may be received at a first node from a second (or morc) node(s). The RxRUM may
comprise information related to a condition of the sccond nodc (e.g., a level of
disadvantage, as described above), which may be utilized by the first node at 1304 to

determine the condition of the second node. At 1306, the condition of the second node
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may be compared to the condition of the first node. The comparison may permit a
determination of whether to transmit data, at 1308,

[60100] For instance, if the comparison indicates that the condition of the first node
is better than that of the second node, then the first node may refrain from sending data
(e.g., to back off and permit the more disadvantage sccond node to communicate more
effectively). Additionally or alternatively, if the condition of the first node is better than
that of the second node, the first node may proceed to determine a level of interference that
the first node may cause at the second node, as described above with regard to Fig 10,
Such a determination may comprise, for instance, utilizing a known constant power ar a
known constant power spectral density at which the second node transmitted the RxRUM,
estimating a channel gain between the first and second nodes, selecting a transmission
power level for transmission from the first node to the second node, estimating a level of
interfercnce that a transmission at the selected power level would cause at the second node,
and determining whether the estimated interference level exceeds a predetermined
acceptable interference threshold level,

100101} In the event that the comparison indicates that the first node’s condition is
worse than the sccond node’s condition, the first node may select to ignore the RUM,
According to another aspect, in the cvent that the first node and the second node have
substantially cqual conditions, a weight-handling mcchanism may be employed, as
described above with regard to Fig. 6. According to still other aspects, information
contained in the RUM may be utilized to generale & metric value that may be compared to
a RUM rejection threshold (RRT) to determine whether or not to respond to the RUM, as
described with regard to Fig. 11. According to still other aspects, upon a determination to
transmit data at 1308, such transmission may comprise sending communication data over a
first channel, transmitting a request-to-send message over the first chunnel, and/or sending
a request-to-send message over a second channel, which requests to send data over the first
channcl,

[00102] In another aspect, additional information may be included along with a
request to help a scheduler know the outcome of RxXRUM processing at the node. For
cxample, suppose A transmits data to B and C to D. Supposc B and D both send out
RxRUMs, but the weight used by B is higher (morc disadvantaged) than D. Then, A would
send a request to B (since it processed the received RxRUMSs and concluded that its

receiver, viz, B, is most disadvantaged) and include a “Best” bit, indicating that it won
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contention and should be scheduled expeditiously as it may not kecp winning in the future.
By contrast, C would process the RUMSs and conclude that it cannot request. However, it
may let D know that even though it cunnot be scheduled currently, it has data to send and
D should persist in sending RxRUMs. For example, if D does not hear any requests, it
may erroncously conclude that none of its transmitters have any data to send and may stop
sending RxRUMs. To prevent this, C sends a “request” with an indication that it is
“blocked” by RxRUMs from others. This will serve as an indication to D to not schedule
C currently, but keep sending RxRUMs in the hope that C will win contention at some
point.

[00103] Fig. 14 shows an exemplary wireless communication system 1400. The
wircless communication system 1400 depicts one base station and one terminal for sake of
brevity. However, it is 1o be appreciated that the system can include more than onc base
station and/or more than one terminal, wherein additional base stations and/or terminals
can be substantially similar or different for the exemplary base station and terminal
described below. In addition, it is to be appreciated that the base station and/or the
terminal can employ the methods (Fig. 2, 5-8, and 10-13) and/or systems (Figs. 1, 3,4, 9,
and 15-18) described herein to facilitate wireless communication there between. For
example, nodes in the system 1400 (e.g., base station and/or terminal) may store and
execute instructions for performing any of the above-described methods (e.g., generating
RUMS, responding to RUMs, determining node disadvantage, sclecting a number of
subcarricrs for RUM transmission, ...) as well as data associated with performing such
actions and any other suitable actions for performing the various protocols described
herein.

[00104] Referring now to Fig. 14, on a downlink, at access point 1405, a transmit
(TX) data processor 1410 receives, formats, codes, interleaves, and modulates (or symbol
maps) traffic data and provides modulation symbols (*‘data symbols™). A symbol
modulator 1415 reccives and processes the data symbols and pilot symbols and provides a
stream of symbols. A symbol modulator 1420 multiplexes data and pilot symbols and
provides them to a transmitter unit (TMTR) 1420. Each transmit symbol may be a data
symbol, a pilot symbol, or a signal value of zero. The pilot symbols may be scnt
continuously in cach symbol period. The pilot symbols can be frequency division

multiplexed (FDM), orthogonal frequency division multiplexed (OFDM), time division
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multiplexed (TDM), frequency division multiplexed (FDM), or code division multiplexed
(CDM),
[00105] TMTR 1420 receives and converts the stream of symbols into one or more
analog signals and further conditions (e.g., amplifies, filters, and frequency upconverts) the
analog signals to generate a downlink signal suitable for transmission over the wireless
channel. The downlink signal is then transmitied through an antenna 1425 to the
terminals. At terminal 1430, an antenna 1435 receives the downlink signal and provides a ‘
received signal to a receiver unit (RCVR) 1440. Recciver unit 1440 conditions (e.g.,
filters, amplifies, and frequency downconverts) the reccived signal and digitizes the
conditioned signal to obtain samples. A symbol demodulator 14435 demodulates and
provides received pilot symbols to a processor 1450 for channe! estimation. Symbol
demodulator 14435 further receives a frequency response estimate for the downlink from
processor 1450, performs daty demodulation on the received data symbols to obtain data
symbol estimates (which are estimates of the transmitted data symbols), and providey the
data symbol estimates to an RX data processor 1455, which demodulates (i.e., symbol
demaps), deinterleaves, and decodes the data symbol cstimates to recover the transmitted
traffic data, The processing by symbol demodulator 1445 and RX data processor 1455 is
complementary to the processing by symbol modulator 1415 and TX data processor 1410,
respectively, at access point 1405,
100106} On the uplink, a TX data processor 1460 processes traffic data and provides
data gymbols. A symbol modulator 1465 recectves and multiplexes the data symbols with
pilot symbols, performs modulation, and provides a stream of symbols. A transmitter unit
1470 then receives and processes the strcam of symbols to generate an uplink signal, which
is transmitted by the antenna 14335 to the uccess point 1405.
{00167] At access point 1405, the uplink signal from terminal 1430 is received by
the antenna 1425 and processed by a receiver unit 1475 to obtain samples. A symbol
demodulator 1480 then processcs the samples and provides received pilot symbols and
data symbol estimates for the uplink. An RX data processor 1485 processes the data
symbol estimates to recover the traffic data transmitted by terminal 1430, A processor
1490 performs channcl cstimation for cach active terminal transmitting on the uplink.
Multiple terminals may transmit pilot concurrently on the uplink on their respective

assigned sets of pilot subbands, where the pilot subband scts may be interlaced.
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[00108) Processors 1490 and 1450 direct (e.g., control, coordinate, manage, ezc.)
operation at access point 1405 and terminal 1430, respectively, Respective processors
1490 and 1450 can be associated with memeory units (not shown) that storc program codes
and data. Proccssors 1490 and 1450 can also perform computations to derive frequency
and impulse response estimatcs for the uplink and downlink, respectively.

100109] For a multiple-access system (e.g., FDMA, OFDMA, CDMA, TDMA, etc.),
multiple terminals can transmit concurrently on the uplink. For such a system, the pilot
subbands may be shared among different terminals. The channel estimation techniques
may bec used in cases where the pilot subbands for cach terminal span the entire operating
band (possibly except for the band edges). Such a pilot subband structure would be
desirable to obtain frequency diversity for each terminal. The techniques described herein
may be implemented by various means, For example, these techniques may be
implemented in hardware, software, or a combination thercof. For a hardware
implementation, the processing units used for channel cstimation may be implemented
within one or more application specific intcgrated circuits (ASICs), digital signal
processors (DSPs), digital signal processing devices (DSPDs), programmable logic devices
(PLDs), ficld programmable gate arrays (FPGAS), processors, controllers, micro-
controllers, microprocessors, other electronic units designed to perform the functions
desceribed herein, or a combination thercof. With software, implementation can be through
means (¢.g., procedures, funclions, and so on) that perform the functions described herein.
The software codes may be stored in memory unit and cxecuted by the processors 1490
and 1450,

106110} For a software implementation, the techniques described herein may be
implemented with modules/means (e.g., procedures, functions, and so on) that perform the
functions described herein. The software codes may be stored in memory units and
executed by processors. The memory unit may be implemented within the proccessor or
external to the processor, in which case it can be communicatively coupled to the processor
via varjous means as is known in the art,

{00111} Now turning to Fips. 15-18 and to the various modules described with
regard thercto, it will be appreciated that a module for transmitting may comprisc, for
cxample, a transmiticr, and/or may be implemented in a processor, ere. Similarly, a
module for receiving may comprise a receiver and/or may be implemented in a processor,

ete. Additionally, a module for comparing, determining, calculating, and/or performing
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other analytical actions, may comprise a processor that executes instructions for
performing the various and respective actions.

[00112) Fig. 15 is an illustration of an apparatus 1500 that facilitates wireless data
communication, in accordance with various aspects, Apparatus 1500 is represented as a
series of interrelated functional blocks, which can represent functions implemented by a
processor, software, or combination thereof (e.g., firmware)., For example, apparatus 1500
may provide modules for performing various acts such as are described above with regard
to various figures, Apparatus 1500 comprises a module for determining 1502 a number of
channcls desired for transmission. The determination may be performed as a function of a
weight associated with a node in which the apparatus is employed, a weight associated
with one or more other nodes, a number of channcls available for transmission, efc,
Additionally, each weight may be a function of a number of flows supported by the node
associated with the weight. Additionally or alternatively, a given weight may be a function
of interference experienced by the node,

[00113] Apparatus 1500 additionally comprise a module for selecting 1504 that
selects channels for which the node may transmit a request. Module for selecting 1504
additionally may evaluate a received resource utilization message (RUM) to determine
which channecls are available and which are not. For instance, cach RUM may comprise
information associated with unavailable channels, and the module for selecting 1054 may
determing that a given channcl that is not indicated by the RUM is available. A module for
scnding 1506 may transmit a request for at least one channcl selected by modulce for
selecting 1504, It will be appreciated that apparatus 15300 may be employed in an access
point, an access terminal, efc., and may comprise any suitable functionality to carry out the
various methods described herein.

[00114] Fig. 16 i an illustration of an apparatus 1600 that facilitates wircless
communication using resource utilization messages (RUMSs), in accordance with onc or
morc aspects. Apparatus 1600 is represented as a serics of interrclated functional blocks,
which can represent functions implemented by a processor, software, or combination
thercof (e.g., firmware). For example, apparatus 1600 may provide modules for
performing various acts such as arc described above with regard to previous figures.
Apparatus 1600 compriscs a module for determining 1602 that determines a level of
disadvantage for a node, and a module for gencrating a RUM 1604 that gencrates a RUM

if module for determining 1602 determines that a level or received service at the node is at
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or below a predetermined threshold level. A medulc for selecting 1606 may select one or
more resources for which to send the RUM, and module for generating the RUM 1604
may then indicate such channels in the RUM. A module for transmitting 1608 may then
transmit the RUM,

[00115) Module for selecting resources 1606 may adjust a number of selected
resources for which subsequent a subsequent RUM is transmitted based on a determination
by module for determining 1602 that the level of received service has improved in
response to a previous RUM. For instance, in such a scenario, module for selecting 1606
may reducc a number of resources indicated in a subsequent RUM in responsc to an
improved level of received service at the node, and may increase a number of sclected
resources in responsc to a decreased or static level of received service. According to other
aspects, module for determining 1602 may determine the level of received service at the
node as a function of one or more of interference-over-thermal noise, latency, data rate
achieved at the node, spectral cfficicncy, throughput, carrier-to-interference ratio, or any
other suitable parameter of service reccived at the node. Tt will be appreciated that
apparatus 1600 may be employed in an access point, an access terminal, efc., and may
comprise any suitable functionality to carry out the various methods described herein.
100116] Fig, 17 is an illustration of an apparatus 1700 that facilitates generating a
resource utilization message (RUM) and weighting the RUM to indicate a level of
disadvantage, in accordance with various aspects. Apparatus 1700 is represented as a
scrics of interrelated functional blocks, which can ropresent functions implemented by a
processor, software, or combination thercof (e.g., firmware). For cxample, apparatus 1700
may provide modules for performing various acts such as are described above with regard
to various figures described above. Apparatus 1700 comprises module for generating a
RUM 1702, which may generate a RUM that indicates that a first predetermined threshold
has been exceeded. The first predetermined threshold may be associated with and/or
represent a threshold tevel of interference over thermal noise (10T), a data rate, a carrier-
to-interference ratio (C/1), a level of throughput, a level of spectral efficiency, a level of
latency, erc.

[00117] Apparatus 1700 may additionally comprisc a module for weighting the
RUM 1704, which may weight the RUM with a valuc indicative of a degree lo which a
second predetermined threshold has been exceeded, which may comprise determining a

ration of an actual value of a parameter (e.g., interference over thermal noise (107T), a data
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rale, a carrier-to-interference ratio (C/1), a level of throughput, a level of spectral
cfficiency, a level of latency, erc.) achieved at the node to a target, or desired, valuc.
Additionally, the weighted value may be a quantized value. It will be appreciated that
apparatus 1700 may be cmployed in an access point, an access terminal, erc., and may
comprise any suitable functionality to carry out the various methods described herein.
[00118] Fig. 18 is an illustration of an apparatus 1800 that facilitates comparing
relative conditions at nodes in a wireless communication environment to determine which
nodes arc most disadvantaged, in accordance with one or more aspects. Apparatus 1800 is
represcnied as a scries of interrelated functional blocks, which can represent functions
implemented by a processor, software, or combination thereof (e.g., firmware). For
example, apparatus 1800 may provide modules for performing various acts such as arc
described above with regard to various figures. Apparatus 1800 may be employed in a
first node and compriscs a module for receiving RUMs 1802 that receives RUMs from at
least one second node. Apparatus 1800 may additionally comprise a module for
determining 1804 that determines a condition of the sccond node based on information
associated with a RUM received from the second node, and a module for comparing 1806
that compares a condition of the first node to the determined condition of the second node.
The module for determining 1804 may then further determine whether to transmit data
over a first channcl based on the comparison.

{00119] According to various other aspccets, the determination of whether to transmit
may be based on whether the first node’s condition is better, substantially equal to, or
worse than the sccond node’s condition. Additionally, the module for determining 1804
may transmit a data signal over ihe first channel, a request-to-send message over the first
channel, or a request-to-send message over a second channel. In the latter case, the
request-to send message sent over the second channel may comprise a request to transmit
data over the first channel. It will be appreciated that apparatus 1800 may be employed in
an access point, an access terminal, ere., and may comprise any suitable functionality to
carry out the various methods described herein,

[00120] What has been described above includes examples of one or more aspects.
It is, of course, not possible to describe every conceivable combination of componcents or
mcthodologics for purposcs of describing the aforementiioned aspects, but onc of ordinary
skill in the art may recognize that many further combinations and permutations of various

aspects are possible. Accordingly, the described aspects are intended to embrace all such
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alterations, modifications and variations that fall within the spirit and scope of the
appended claims. Furthermore, to the extent that the term “includes™ is used in either the
detailed description or the claims, such term is intended to be inclusive in a manner similar
to the term “comprising” as “comprising” is interpreted when employed as a transitional

word in a claim,
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CLAIMS
What is claimed is:
I, A method of wireless data communication, comprising:

determining a number of channcls desired for a transmission from a nodc;
selecting channels, whercin available channcls are selected before unavailabie
channels; and

sending a request for a set of at Jeast one selected channel.

2, The method of claim 1, wherein the determination is a function of a weight
associated with the first node, weights associated with other nodes requesting the channels

for data transmission, and a number of channels,

3. The method of claim 2, wherein cach weight is a function of a number of flows

supported by its respective node.

4, The method of claim 2, wherein cach weight is a function of a level of interference

expericnced by its respective node,

5. The method of claim 1, whercin selecting channels comprises partitioning channels
into one or more sets of channels, and receiving a resource utilization message (RUM) that

indicates that a subsct of the sct of channels is unavailable.

6. The method of claim 5, further comprising evaluating the RUM to assess whether a

given channel is available or unavailable.

7. The method of claim 5, further comprising parsing each channel in the set of

channels into onc or morc timeslots.

8. The mcthod of claim 5, further comprising parsing each channcl in the sct of

channels into one or more subcarriers.
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9. The method of claim 5, further comprising parsing each channel in the set of

channels into one or more subcarriers and into one or more time slots.

10.  The method of claim I, further comprising determining whether a given channel is

available if no RUMs are received for the given channel.

Il.  The method of claim 1, wherein the node comprises an access point,

12 The method of claim 1, wherein the node comprises an access terminal.

13, An apparatus that facilitates wircless data communication, comprising;:

a determining module that determines a number of channels desired for a
transmission from a node;

a selecting module that selects channels, wherein available channels are selected
before unavaitable channels; and

a transmitting module that sends a request for a set of at least one selected channel,

14, The apparatus of claim 13, wherein the determination is a function of a weight
associaled with the node, weights associated with other nodcs requesting the channels for

data transmission, and a number of channels,

15. The apparatus of claim 14, wherein each weight is a function of a number of flows

supported by its regpective node.

16. The apparatus of claim 14, whercin each weight is a function of a level of

interference experienced by its respective node.

17, The apparatus of claim 13, wherein the selecting module partitions channels into
one or more sets of channcls, and reccives a resource utilization message (RUM) that

indicates that a subsct of the sct of channels is unavailable.
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18, The apparatus of claim 17, wherein the sclecting module evaluates the RUM to

assess whether a given channel is available or unavailable.

19.  The apparatus of claim 17, wherein the selecting module parses cach channel in the

get of channels into one or more timeslots.

20.  The apparatus of claim 17, wherein the selecting modules parsing cach channel in

the set of channels into one or more subcarriers.

21, The apparatus of claim 17, wherein the selecting module parses cach channel in the

set of channels into one or more subcarriers and into one or more time slots.

22.  The apparatus of claim 13, wherein the selecting module determines whether a

given channel is available if no RUMs arc reccived for the given channel.

23, The apparatus of claim 13, wherein the node comprises an access point.
24, The apparatus of claim 13, wherein the node comprises an access terminal.
25. An apparatus that facilitates wircless data communication, comprising:

means for determining a number of channcls desired for a transmission from a
node;

means for sclecting channels, wherein available channels are sclected before
unavailable channels; and

means for sending a request for a sct of at least one selected channel.

26. The apparatus of claim 23, wherein the determination is a function of a weight
associatcd with the first node, weights associated with other nodes requesting the channels

for data transmission, and a number of channcls.

27. The apparatus of claim 26, wherein cach weight is a function of a number of flows

supported by iis respective node.
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28.  The apparatus of claim 26, wherein each weight is a function of a level of

interference expericnced by its respective node.

29.  The apparatus of claim 25, wherein the means for selecting channels partitions
channels into one or more scts of channels, and receives a resource utilization message

(RUM) that indicates that a subset of the set of channels is unavailable.

30.  The apparatus of claim 29, wherein the means for selecting channels evaluates the

RUM to asscss whether a given channel is available or unavailable.

31.  The apparatus of claim 29, wherein the means for selecting channels parses each

channel in the set of channcls into one or more timeslots.

32, The apparatus of claim 29, wherein the means for sclecting channels parses cach

channel in the set of channels into one or more subcarriers,

33, The apparatus of claim 29, wherein the means for selecting channels parses each

channel in the set of channels into one or more subcarriers and into one or more time slots.

34, The apparatus of claim 25, wherein the means for sclecting channcls determines

whether a given channel is available if no RUMS arc received for the given channel.

35.  The apparatus of claim 25, wherein the node compriscs an access point.,
36.  The apparatus of claim 23, wherein the node compriscs an access terminal.
37, A machine-readable medium comprising instructions for data transmission,

wherein the instructions upon execution cause the machinc to:
determine a number of channels desired for a transmission from a node;
sclect channels, wherein available channels are selected before unavailable
channcls; and

send a request for a set of at least onc sclected channel.
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38, A processor that facilitates data transmission, the processor being configured to:
determine a number of channels desired for a transmission from a node;
sclect channels, wherein available channels are selected before unavailable
channels; and

send a request for a set of at least one selected channel.
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