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FIG. 1

(57) Abstract: Systems and methods for controlling a swarm of mobile robots are disclosed. In one aspect, the robots cover a do-
main of interest. Each robot receives a density function indicative of at least one area of importance in the domain of interest, and
calculates a velocity vector based on the density function and a displace vector relative to an adjacent robot. Each robot moves to the
area of importance according to its velocity vector. In some aspects, the robots together perform a sequence of formations. Each ro -
bot mimics a trajectory as part of its performance by switching among a plurality of motion modes. Each robot determines its next
motion mode based on a displacement vector relative to an adjacent robot.
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CONTROL OF SWARMING ROBOTS

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application claims the benefit of U.S. Provisional Patent Application Serial No.
61/988,345, entitled “Density-Based Manipulation of Teams of Robots,” filed on May 5 2014,
and U.S. Provisional Patent Application Serial No. 61/988,817, entitled “Adaptive Interactions
for Swarming Robots,” filed on May 5 2014, both of which are incorporated herein by

reference in their entirety as if fully set forth below.

TECHNICAL FIELD DISCLOSED

[0002] Embodiments of the disclosed technology generally relate to multi-robot or
multi-agent control. More particularly, the disclosed technology relates to control of a swarm
of robots using time-varying density functions. The disclosed technology also relates to control

of a swarm of robots to perform a sequence of formations.

BACKGROUND DISCLOSED

[0003] Coverage control is one area of multi-robot or multi-agent control that has received
significant attentions. Coverage control is concerned with how to position robots in such a
way that “surveillance” of a domain of interest is maximized, where areas of importance within
the domain of interest are associated with a density function. The focus of existing coverage
algorithms have largely been on static density functions, which does not provide a flexible
solution for a dynamically changing environment, for example, when the areas of importance
within the domain of interest change. Also, in the existing coverage algorithms, each robot
knows the positions of all robots in the multi-robot system. As a result, the existing system
may be prone to crash when handling a large number of robots.

[0004] To date, relatively little work has been done on coverage with time-varying density
functions. In J. Cortes, S. Martinez, T. Karatas, and F. Bullo, “Coverage control for mobile
sensing networks: Variations on a theme,” in Mediterranean Conference on Control and
Automation, Lisbon, Portugal, 2002, Electronic Proceedings, the time-varying case was
investigated under a set of simplifying assumptions on the density functions. However, those
assumptions do not hold in general and their violations may even cause the algorithm to break
down. Another stab at the problem was pursued in L. C. A. Pimenta, M. Schwager, Q.

Lindsey, V. Kumar, D. Rus, R. C. Mesquita, and G. A. S. Pereira, “Simultaneous coverage and
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tracking (scat) of moving targets with robot networks.” in WAFR, ser. Springer Tracts in
Advanced Robotics, vol. 57. Springer, 2008, pp. 85-99., where time-varying density functions
were used as a means to track moving targets. However, formal guarantee of achieving
coverage were absent from these existing attempts.

[0005] Thereis a need for a reliable, robust and flexible solution with optimal coverage when
human operators wish to adaptively interact with a team of robots through a dynamic
re-shaping of the density functions. There is also a need for an optimal control solution for a

multi-robot switched autonomous system.

BRIEF SUMMARY DISCLOSED

[0006] The disclosed technology relates to controlling a swarm of robots. One aspect of the
disclosed technology relates to a multi-robot system for covering a domain of interest. The
system may include a plurality of mobile robots together covering the domain of interest.
Each robot may include a memory storing data representative of the domain of interest. Each
robot may include a sensor for detecting relative distance and angle measurements of an
adjacent robot. Each robot may include a processor coupled to the sensor. The processor
may receive from the sensor data representative of the relative distance and angle
measurements of the adjacent robot. The processor may determine a displacement vector
relative to the adjacent robot based on the relative distance and angle measurements detected
by the sensor. The processor may receive data representative of a density function indicative
of at least one area of importance in the domain of interest. The processor may calculate a
velocity vector based on the density function and the displacement vector relative to the
adjacent robot. The processor may output for moving the robot to the at least one area of
importance in the domain of interest based on the velocity vector.

[0007] Another aspect of the disclosed technology relates to a method for controlling a
multi-robot system. The system may have a plurality of mobile robots to cover a domain of
interest. A processor on each robot may receive, from a sensor, data representative of the
relative distance and angle measurements of an adjacent robot. The processor may determine
a displacement vector relative to the adjacent robot based on the relative distance and angle
measurements detected by the sensor. The processor may receive data representative of a
density function indicative of at least one area of importance in the domain of interest. The
processor may calculate a velocity vector based on the density function and the displacement
vector relative to the adjacent robot. The processor may output for moving the robot to the at

least one area of importance in the domain of interest based on the velocity vector.
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[0008] Yet another aspect of the disclosed technology relates to a multi-robot system for
performing a sequence of formations. The system may include a plurality of mobile robots
together performing the sequence of formations. Each robot may mimic a trajectory as part of
its performance. Fach robot may mimic the trajectory by switching among a plurality of
motion modes. Each robot may include a sensor for detecting relative distance and angle
measurements of an adjacent robot. Each robot may also include a processor coupled to the
sensor. 'The processor may be configured to receive data representative of the sequence of
formations. The processor may determine a displacement vector relative to the adjacent robot
based on the relative distance and angle measurements detected by the sensor. The processor
may determine a scaling factor for the robot's next mode based on the displacement vector.
The processor may determine a rotation factor for the robot's next mode based on the
displacement vector. The processor may determine a switch time for the robot's next mode
based on the displacement. The processor may output for executing the next mode based on
the scaling factor, the rotation factor and the switch time.

[0009] A further aspect of the disclosed technology relates to a method for controlling a
multi-robot system. The multi-robot system may have a plurality of robots. The method may
control the robots to perform a sequence of formations in a decentralizing manner. Each robot
may mimic a trajectory as part of its performance. Each robot may mimic the trajectory by
switching among a plurality of motion modes. A processor on each robot may receive data
representative of the sequence of formations. The processor may receive, from a sensor, data
representative of relative distance and angle measurements between the robot and its adjacent
robot. The processor may determine a displacement vector relative to the adjacent robot based
on the relative distance and angle measurements. The processor may determine a scaling
factor for the robot's next mode based on the displacement vector. The processor may
determine a rotation factor for the robot's next mode based on the displacement vector. The
processor may determine a switch time for the robot's next mode based on the displacement.
The processor may output for executing the next mode based on the scaling factor, the rotation
factor and the switch time.

[0010] These and other aspects of the disclosed technology are described in the Detailed
Description disclosed below and the accompanying figures. Other aspects and features of
embodiments of the disclosed technology will become apparent to those of ordinary skill in the
art upon reviewing the following description of specific, exemplary embodiments of the
disclosed technology in concert with the figures. While features of the disclosed technology

may be discussed relative to certain embodiments and figures, all embodiments of the
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disclosed technology can include one or more of the features discussed herein. While one or
more embodiments may be discussed as having certain advantageous features, one or more of
such features may also be used with the various embodiments of the disclosed technology
discussed herein. In similar fashion, while exemplary embodiments may be discussed below
as system or method embodiments, it is to be understood that such exemplary embodiments

may be implemented in various devices, systems, and methods of the disclosed technology.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] The following Detailed Description technology is better understood when read in
conjunction with the appended drawings. Tor the purposes of illustration, there is shown in
the drawings exemplary embodiments, but the subject matter is not limited to the specific
elements and instrumentalities disclosed.

[0012] FIG. 1 provides a schematic illustration of a multi-robot network in accordance with
one aspect of the disclosed technology.

[0013] FIG. 2 provides an example illustration of interactions between an operator and a
team of robots in accordance with one aspect of the disclosed technology.

[0014] FIG. 3 provides a perspective view of a tablet with light shown in its touch panel in
response to human touch in accordance with one aspect of the disclosed technology.

[0015] FIGS. 4-5 illustrate examples of commanding the team of robots by manipulating
light on the touch panel of the tablet in accordance with one aspect of the disclosed technology.
[0016] FIG. 6 illustrates a perspective view of the tablet with multiple lights shown in its
touch panel in response to multiple finger touches in accordance with one aspect of the
disclosed technology.

[0017] FIG. 7(a)-(f) illustrates movement of the team of robots in a domain of interest
partitioned by the Voronoi cells in accordance with one aspect of the disclosed technology.
[0018] FIG. 8 illustrates an instantaneous locational cost when executing TVD-D; under a
density function in accordance with one aspect of the disclosed technology.

[0019] FIG. 9 illustrates the magnitude of A,,,, of as a function of time when executing
TVD-D; under a density function in accordance with one aspect of the disclosed technology.
[0020] FIG. 10 is a flow diagram of a method, according to one aspect of the disclosed
technology.

[0021] FIG. 11 is a flow diagram of a method according another aspect of the disclosed
technology.
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[0022] FIG. 12(a)-(1) illustrates simulation of optimally decentralized version of a
drumline-inspired dance with multiple robots in accordance with one aspect of the disclosed
technology.

[0023] FIG. 13 illustrates a convergence of cost J after running steepest descent for 5000
iterations in accordance with one aspect of the disclosed technology.

[0024] FIG. 14 illustrates a pictorial example of scripting language in accordance with one
aspect of the disclosed technology.

[0025] FIG. 15 illustrates an envisioned interface for the scripting language in accordance
with one aspect of the disclosed technology.

[0026] FIG. 16 illustrates a graphical user interface for controlling three robots in accordance

with one aspect of the disclosed technology.

DETAILED DESCRIPTION

[0027] To facilitate an understanding of the principles and features of the various
embodiments of the present invention, various illustrative embodiments are explained below.
Although exemplary embodiments of the present invention are explained in detail, it is to be
understood that other embodiments are contemplated. Accordingly, it is not intended that the
present invention is limited in its scope to the details of construction and arrangement of
components set forth in the following description or examples. The present invention is
capable of other embodiments and of being practiced or carried out in various ways. Also, in
describing the exemplary embodiments, specific terminology will be resorted to for the sake of
clarity.

[0028] It must also be noted that, as used in the specification and the appended claims, the
singular forms “a,” “an” and “the” include plural references unless the context clearly dictates
otherwise. Dor example, reference to a component is intended also to include composition of
a plurality of components. References to a composition containing “a” constituent is intended
to include other constituents in addition to the one named.

[0029] Also, in describing the exemplary embodiments, terminology will be resorted to for
the sake of clarity. It is intended that each term contemplates its broadest meaning as
understood by those skilled in the art and includes all technical equivalents that operate in a
similar manner to accomplish a similar purpose.

[0030] Ranges may be expressed herein as from “about” or “approximately” or

“substantially” one particular value and/or to “about” or “approximately” or “substantially”
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another particular value. When such a range is expressed, other exemplary embodiments
include from the one particular value and/or to the other particular value.
[0031] Similarly, as used herein, “substantially free” of something, or “substantially pure”,
and like characterizations, can include both being “at least substantially free” of something, or
“at least substantially pure”, and being “completely free” of something, or “completely pure”.
[0032] By “comprising” or “containing” or “including” is meant that at least the named
compound, element, particle, or method step is present in the composition or article or method,
but does not exclude the presence of other compounds, materials, particles, method steps, even
if the other such compounds, material, particles, method steps have the same function as what
is named.
[0033] It is also to be understood that the mention of one or more method steps does not
preclude the presence of additional method steps or intervening method steps between those
steps expressly identified. Similarly, it is also to be understood that the mention of one or
more components in a composition does not preclude the presence of additional components than
those expressly identified. Such other components or steps not described herein can include, but
are not limited to, for example, similar components or steps that are developed after
development of the disclosed technology.
[0034] The materials described as making up the various elements of the present invention
are intended to be illustrative and not restrictive. Many suitable materials that would perform
the same or a similar function as the materials described herein are intended to be embraced
within the scope of the present invention. Such other materials not described herein can
include, but are not limited to, for example, materials that are developed after the time of the
development of the present invention.

1. Multi-Robot Network
[0035] FIG. 1 illustrates a multi-robot network 100. The network 100 may include at least
two robots 110 spatially distributed. Each robot 110 may also be known as an agent. The
network 100 may include hundreds or thousands of robots 110. In the example as illustrated
in FIG.1, the network 100 may include robots 110a-e. Each robot may be a mobile robot, such
as a wheeled ground robot. For instance, each robot may be a differential-drive robot, such as
a Khepera 111 differential-derive mobile robot from K-team.
[0036] Robots may collaborate with each other to collectively complete one or more tasks.
Each robot may have different capabilities. The robots may negotiate among themselves to
accomplish the tasks. The robots may assemble as a team, into the most efficient positions,

relative to each other. Each robot may include pre-programmed algorithms in its controlling
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software which serves as the language that each robot uses to define and solve problems as a
group.

[0037] In one example, a Robot Operating System (ROS) framework running on an Ubuntu
machine with a processor and memory may be used to implement the algorithm. The Ubuntu
machine may be a smart phone, tablet or any computing device. The Ubuntu machine may
have a version of 11.04. The processor may be an Intel dual core CPU 2.13GHz. The
memory may be 4GB. The ROS may have a version of Diamondback. The ROS may send
control signals to individual robots over a wireless router. Each robot may have a processor,
embedded Linux, differential drive wheels, and a wireless card for communication over a
wireless router. The processor on each robot may be 600MHz ARM with 128 Mb RAM.
The processors of the robots may have clocks that can be synchronized and remain
synchronized for a period of time afterwards. The robots may communicate with one another
wirelessly with built-in sensors. Using the pre-programmed algorithms in the software, the
robots may know their roles and communicate with each other wirelessly.

[0038] Each robot may not know the entire universe of the robots in the network 100. Each
robot may not have a have Global Positioning System thereon, and thus may not have or know
the global coordinates. However, each robot may have a sensor. The sensor may measure a
relative displacement of adjacent robots in real-time. The sensor on a robot may detect
adjacent robots within a close proximity (also known as neighbors). The robot may move to a
center of its local neighborhood. The robot may determine its new position based on its local
neighborhood. For example, the robot’s new position may be calculated as a function of
distance between adjacent robots. For instance, with reference to FIG. 1, if a robot 110a is too
far from an adjacent robot 110b, then the robot 110a may move closer to the adjacent robot
110b. On the other hand, if the robot 110a is too close to the adjacent robot 110b or collide
into the adjacent robot 110b, then the robot 110a may move away from the robot 110b.

[0039] The sensing technology implemented by the robots may be LIDAR or vision-based
sensing. Dor instance, each robot may include at least a motion capture camera to provide
real-time position and orientation data for the robot. In some instances, each robot may
include two motion capture cameras. 'The motion capture camera may be an Optitrack S250e
motion capture camera.

[0040] Based on the relative distance and angle between itself and each of its neighbors, each
robot may perform simple operations on these vectors such as scaling and rotation. Scaling of
the relative displacement vector may refer to multiplying the relative distance measurement by

a constant. Rotating the relative displacement vector may be performed by adding a constant
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to the relative angle measurement. The scaled and rotated displacement vectors may also be
added together using vector addition.
[0041] The control of the robots in the network 100 may be decentralized in the sense that all
notions of direction in the control signal may be derived from the pairs of relative distance and
angle measurements made between a robot and its neighbors. Each robot's decentralized
controller may be constrained to be parameterized functions of the relative distances and angles
between the robot and its adjacent robots.

2. Human-Swarm Interaction
[0042] FIG. 2 illustrates an example of interactions between an operator 120 and a swarm of
robots 110. The operator 120 may interact with the robots at the team level, for instance, by
giving the robots a high-level direction. The robots may negotiate among themselves and
with the human operator. The robots may figure out how to accomplish the task. Each robot
may be autonomous in the sense that each makes its own decision.
[0043] In one example, the operator 120 may instruct the team of robots to cover an area of
importance in a domain of interest. The domain of interest may include many areas of
importance. The operator 120 may control the team of robots via a smart phone, a tablet, a
joystick or any computing device. In the example of FIG. 2, the operator 120 may place or
swipe one or more fingers on a tablet 130. The touch screen of the tablet 130 may correspond
to the domain of interest. As the operator 120 places or moves a finger on the touch screen,
the touched area on the touch screen may light up as illustrated in FIG. 3. The light 140 may
diminish in a gradient fashion from the touched area, such that the touched area may have a
higher brightness than untouched areas. The finger’s position on the touch screen may dictate
the area of importance for the team of robots to move to. The brighter the light is, the more
important the area is. As such, the finger’s position may provide a rough reference for where
the team of robots should be located.
[0044] By moving the finger, the operator 120 may change the light density of different areas
on the touch screen. As illustrated in FIGS. 3-5, by manipulating the light density, the
operator 120 may manipulate the general moving direction of the team of robots as a whole.
The tablet 130 may provide the external, human-generated density function to the network of
robots as an input. Density functions may represent rough references for where the robots
should be located.
[0045] The tablet 130 may send the light density to each robot. Each robot may move into
the area of importance as indicated by the light density. For example, whenever a touch

occurs on the tablet 130 screen, the processor in the tablet 130 may identify the position of the
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touch, and its corresponding area in the domain of interest. The corresponding area in the
domain of interest may be regarded as the area of importance. The tablet 130 may send the
densities values of the touched area to each robot. As shown in FIG. 6, multiple touches 140a
and 140b may occur at the same time. The tablet 130 may send corresponding density values
of each touched area to the robots. As the light density changes, the robots may move
accordingly towards the area of importance as represented by the light. The density function
may be independent of the team size of the robots.

[0046] In one example, the operator 120 may externally influence the team of robots via a
time-varying density function. The continuous-time algorithm may move the robots so as to
provide optimal coverage given the density functions as they evolve over time. In this
example, each robot in the team of robots may be implemented with a coverage algorithm
based on time-varying density functions.

[0047] Each robot may store in its local memory a boundary of the domain of interest. In
one example, each robot may not have any map beyond where the domain is located.

[0048] Mathematically speaking, D € R? may be the two-dimensional convex domain
representing the domain of interest. ¢: D x[0,0) = (0,00) may be the associated density
function, which may be bounded and continuously differentiable in both arguments, where ¢(q, t)
may capture the relative importance of a point ¢ € D at time t. Below are two examples of

Density function ¢:

_<<qx_zsm(g)>2+(z_y>2> (1)

¢,(q.t) =€
M ) 2
(’bZ (q’ t) = Z e_((qx_ﬂx,f(t)) +(Qy—l»ly_g(t)) ) (2)
=1

For example the time constant may be 7 = 5. For example (,ux,{;(t), Uy (t)) may represent

the position on D of the £** touch out of M touches on the tablet at time t.

[0049] Each robot may be differential-drive robot, and may be modeled as unicycles,

X; = v;cosH; 3)
yi = visinei (4)
éi = Wj (5)

where (x;,y;) may represent the position of robot i, 8; may represent the heading of the robot
i, and v;, w; may represent the translational and angular velocities of the roboti. The

position of the ith robot may be represented as p; € D,i = 1,---,n. The desired motions for
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each robot i may also be represented in terms of p; for purposes of the coverage algorithm,

where p; may be mapped onto v;, w; through the following equations:

v = |[pill (6)
. [

w; = [—sin §; cos 6;] - T . (7
1

[0050] An optimal partition of the domain of interest may be represented as follows to

ensure optimal coverage of the domain by the robots with minimal locational cost:

i) ={geDllg—p 1< lq—p i #} ®)
This partition of D may be regarded as a Voronoi tessellation. V; may denote the region.
The Voronoi partitions may be computed based on the position and orientation data provided
by motion capture cameras on the robots.

[0051] Since ¢ = 0, the mass m; and center of mass c; of the i-th Voronoi cell, V;, may be

defined as
m;(p, t) = $(q,t)dq 9)
Vi(p)
[ qp(g,t)dg
ci(p,t) = L& — (10)

p may be a so-called Central Voronoi Tesselation (CVT).

[0052] The CVT may refer to a configuration where the positions of each robot coincide with
the centroids of their Voronoi cells, given a so-called Voronoi tessellation of the domain of
interest. When at a CV'T, the robots may reach a configuration, mathematically represented as
{llp; —cill>=0,i =1,---,n},ie., toa CVT. The Voronoi cell partition may be independent
of the density. FIG. 7(a)-(f) illustrates a team of five mobile robots implemented with
distributed coverage algorithm. In FIG. 7(a)-(f), the thick lines represent delineation of the
Voronoi cells 150a-e, whose centers of mass 160a-e are shown as dark circles. Each Voronoi
cell may represent a portion of space closest to arobot. For example, each of the Voronoi cells
150a-e may respectively represent a portion of space closest to one of the robots 110a-e. As
shown in FIG. 7(a)-(f), the Voronoi cells partition may constantly change as robots 110a-e
move. The robots 110a-e may calculate their Voronoi cells based on the positions of their
neighbors. Based on the density information it receives, each robot may predict how its
Voronoi cell will change, and how its neighbors' cells will change, as it moves to better cover
the density, and compensates for this change in its motion.

[0053] To achieve optimal coverage, the robots may initially converge to the CVT associated

with a static density function. Por example, at an initialization step, the CV'T may be achieved

10
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at initial time to, i.e., p(to) = c(p(to), o)), where ¢ = [c],--,ch]T. A static density
function ¢ may be chosen initially. Until the robots achieve a CVT, and a time-invariant
algorithm, such as Lloyd’s algorithm as shown below, may be deployed. This may happen
asymptotically.

pi = —k(p; — c;) (11)
p, may represent a gradient descent motion for each individual robot to execute, where k£ may
be a positive gain. (p; — ¢;) may represent the gradient direction (with respect to p;).

2.1 Time-Varying Density Function
[0054] After the robots reach the CVT, the initialization process may end. Following the
initialization, the robots may maintain the CVT by executing a time-varying density function
implemented on each robot. Timing information must be included in the motion of the robots.
The robots may not need to share a sense of direction in a global frame. FEach robot may
determine its own motion based on information of adjacent robots.
[0055] For instance, each robot may determine its velocity vector based on relative
displacement vectors with respect to its neighbors. The velocity vector may be computed by a
time-varying density function. Mathematically speaking, the update rule for p; may only
depend on p;, j € Nv;, as well as p; itself. Nv; may represent the set of Voronoi cells
adjacent to Voronoi cell i. Two Voronoi cells may be adjacent if they share a face.
[0056] Each robot may determine its velocity vector to best cover the density. FEach robot
may determine its velocity vector in a manner to compensate for the density changing over
time, and to compensate for its neighbors' movement.
[0057] The time-varying density function may be derived using well-posed Neumann
approximation of the inverse as a mechanism for achieving the distributed version of a
time-varying centralized function.
2.1.1 TVD-D,

[0058] Below is an example time-varying-density, decentralized with 1-hop adjacency
information (TVD-D;). The gradient descent motion p; for each individual robot to execute

may be calculated as follow:

. O dc; (d¢;
pi=— —k(pi—c)+ Z op; E—k(Pj_Cj) : (12)

jeNy .
J v

where (p; — ¢;) may represent the gradient direction (with respect to p;).

11
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2.1.2 Computation of term j—p

[0059] Leibniz rule must be exercised to compute the term Z—;. In the following, pj(.b) ma

denote the b-th component of the vector p;. When D C R?, b = 1,2 represents a planar

case. Based on Leibniz rule, the following equations may be obtained:

ac (a) p(b) q(b) p(b) q(b)
—® (f pa@—dq | /mi— ([ ¢T—dq <f ¢q<“>dq>/m% (13)
ap vy ” pj— l” vy ”p} _pi” Vi(P)

where a = 1,2 and where i # J.

[0060] Similarly, when i = j, the following equation may be obtained:

(a) b (b)
oci _ _ _ pq@ I _"Pi a® - p; .
@ " S T—" e M
op; kEN avlk Pr —Di
®)

qg® — p; @ )
- ¢p-———-dq $q'Vdq |/m]
Vi lpr — pill Vi(P)

2.1.3 Locational Cost

(14)

[0061] FIG. 8 illustrates an instantaneous locational cost when executing TVD-D; under
density function ¢,. The locational cost may represent the minimum distance that each robot
has to drive. 'The locational cost may describe how well a given area is being covered. The
locational cost may evaluate how effective given robot configurations are at achieving

coverage. 'The locational cost may be computed as follows:

n

HE.PO = ) [ g =il éa,0dg (15)

i=1 P
As shown in FIG. 8, even when the magnitude of the maximal eigenvalue hovers close to 1 for
longer periods of time, the Neumann approximation TVD-D; remains valid, and does not affect
the performance of the algorithm. FIG. 9 illustrates the magnitude A,,,, of as a function of

time when executing TVD-D; under density function ¢,, where 4,,,, may denote the
. . . .0
eigenvalue with the largest magnitude of the matrix é.

2.1.4. TVD-D;
[0062] When higher order terms are kept in the Neumann series, dist(i,j) may denote the

distance between cells i and j. In one example, dist(i,j) may represent an edge distance
. . . . . a
between i and j in the Delaunay graph induced by the Voronoi tesselation. é may represent a

(block) adjacency matrix, the following may be obtained:
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+ 0= dist(i,j) <k, k=012, .. (16)
ij

G

where [-];; may denote the block corresponding to cell ¢; and robot position p;.

[0063] The k-hop version of TVD-D; may be represented by TVD-D; ,p may be calculated

as follows:

=S (2 (k-0 + %) a
P £ \ap P at)
2.2 Example Flow Diagram

[0064] According to one aspect of the disclosed technology, a plurality of mobile robots may
together cover a domain of interest. Each robot may include a processor. FIG. 10 is a
flow-diagram of an example method, in accordance with an exemplary embodiment of the
disclosed technology. In block 202, the processor may receive, from a sensor, data
representative of the relative distance and angle measurements of an adjacent robot. In block
204, the processor may determine a displacement vector relative to the adjacent robot based on
the relative distance and angle measurements detected by the sensor. In block 206, the
processor may receive data representative of a density function indicative of at least one area of
importance in the domain of interest. In block 208, the processor may calculate a velocity
vector based on the density function and the displacement vector relative to the adjacent robot.
In block 210, the processor may output for moving the robot to the at least one area of
importance in the domain of interest based on the velocity vector.
[0065] In one implementation, the processor of each robot may calculate the velocity vector
based on displacement vectors relative to all adjacent robots.
[0066] In one implementation, the processor may compute the velocity vector based on a
time-varying density function.
[0067] In one implementation, the domain of interest may be divided based on the Voronoi
cell partition. Each robot may occupy a Voronoi cell.  The processor may compute a change
in the robot’s Voronoi cell, and a change in the adjacent robot's Voronoi cell. The processor
may calculate the velocity vector to compensate for the changes.
[0068] In one implementation, the processor may receive the data representative of the
density function from a computing device. The computing device may have a touchable
screen. 'The computing device may output the density function in response to a touch on the
screen, and may determine the density function based on a position and amount of the touch on

the screen.
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3. Scripted Formation
[0069] According to another aspect of the present technology, a team of robots may be
assigned to perform a sequence of motions or a sequence of formations, where the sequence
of motions may be expressed in terms of trajectories of individual robots. Although the team
as a whole is assigned to the task or mission, each robot may not have a pre-assigned role.
Rather, once the team of the robots as whole is assigned to the task, individual robots may
coordinate their own activities to perform or build the sequence.
[0070] The team of robots may start in a random configuration. Once the team of robots is
instructed to perform a sequence of motions or formations, the team of robots may perform the
formation at any position and with any rotation. Each robot may know only the relative
positions of the other robots. Each robot may independently identify the proper formation
position as well as its role in the formation.
[0071] Any formation may be disturbed when a new robot is added to the team, an exhibiting
robot is removed from the team, or when an exhibiting robot is removed from its pose by an
external factor such as an operator. When such a disturbance occurs, the team of robots may
react by altering the assignment and formation pose.
[0072] The information flow between robots may be given by a predetermined static graph
topology. The information flow among the team of robots may be limited by a predefined
network topology. Each robot may distinguish the identity of its neighbors from one another.
The robots may have synchronized clocks allowing them to perform open-loop clock-based
transitions between different controllers.
[0073] For a given desired trajectory, the team of robots may optimally mimic the trajectory
using a decentralized control law in the form of a switched autonomous system. In the
switched autonomous system, each robot may have a plurality of modes that are parameterized
by scaling and rotation factors associated with each neighbor. For instance, each robot may
receive a formation “shape.” Based on relative displacement information, each robot may
determine how to realize the shape. For example, each robot may determine where it should
be located and rotated, and how it should be scaled.
[0074] To perform a sequence of formations, each robot may switch between consecutive
modes. FEach robot may constantly reassess the best formation pose and role assignment.
Each mode may be defined by a plurality of parameters. The parameters may include
orientation, translation, and scaling of the formation. A robot may choose parameters that
minimize the distance it has to drive. The optimal parameters may be the parameters that

make the decentralized trajectories track the desired trajectories the best. To mimic the
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desired trajectory, the mode parameters and switch times may be optimized in a decentralized
setting. To do this, certain pertinent results, such as optimality conditions and costate
equations, may be derived for optimizing parameterized modes in a general setting, and then
may be extended towards a decentralized setting. Similar results may be derived for switching
times.
[0075] For implementation, given a desired trajectory, the parameters and switch times may
be optimized using a steepest decent algorithm on the above mentioned derived results. Each
robot may then execute its motion dictated by these optimized parameters and switch times.
[0076] The optimality conditions for the parameters may be derived as described herein.
3.1 System Dynamics

[0077] In one embodiment, the team of robots may accomplish a mission, e.g., a desired
sequence of motions or formations. Each robot’s trajectory may start at time ¢ = 0, and end at
time £ = 7.  Each robot may switch modes for a total of K global switch times 14, ..., Tg,
where

0=T,<T; £ ... <Tg <Tg +.1=1, (18)
with the kth mode occurring at the time interval [T,_q, T).
[0078]  Under global clock-based switching, each robot may have K + 1 modes and each of
its modes may be parameterized by scaling and rotation factors associated with each neighbor.
The dynamics for the ith robot operating in the kth mode may be represented as follows:

X, == Z Ty Rot (Ouju )(20: — ;) (19)

JEN;

with 735, € R and 83 € [0, 27m) being the constants used for scaling and rotating the

displacement vector respectively between itself and robot j. The matrix

cos(¢p) —sin(¢)
Rot (¢) = [sin(qb) cos(qb)]

may define the two-dimensional rotation matrix for counter-clockwise rotation of a vector.

(20)

[0079] In the alternative, the dynamics in Equation (19) may be rewritten as follows:
X, == Z My (% — ;) Q1)
JEN;

_ jk ijk _ _ .
where M = [ ], Qjjic = Tiji €OS (Hijk), and by = 1y sin (Hijk )

b; ik Qijk
[0080] The entire system dynamics may be collected together in matrix form. Let x € R?

be
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X1
x = [ : ] (22)
XN

i.e., x contains the positions of the N robots. The (2N X 2N) adjacency matrix A
associated with the kth mode may be defined in terms of (2 X 2) blocks by

A = {Mijk if (vj, v) €E (23)
0 otherwise.

[0081] The (2N x 2N) degree matrix Dy associated with the kth mode may be also defined in
terms of (2 x 2) blocks, and may be given by

D :{ZZKVZ,VL-)EEML'ZR lf [ :] (24)
Lk 0 otherwise

[0082] The weighted Laplacian L associated with the kth mode may be defined as
Ly = Dy — Ay (25)

[0083] The evolution of the switched autonomous system of N robots with K + 1 modes may
be described by the dynamics

x= —Lgx Vt € [T, _1,Ty), (26)
with mode indices k=1, ..., K+ 1.

3.2 Optimal Decentralization

[0084] For a system of N robots with positions x (t) and initial positions x(0) = x,, a
decentralized version of a desired trajectory may be represented by x, (t). Given a desired
trajectory for the multi-robot system, an aspect of the present technology may imitate that

behavior using only decentralized control laws, while minimizing the cost functional

1 T
] = Efo Il x(t) — x4 (t) 2 dt 27

for the team of robots with dynamics (26) by optimizing the parameters a;j, and b for each
of the K + 1 modes, and the K global switch times 7, while satisfying (1).

[0085] The costate dynamics and optimality conditions for optimizing parameterized modes
may be derived in a general setting. The results may be specialized to the decentralized
system (26). 'The resulting optimality conditions and costate equations may be used in
conjunction with a steepest descent algorithm. Together they may optimize the modes and
global switching times of the decentralized system to minimize J/, and thus optimally
decentralize x,(t).

3.2.1 Parameterized Mode Optimization
[0086] A switched autonomous system of robots may start at time ¢ = 0, and end at time

t =T, with K +1 modes and K switching times. Each of the modes’ dynamics may be
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given by the function f, but may be parameterized by different scalar parameters ¢, for each
mode k. The switching times may be 7, . . . , T satisfying (18), with the kth mode
occurring in the time interval [T;_4, Tg). The dynamics of the system may be expressed as:
x=F(x,Ct) (28)

with
F(x,C,t) = f(x,c) YVt E [Th_q,7g), (29)
where ¢;, may be free to be chosen and € = [cq, ..., cx41]T. The objective is to choose € so

as to minimize the generalized cost functional

J = Jj H(x@®)dt. (30)
[0087] The optimality condition for each ¢, in (29) with respect to cost (30) may be

represented as

of
Ve = f:kk_la_%(r, ) p(t)dr =0 3D
where p may represent the costate with dynamics
oF OH
5 — _(— Ty _ (T 32
p= -G —(G) (32)
and boundary condition
p(T)=10 (33)

[0088] To apply these results to the problem of optimal decentralization, the optimality
conditions and costate dynamics may be specialized for the decentralized system (26) and cost

(27). To minimize J , the parameters a;j; and b;j associated with each of the K +1 modes

may be optimized. Define a; = [ al-jk,---]T and by = [ bl-jk,---]T over all valid
combinations of i and j allowed by the graph topology. They may represent vectors
containing all the parameters appearing in the system dynamics for a particular mode k.

[0089] Optimality conditions for a; and b, with respect to cost (27) may be computed as

follows
™ 9f .
Ve = | 50 () p@) dr=0. (34)
Th—1 k
Ty af r
Ve = | o= (@b)"p(@) dr =0, 3)
Tk-1 k

[0090] The aan and aan matrices may be populated using (2x1) blocks based on the
k k

following
of;
i =—(x; — x;) (36)

aai]-k

17



WO 2015/171593 PCT/US2015/029211

of: 0 -1
dbiji - [1 0 ](xi - %), 37

where f; may be the (2 x 1) block of f corresponding to the dynamics of agent i.
[0091] The decentralized system dynamics (26) and cost functional (27) may also need to be
substituted into the costate dynamics (32).
[0092] Costate dynamics for calculating the optimality conditions of a; and by in (34) and
(35) may be represented as:

p(t) = L, p(&) — x(t) + x4 () vt € [Ty_1, Tp)- (38)

3.2.2 Switch Time Optimization

[0093] The optimality condition with respect to cost functional (30) for switching times in a
switched autonomous system where mode k has dynamics f parameterized by ¢, may be

represented as:

d
2 p@) (@), e) = fx(@i) ) Crv1)) = 0. (39)

aTk B
[0094] The costate dynamics may be the same as (32) and boundary conditions (33). The
switch time optimality conditions specialized for the system (26) with cost (27) may be given

by

d
T W~ LOx ) (40)
k

with costate dynamics the same as (38).
3.3 Example Flow Diagram

[0095] According to one aspect of the disclosed technology, a plurality of mobile robots may
together perform a sequence of formations. Each robot may mimic a trajectory as part of its
performance. Each robot may mimic the trajectory by switching among a plurality of motion
modes. Fach robot may include a sensor and a processor. FIG. 11 is a flow-diagram of an
example method, in accordance with an exemplary embodiment of the disclosed technology.
In block 302, the processor may receive data representative of the sequence of formations, In
block 304, the processor may receive, from the sensor, data representative of the relative
distance and angle measurements of an adjacent robot. In block 306, the processor may
determine a displacement vector relative to the adjacent robot based on the relative distance
and angle measurements detected by the sensor. In block 308, the processor may determine a
scaling factor for the robot's next mode based on the displacement vector. In block 310, the
processor may determine a rotation factor for the robot's next mode based on the displacement

vector. In block 312, the processor may determine a switch time for the robot's next mode
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based on the displacement. In block 314, the processor may output for executing the next
mode based on the scaling factor, the rotation factor and the switch time.
[0096] In one implementation, the processor of each robot may calculate displacement
vectors relative to all its adjacent robots. The processor may determine parameters for the
robot’s next mode, including the scaling factor, rotation factor and switch time, based on the
displacement vectors relative to all its adjacent robots.
[0097] In one example implementation, the processor may optimize the scaling factor,
rotation factor and switch time based on an optimality condition and a costate equation.
[0098] In one example implementation, the processor may optimize the scaling factor,
rotation factor and switch time by performing a steepest decent algorithm.
[0099] In one example implementation, the scaling factor may scale the displacement vector
by multiplying a relative distance measurement between two adjacent robots by a constant.
[00100] In one example implementation, the rotating factor may rotate the displacement
vector by adding a constant to a relative angle measurement.

3.4 Example Simulation
[00101] FIG. 12(a)-(1) showcases a simulation of the above optimal decentralization
algorithm that involves tracking a complex drumline-inspired multi-robot trajectory. Drum
line formations are traditionally designed by choreographers to be executed in a centralized
manner. The position and path taken by band members at each moment in time have been
predetermined to a high level of detail. As a result, band members spend a lot of time
practicing to follow these predetermined paths. However, such an approach requires each
band member to memorize paths taken throughout the entire dance sequence and have global
sensing capabilities to know if they’re in the correct position. Optimal decentralization
described herein may mimic the original routine with high fidelity using decentralized control
laws.
[00102] In the example as illustrated in FIG. 12(a)-(1), the optimal decentralization algorithm
may be used on a drum line-inspired trajectory involving N = 21 robots with arbitrarily chosen
initial values for each of their parameterized modes. A total of K =22 global switching times
may be inserted initially evenly spaced between the starting time t = 0 and ending time t = 7=
10.78. The system of the robots may have up to 23 modes.
[00103] FIG. 12(a)-(1) illustrates the optimally decentralized trajectories resulting from the
optimization, where the actual locations of the agents are marked by O’s with lines connecting
them to their desired location marked by X’s. As seen in the simulation results, the resulting

decentralized control laws may successfully mimic the original trajectory.
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[00104] A variant of the standard steepest descent with Armijo step size algorithm may be
used to stochastically take turns optimizing the parameterized modes with high probability and
switch times with low probability to drive the cost J to a local minimum. FIG. 13 illustrates
the convergence of the cost J after a run of 5000 iterations.

3.5 Other Embodiments
[00105] FIG. 14 illustrates a pictorial example of scripting language in accordance with one
aspect of the disclosed technology. FIG. 15 illustrates an envisioned interface for the scripting
language in accordance with one aspect of the disclosed technology.
[00106] FIG. 16 illustrates a graphical user interface for controlling three robots in accordance
with one aspect of the disclosed technology.

4. Advantages

[00107] The multi-robot systems and its methods described herein may outperform the
previously known systems and methods. In one aspect, the general time-varying density
functions may allow multi-robot optimal coverage, and may allow convergence to local
minima. This algorithm is well-posed, and may allow for distributed implementation, and thus
may perform better than previously known algorithms.
[00108] The present technology may be adapted to many applications, including but not
limited to search and rescue, surveillance, exploration of frontier, agriculture, disaster field,
manufacturing plants, defense and national security to detect and clear threats, and any other
military operations. Tor example, optimal coverage of density functions may be applied to
multi-robot search and rescue scenarios, where the density function may represent the
probability of a lost person being at a certain point in an area. Additionally, optimal coverage
of density functions may be applied to multi-robot surveillance and exploration, where the
density function may be modeled to be a function of the explored “frontier.”
[00109] By way of another example, optimal coverage of destiny functions may be applied to
multi-robot farming. Teams of smaller, more agile robots may work in swarms to perform a
host of framing functions, without the downside of large tractors that compact the soil and
devour gas. Swarm robots may tend crops on a micro level, inspecting individual plants for
moisture and insects, and make decisions based on what they find, such as watering or
administering pesticides. Farmers may control and communicate with the robots using
nothing more than iPad app. Robots may operate autonomously and continuously over a full
crop-growing cycle.
[00110] Numerous characteristics and advantages have been set forth in the foregoing

description, together with details of structure and function. While the invention has been

20



WO 2015/171593 PCT/US2015/029211

disclosed in several forms, it will be apparent to those skilled in the art that many
modifications, additions, and deletions, especially in matters of shape, size, and arrangement of
parts, can be made therein without departing from the spirit and scope of the invention and its
equivalents as set forth in the following claims. Therefore, other modifications or
embodiments as may be suggested by the teachings herein are particularly reserved as they fall
within the breadth and scope of the claims here appended. The term “exemplary” used herein
does not mean best mode, but rather, example.

[00111] Accordingly, those skilled in the art will appreciate that the conception upon which
the application and claims are based may be readily utilized as a basis for the design of other
structures, methods, and systems for carrying out the several purposes of the embodiments and
claims disclosed in this application. It is important, therefore, that the claims be regarded as
including such equivalent constructions.

[00112] Furthermore, the purpose of the foregoing Abstract is to enable the public generally,
and especially including the practitioners in the art who are not familiar with patent and legal
terms or phraseology, to determine quickly from a cursory inspection the nature and essence of
the technical disclosure of the application. The Abstract is neither intended to define the

claims of the application, nor is it intended to be limiting to the scope of the claims in any way.
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CLAIMS
1. A multi-robot system for covering a domain of interest, comprising:

a plurality of mobile robots together covering the domain of interest, each robot

including:
a memory storing data representative of the domain of interest;
a sensor for detecting relative distance and angle measurements of an adjacent
robot; and

a processor, coupled to the sensor, the processor configured to:

receive, from the sensor, data representative of the relative distance and
angle measurements of the adjacent robot;

determine a displacement vector relative to the adjacent robot based on
the relative distance and angle measurements detected by the sensor;

receive data representative of a density function indicative of at least
one area of importance in the domain of interest;

calculate a velocity vector based on the density function and the
displacement vector relative to the adjacent robot; and

output for moving the robot to the at least one area of importance in the

domain of interest based on the velocity vector.

2. The system of claim 1, wherein the processor computes the velocity vector based on a

time-varying density function.

3. The system of claim 1, wherein the domain of interest is divided based on the Voronoi cell

partition, and each robot occupies a Voronoi cell.

4. The system of claim 3, wherein the processor computes a change in the robot's Voronoi cell,

and a change in the adjacent robot's Voronoi cell.

5. The system of claim 4, wherein the processor calculates the velocity vector to compensate

for the changes.

6. The system of claim 1, wherein the processor receives the data representative of the density

function from a computing device.
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7. The system of claim 6, wherein the computing device has a touchable screen, outputs the
density function in response to a touch on the screen, and determines the density function based

on a position and amount of the touch on the screen.

8. A method for controlling a multi-robot system having a plurality of mobile robots to cover a
domain of interest, comprising:

receiving, by a processor on each robot, from a sensor, data representative of the
relative distance and angle measurements of an adjacent robot;

determine, by the processor, a displacement vector relative to the adjacent robot based
on the relative distance and angle measurements detected by the sensor;

receiving data representative of a density function indicative of at least one area of
importance in the domain of interest;

calculating a velocity vector based on the density function and the displacement vector
relative to the adjacent robot; and

outputting for moving the robot to the at least one area of importance in the domain of

interest based on the velocity vector.

9. The method of claim 8, wherein the processor computes the velocity vector based on a

time-varying density function.

10. The method of claim 8, wherein the processor the data representative of the density
function from a computing device having a touch screen, and the density function being

determined based on a position and amount of the touch on the screen.

11. A multi-robot system for performing a sequence of formations, comprising:

a plurality of mobile robots together performing the sequence of formations, each robot
mimicking a trajectory as part of its performance, each robot mimicking the trajectory by
switching among a plurality of motion modes, each robot including:

a sensor for detecting relative distance and angle measurements of an adjacent
robot; and
a processor, coupled to the sensor, the processor configured to:
receive data representative of the sequence of formations,
receive, from the sensor, data representative of the relative distance and

angle measurements of the adjacent robot;
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determine a displacement vector relative to the adjacent robot based on
the relative distance and angle measurements detected by the sensor,

determine a scaling factor for the robot's next mode based on the
displacement vector,

determine a rotation factor for the robot's next mode based on the
displacement vector,

determine a switch time for the robot's next mode based on the
displacement, and

output for executing the next mode based on the scaling factor, the

rotation factor and the switch time.

12. The system of claim 1, wherein the processor optimizes the scaling factor, rotation factor

and switch time based on an optimality condition and a costate equation.

13. The system of claim 11, wherein the processor optimizes the scaling factor, rotation factor

and switch time by performing a steepest decent algorithm.

14. The system of claim 11, wherein the scaling factor scales the displacement vector by

multiplying a relative distance measurement between two adjacent robots by a constant.

15. The system of claim 11, wherein the rotating factor rotates the displacement vector by

adding a constant to a relative angle measurement.

16. A method for controlling a multi-robot system having a plurality of robots to perform a
sequence of formations in a decentralizing manner, each robot mimicking a trajectory as part of
its performance, each robot mimicking the trajectory by switching among a plurality of motion
modes, comprising:

receiving, by a processor on each robot, data representative of the sequence of
formations;

receiving, by the processor, from a sensor, data representative of relative distance and
angle measurements between the robot and its adjacent robot;

determining, by the processor, a displacement vector relative to the adjacent robot
based on the relative distance and angle measurements;

determining a scaling factor for the robot's next mode based on the displacement vector;
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determining a rotation factor for the robot's next mode based on the displacement

vector;
determining a switch time for the robot's next mode based on the displacement; and

outputting for executing the next mode based on the scaling factor, the rotation factor

and the switch time.

17. The method of claim 16, wherein the processor optimizes the scaling factor, rotation factor

and switch time based on an optimality condition and a costate equation.

18. The method of claim 16, wherein the processor optimizes the scaling factor, rotation factor

and switch time by performing a steepest decent algorithm.

19. The method of claim 16, wherein the scaling factor scales the displacement vector by

multiplying a relative distance measurement between two adjacent robots by a constant.

20. The method of claim 16, wherein the rotating factor rotates the displacement vector by

adding a constant to a relative angle measurement.
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This application contains the following inventions or groups of inventions which are not so linked as to form a single general inventive
concept under PCT Rule 13.1. In order for all inventions to be examined, the appropriate additional examination fees must be paid.

Group |, claims 1-10, drawn to a multi-robot system for covering a domain of interest.
Group I, claims 11-20, drawn to a multi-robot system for performing a sequence of formations.

The inventions listed as Groups | and Hl'do not relate to a single general inventive concept under PCT Rule 13.1 because, under PCT
Rule 13.2, they lack the same or corresponding special technical features for the following reasons: the special technical feature of the
Group | invention: "a memory storing data representative of the domain of interest; receive data representative of a density function
indicative of at least one area of importance in the domain of interest; calculate a velocity vector based on the density function and the
displacement vector relative to the adjacent robot; and output for moving the robot to the at least one area of importance in the domain
of interest based on the velocity vector” as claimed therein is not present in the invention of Group Nl. The special technical feature of the
Group |l invention: "each robot mimicking the trajectory by switching among a plurality of motion modes; receive data representative of
the sequence of formations; determine a scaling factor for the robot's next mode based on the displacement vector, determine a rotation
factor for the robot's next mode based on the displacement vector, determine a switch time for the robot's next mode based on the
displacement, and output for executing the next mode based on the scaling factor, the rotation factor and the switch time” as claimed
therein is not present in the invention of Group .

Groups | and |1 lack unity of invention because even though the inventions of these groups require the technical feature of a multi-robot
system comprising a plurality of mobile robots, each robot including a sensor for detecting relative distance and angle measurements of
an adjacent robot; a processor coupled to the sensor, the processor configured to receive, from the sensor, data representative of the
relative distance and angle measurements of the adjacent robot; determine a displacement vector relative to the adjacent robot based
on the relative distance and angle measurements detected by the sensor, this technical feature is not a special technical feature as it
does not make a contribution over the prior art. )

Specifically, US 2009/0030551 A1 (HEIN et al.) 29 January 2009 (29.01.2009) teaches a multi-robot system comprising a plurality of
mobile robots (mobile robots are somtimes designed to accomplish specific tasks, para. 0003}, each robot including a sensor for
detecting relative distance and angle measurements of an adjacent robot (a dead-reckoning module 30 comprises the combination of an
odometer and a steering angle sensor for measuring the displacement of the mobile robot or displacement and steering angle of the
robot, para. 0021; thus it is considered that the dead-reckoning module 30 can function as a sensor for detecting relative distance and
angle measurements of an adjacent robot); a processor coupled to the sensor, the processor configured to receive, from the sensor,
data representative of the relative distance and angle measurements of the adjacent robot; determine a displacement vector relative to
the adjacent robot based on the relative distance and angle measurements detected by the sensor (the dead reckoning device may
provide location data or postion data to the data processor 14, para. 0021. The data processor may use the output of the dead-reckoning
module 30 to estimate the position or location of the vehicle, para. 0024. The data processor 14 comprises a device that provides data
processing for the mobile robot. A data processor 14 establishes a list of sequence of way points for the robot to visit, para. 0026).

Since none of the special techhica| features of the Group | or Il inventions are found in more than one of the inventions, unity of invention
is lacking. :
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