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(57) Abstract

The invention provides a three-dimensional digital scanner which includes a multiple view detector which is responsive to a broad
spectrum of visible light. The multiple view detector is operative to develop a plurality of images of a three-dimensional object which
is being scanned. The plurality of images are taken from a plurality of relative angles with respect to the object, and the plurality of
images depict a plurality of surface portions of the object. A digital processor including a computational unit is coupled to the detector
and is responsive to the plurality of images so that it develops 3-D coordinate positions and related image information for the plurality of
surface portions of the object. A three~dimensional image of the object to be scanned is thus developed by the digital processor. The data

developed includes both shape and surface image color information.
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Method and Apparatus for Three-Dimensional Color Scanning

Technical Field
This invention relates generally to optical scanners, and more particularly to optical

scanners for providing a digital representation of three dimensional objects.

Background Art

Methods for successfully obtaining two dimensional (“2-D*) color image data for objects
have been developed. This process is commonly known as two dimensional scanning or
digitizing. When an object i1s scanned, a digital data file is created which contains image data
including color information which is associated with a set of two dimensional points or
coordinates. The color information is obtained by an optical detector or set of optical detectors
that are typically organized in a one or two dimensional array.

Matching the color information with the correct two dimensional point or location is not a
significant problem in two dimensional scanning since the two dimensional point on which the
optical detector is focused is the same point that is associated with the color information obtained
by the detector. The color information is mislocated only to the extent that there is some error in
the location of the point on which the detector is focused (e.g. an error introduced by the optical
system) and that error can readily be minimized.

The problem of associating color information with three dimensional (“3-D”) objects is
not so easily solved. This is because prior art methods obtain color information with a two
dimensional scanning method, while position information is obtained by a three dimensional
scanning method. The mapping of the 2-D color information to the 3-D position information is a
complicated process which is prone to significant error.

Many methods exist for obtaining the three dimensional location of the surface points of
the object. One such method is a system which uses a laser range finder to scan the object and
record the distance between the known three dimensional location of the range finder and the

measured location of the surface of the object. The result of using this method or other methods
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of generating three dimensional surface models is a set of three dimensional points which
accurately represent the surface of the object. A characteristic of this method and other methods
of obtaining a three dimensional surface model is that it is inherently monochromatic, that is, no
color information is obtained in the process. If three dimensional color information is desired,
then it must be generated by somehow combining or conformally mapping the two dimensional
color information onto the three dimensional surface model.

The problem of conformally mapping the two dimensional color information onto the
three dimensional surface model is difficult and it is common for mismatching of color
information with the three dimensional points to occur. The problem may be visualized by
imagining a white statue or bust of a person’s head and a color photograph of the same person’s
face. The photograph cannot simply be projected onto the bust to transfer the correct color
information to the correct points on the bust or significant distortion will occur. A significant
amount of judgment must be exercised in order to correctly associate the color information from
the photograph with the correct surface points on the bust. Similarly, it is difficult to accurately
associate color information obtained from two dimensional optical detectors with the correct
points on a three dimensional surface model. Another problem in the prior art is that color
information is not used to determine surface locations, which means less than the total amount of
information that is available is being used. Furthermore, both a 2-D and 3-D system is required,
which adds cost.

What is needed is a way of generating a set of three dimensional points representing a
surface in such way that the three dimensional points are already associated with color data so that
conformally mapping separately generated color data onto the set of three dimensional surface
points is not necessary. Furthermore, it is desirable to utilize all available frequencies of light to
determine surface point positions to maximize the accuracy of the scanning process and to

eliminate a separate 3-D scanning step.
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Disclosure of the Invention

Accordingly, the present invention provides a system and method for using the color
information from a series of two dimensional color images to derive the three dimensional
location in space of the surface points which produced the color images. Because the color
information itself is used to derive the three dimensional location of the surface points, there is no
need to conformally map separately generated color information onto the derived three
dimensional surface points. The points are derived from color information and so are already
associated with the correct color information. Also, the use of the color information increases the

accuracy of the three dimensional location of the surface points.

In one embodiment, the present invention provides a three dimensional digital scanner
which includes a multiple view detector which is responsive to a broad spectrum of visible light.
'The multiple view detector is operative to develop a plurality of images of a three dimensional
object which is being scanned. The plurality of images are taken from a plurality of relative
angles with respect to the object, and the plurality of images depict a plurality of surface portions
of the object . A digital processor including a computational unit is coupled to the detector and is
responsive to the plurality of images so that it develops 3-D coordinate positions and related
image information for the plurality of surface portions of the object. A three dimensional image
of the object to be scanned is thus developed by the digital processor. The data developed
includes both shape and surface image color information.

In another embodiment, a three dimensional color digital scanner includes a color detector
responsive to a broad spectrum of visible light to develop a plurality of images of a three
dimensional object . A rotary object support having an axis of rotation allows the detector to
develop a plurality of images of a three dimensional object. The plurality of images depict a
plurality of surface portions of the object. A digital computer is coupled to the detector. The
computer tracks patches of the surface portions of the object to determine coordinates of the
patches as a function of the rotation of the rotary object support and determines radii of the

patches from the axis of rotation.
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In another embodiment, a method for scanning a three dimensional object includes
developing a plurality of images of a three dimensional object taken from a plurality of relative
angles with respect to the object. The plurality of images depict a plurality of surface portions of
the object to be scanned. 3-D coordinate positions and related image information about the
plurality of surface portions of the object is computed from the plurality of images such that a
three dimensional image of the object is developed that includes both shape and surface image

information.

In another embodiment, a method for determining three dimensional coordinates of a
surface portion of an object includes obtaining a plurality of images of the surface portion of the
object and identifying a trackable patch of the surface portion in an initial image. An initial set of
two dimensional coordinates of the trackable patch in the initial image is determined along with at
least one additional set of two dimensional coordinates of the trackable patch in another of the
images. A radial coordinate of the trackable patch is determined and then a set of three
dimensional coordinates of the trackable patch are determined from the radial coordinate of the

trackable patch.

In another embodiment, a method for determining three dimensional coordinates of a
surface portion of an object includes rotating the object about an axis of rotation so that a plurality
of images of the surface portion of the object are obtained as the object is rotates about the axis of
rotation. A trackable patch is identified and the two dimensional coordinates of the trackable
patch are determined. The movement of the trackable patch is tracked as a function of the
rotation of the object. A radial distance of the trackable patch from the axis of rotation is
determined based on the movement of the trackable patch as a function of the rotation of the
object and three dimensional coordinates of the surface portion of the object are derived from the
coordinates of the trackable patch and the radial distance of the trackable patch from the axis of

rotation.

o

The present inventions provides a system and method for obtaining 3-D surface

information that is linked to color information without the need to conformally map 2-D color data

4
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onto a 3-D surface. The accuracy of the system is enhanced by the use of color data and the cost
of the system is reduced because the 3-D surface is derived from a series of 2-D images. These
and other advantages of the present invention will become apparent upon reading the following

detailed descriptions and studying the various figures of the drawings.
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Brief Description of the Drawings

Figure 1 illustrates a system for obtaining a series of two dimensional color images of an
object and processing those images to obtain a three dimensional model of the surface of the
object.

Figure 1A illustrates an alternative embodiment of the present invention which enables the
top and bottom portions of an object to be scanned.

Figure 1B illustrates another embodiment of the present invention which produces
enhanced shading of an object.

Figure 1C illustrates an arrangement where a detector is translated about a stationary
object.

Figure 1D illustrates an embodiment of the present invention which uses a muitiple
number of detectors instead of moving a single detector.

Figure 2 illustrates in detail an architecture of an image acquisition system.

Figure 3A is a flow diagram illustrating a process of obtaining multiple images of a
rotating object.

Figure 3B is a flow diagram illustrating a process for generating three dimensional surface
data from the two dimensional images of the object.

Figure 4 is a flow diagram illustrating a process performed on the images before they are
stored.

Figure 5A illustrates the vector nature of the color data obtained.

Figure 5B illustrates an example of blue color data at times 0, 1, 2, and 3 for a line of
pixels.

Figure 5C illustrates how the data can be compressed by recording only the changes in the
color data.

Figure 6 is a flow diagram illustrating a process for identifying the silhouette of the object
in each image.

Figure 7 is a flow diagram illustrating a process for finding silhouette edges along each

scan line.
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Figure 8 is a flow diagram illustrating a process for determining e a set of trackabl;
patches.

Figure 8A illustrates how to search an image for trackable patches.

Figure 9 is a flow diagram illustrating a process for determining the radius of the location
of patches on the surface of the object as the object is rotated.

Figure 9A illustrates a set of patch tracking limits.

Figure 9B illustrates the motion of trackable patches in different images with different
angular displacements.

Figure 9C illustrates the determination of an exact position of the patch in an image.

Figure 9D is a graph which illustrates the filtering of raw data points.

Figure 9E is a graph which illustrates how the radius is determined from the points
representing the path of the trackable patch across angularly displaced images.

Figure 10 is a flow diagram illustrating t he post processing that occurs once the radius of

the trackable patch is known.
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Best Modes for Carrying out the Invention

In Figure 1, an embodiment of the present invention includes a system for obtaining a
series of two dimensional color images of an object and processing those images to obtain a three
dimensional model of the surface of the object. An object 100 which is to be digitized is placed
on a rotatable platform 102. A motor 104 is provided to drive rotatable platform 102 via a shaft
106. A position encoder 108 detects the angular position of rotatable platform 102 and generates
an electrical signal which represents the angular position of rotatable platform 102. An optical
detector 110 (e.g. a color video camera) views object 100 and creates a two dimensional color
image of object 100.

As object 100 is rotated by rotatable platform 102, detector 110 captures a series of color
images of object 100. Each color image taken at a different time is associated with an angular
rotation of object 100 about an axis of rotation, “A” which runs through shaft 106. Information
about the angular position of object 100 is obtained from position encoder 108. Thus, each
“snapshot” or image of object 100 taken by detector 110 from a different view is associated with
data about the angle of rotation of object 100 with respect to detector 110. An image input
processing system 120 (“computer”) controls the image acquisition process and records the
acquired images along with the associated angular position data. That is, processing system 120
is connected to detector 110 and receives data for each image or snapshot taken of object 100
from detector 110, and position encoder 108 sends angular position information to processing
system 120, so that processing system 120 can associate the image data from detector 110 with
the angular position data taken at the same time. In other embodiments, detector 110 is a film
camera and processing system 120 receives data from a digitizer which digitizes the film images
from detector 110.

Processing system 120 includes a processing unit 122 and a monitor 124 and also
controls motor 104. A monitor 124 can display a current image 126 being captured by detector
110 or other information about the capturing process.

Once processing system 120 has obtained a series of images, those images are transferred
to an image processor 130 (“computer””). Image processor 130 can receive data from processing

system 120 in a number of different ways. Image processor 130 can be directly connected to
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processing system 120 via direct connection 132, or data from processing system 120 can be
transferred to a removable storage medium such as disk 134 which may be read by image
processor 130. Processing system 120 may also transfer data to image processor 130 via the
Internet or a modem connection. Image processor 130 includes processing unit 136 and also
includes monitor 138.

In other embodiments, processing system 120 and image processor 130 are combined on
a single computer. The advantage of separating the functions of processing system 120 and
image processor 130 is that the data acquisition and storage function performed by processing
system 120 and control of the data acquisition system does not require a complex or powerful
processor. On the other hand, image processor 130 receives data representing a series of two
dimensional images and perform complex and computationally intensive operations on that data to
produce a three dimensional surface model. Image processor 130 is therefore, given current
technology, likely to be a more powerful (and costly ) computer than processing system 120. If
that is the case, then it is economically beneficial to utilize a large number of relatively cheap
processors for data acquisition and temporary storage and send data from those relatively cheap
systems to a smaller number of image processors which generate the three dimensional surface
model from the set of two dimensional color images.

Figure 1A illustrates an alternative embodiment of the present invention which enables the
top and bottom portions of an object to be scanned. Again, object 100 is supported by rotatable
platform 102 which is driven by motor 104. In this embodiment, shaft 107 engages the edge of
rotatable platform 102, so that motor 104 and shaft 107 do not obscure the image of the bottom of
object 100. Rotatable platform 102 is made from a transparent material so that the bottom of
object 100 may be viewed through rotatable platform 102. A set of mirrors 109 are placed within
the field of view of detector 110 so that images of the top and bottom surfaces of object 100 are
captured by detector 110 in addition to the side views.

Figure 1B illustrates another embodiment of the present invention which is designed to
produce contrast enhancing shading of object 100. Again, object 100 is supported by rotatable
platform 102 which is driven by a motor 104 via a shaft 106. A second motor 142 also drives a

rotatable platform 144 via shaft 146. Encoder 148 generates data representative of the rotational
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position of rotatable platform 144 and transmits that data to processing system 120. Likewise,
motor 142 receives control commands from processing system 120. A light 150 is mounted on
rotatable platform 144 to provide illumination of object 100. Light 150 is oriented to provide
contrasting illuminated and shaded portions on object 100 which aid in the tracking of features on
the surface of object 100. Because light 150 is mounted on rotatable platform 144 which is
separately controllable by processing system 120, different orientations of light 150 with respect
to object 100 may be checked to determine which one best enhances the surface features of object
100. When platforms 102 and 144 are rotated in a synchronized manner, the shading remains
constant. Additionally, multiple sets of views of object 100 with different shadings can also be
obtained by changing the relative position of platforms 102 and 144.

Figures 1, 1A, and 1B each depict embodiments where in the object being imaged is
rotated. In another embodiment of the present invention, the object remains stationary and the
detector moves around the object. Figure 1C illustrates an arrangement where a detector is
translated about a stationary object. It should be noted that as the detector 110 is moved, the
optics 111 remain pointed at the object 100. Detector 110 can be move in many ways and object
100 can be supported in many ways. In one embodiment, an unobstructed view of object 100 is
obtained by suspending it from very thin wires. Detector 110 is translated about object 100. If
object 100 is very large, detector 110 could be mounted on, for example, a helicopter and flown
around object 100. It is not necessary that the motion of detector 110 be exactly circular around
object 100. The angular and radial components of the motion of detector 110 with respect to
object 100 can be computationally analyzed, as will be appreciated by those skilled in the art. As
long as the position of detector 110 is measured and recorded, the relative angular position of
detector 110 with respect to object 100 can be determined for each image taken by detector 110.
Methods of determining the position of detector 110 include using GPS or a laser positioning
system. Once the angular component of the motion is analyzed and the radial component is
calculated, the system compensates for the radial component and the images generated by detector
110 can be processed similarly to the images generated by a system that includes a rotating object

and a stationary detector.
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Figure 1D illustrates an embodiment of the present invention which uses a multiple
number of detectors instead of moving a single detector. A top view of object 100 is shown and
set of detectors 110 are provided at different angular displacements with respect to object 100.
The advantage of this embodiment is that no motion is required and the need for motors,
encoders, and rotatable supports is limited. The image of object 100 captured by each detector is
angularly displaced with respect the images captured by the other detectors and so the images may
be processed in a similar manner as successive images taken by one moving detector. The
cost of multiple detectors 110 may be less than the cost of a rotatable drive or a mechanism for
moving detector 110 and recording the position of detector 110. Another advantage of this
approach is that all of the images of object 100 can be created simultaneously.

Figures 1 through 1D depict various embodiments for creating multiple images of object
100 with object 100 and detector 110 at different relative angular displacements. Each of these
systems provide two dimensional color images of object 100 observed at different angles. This
two dimensional information is converted into a three dimensional surface model of object 100 by
the process and apparatus of the present invention.

Figure 2 illustrates in detail the architecture of processing system 120 used in some
embodiments. A microprocessor 200 is connected to a memory bus 202 and memory bus 202 is
connected to a RAM 204 and a ROM 206. Microprocessor 200 is also connected to an
input/output (“I/O”) bus 208. A video interface 210 is coupled to I/O bus 208 to control monitor
124, as is detector interface 212. Detector interface 212 buffers and processes data from the
detector and also carries output commands to the detector from microprocessor 200. In certain
embodiments where a moving detector is used, the detector provides its own control and records
its own position. In such embodiments, the detector/processor interface need only be capable of
transferring data from the detector, including both image and detector position data, to the
processor storage system.

Mass storage 214 (such as a hard disk drive) is also connected to input/output bus 208
and provides storage capacity for the multiple images generated by the optical system.
Removable storage 216 (such as a floppy disk drive) also provides a way of transferring data

files to and from processing system 120 and another processing system.  Alternatively,
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communications interface 218 can be used to transfer files as well. Communications interface
218 may be connected to a local area network (“LAN”) or wide area network (“WAN”) for
communication with other workstations. Position controller 220 is connected to input/output bus
208 and provides control to a motor in embodiments where processing system 120 provides
control commands for rotating object 100. In such embodiments, position detector 222 receives
data from an encoder so that processing system 120 may keep track of the position of object 100.
Lighting control 224 is also connected to input/output bus 208 and is used to control the position
of lights which may be moved with respect to object 100. Lighting control 224 also controls the
intensity of those lights.

The architecture shown for processing system 120 in Figure 2 is capable of supporting
any of the embodiments shown in Figures 1-1D. If the object is to be rotated, position controller
220 and position detector 222 provide control of the rotation. Position information about object
100 can be integrated with image data from interface 212 and stored in mass storage 214.
Movement and intensity control of the light is controlled by lighting control 224. If an
autonomous detector is used, data about the detector position and images captured by the detector
can be transferred to processing system 120 via communications interface 218 or removable
storage 216. Multiple detector interfaces are provided to control a multiple number of detectors in
embodiments which use more than one detector. As described above, a three dimensional surface
model can be computed using microprocessor 200 and the data contained in mass storage 214,
or, alternatively, the data in mass storage 214 can be transferred to a more powerful image
processing system.

Figure 3A is a flow diagram for the process of the present invention of obtaining multiple
images of a rotating object. Preferably, the method is implemented on a processing system 120.
The process starts at step 300, and the user places the object on the rotatable platform in step 302.
The object begins to rotate while it is being imaged by a detector. In step 304, the processor
checks whether the required of number images have already been captured or taken. If the
required number of images have been captured, then the process is finished at step 306. The two
dimensional image data is then ready to be taken to an image processor for generation of a three

dimensional surface model. If more images are to be captured, then control is transferred to step
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308, and a command is sent to the detector to capture an image. The image is preferably
preprocessed and stored in step 310, and control is transferred back to step 304. Once the
process depicted in Figure 3A is complete, a set of two dimensional color images of the object
has been obtained at different relative angular displacements between the detector and the object.

Figure 3B illustrates the process implemented on image processor 130 for generating
three dimensional surface data from the two dimensional images of the object developed by the
process illustrated in Figure 3A which was implemented on processing system 120. The process
begins at step 350 and in a step 352, the processor identifies the silhouette of the object in each of
the two dimensional color images of the object provided by the image acquisition system. This
silhouette information will be used to reduce the area in each image that must be processed. In
step 354, a set of tracking points is determined within the silhouettes of the object. These
tracking points are associated with surface features of the object which are identifiable in different
images of the object taken by the optical detector. The portion of the image of the object which
corresponds to the identifiable feature is referred to as a trackable patch. Each trackable patch
consists of a group of pixels surrounding a geometric point on the surface which is being
scanned. The trackable patch is thus a feature associated with and proximal to the geometric
point. The patch is distinguishable from adjacent surface locations and therefore trackable. The
trackable patch is tracked through a series of images of the object taken at different relative
angular displacements between the object and the detector. Step 356 develops a radius from the
axis of rotation for each trackable patch which will account for the motion of the trackable patch
in the images. The radius of the trackable patch is used to approximate the radius to the geometric
point associated with the trackable patch.

Once step 356 is completed, a three dimensional surface consisting of the points which
correspond to each trackable patch and interpolations between those points has been generated.
In step 358, coordinates of the points corresponding to the modeled surface are output in a
standard format. In some embodiments, the raw trackable patch points are output. In other
embodiments, points are interpolated between the raw trackable patch points, so that a regular
array of points representing a three dimensional surface is generated. Each trackable patch point

is already associated with a color value because the trackable patch points are associated with the
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trackable patch color information. The color value of the trackable_patch is simply attributed to
the point determined for that patch. Step 358 outputs the coordinates and their color values. The
process is completed at 360.

The process of Figure 3B generates three-dimensional surface data from a set of a two
dimensional images in a manner that associates color information with the three dimensional
points during the generation of those points. Indeed, the color information is used to identify the
points which are tracked thereby enhancing the tracking process. The system does not identify
the surface of the object independent of color image information and then match the surface points
to color information. In the system depicted in Figure 3B, optical detectors obtain color images
of the object. The 3-D surface points of the object are not determined independently from that
color image information. In fact, the surface points of the object are not directly determined,
rather, the locations of the features located on the surface are determined. Those surface features
include color information. Therefore, the locations of color features are directly determined and
do not need to be mapped onto a surface model which is independently generated. The regularly
spaced points of the surface model are then generated from the points representing the color
surface features by interpolating between the surface feature points.

Figure 4 illustrates a process 310 that can be performed on the images before they are
stored. The process starts at 400. Step 402 analyzes the difference between the current acquired
image and the previous acquired image. Step 404 applies a compression technique to the data to
reduce the amount of storage space taken up by the data. The process is finished in step 406.
Thus, in this embodiment using process 310, the data is compressed for more compact digital
storage.

Figures 5A, 5B, and 5C further illustrate the color image pixel data and a compression
technique implemented in one embodiment of the invention. Figure 5A illustrates the vector
nature of the color data obtained. In the example, shown, red-green-biue (“RGB”) color data is
used. This or any other color scheme such as cyan-magenta-yellow black (“CMYK”) can be
implemented in accordance with the present invention. The three axes shown in Figure 5A are
labeled R, G, and B. Color values can be represented as vectors directed to points in this color

space. For example, vector 500 represents the color value of a pixel. The values of R, G, and B
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are represented by the point to which vector 500 is directed. Vector 500 is the sum of the green
component vector 502, the blue component vector 504, and the red component vector 506.
Thus, for each point, there is a vector in color space describing the color of the point. The
position or pixel location of the point is stored along with the three dimensions of color
information which represent the intensities of the three color signals, RGB.

Figure 5B illustrates an example of what the color data for the color blue looks like at
times O, I, 2, and 3 for a line of pixels. At time 0, no blue color surface feature is being imaged
by the line of pixels. Attime 1, a surface feature with a blue component has moved into the
position being imaged by the line of pixels, so that 8 blue pixels are observed after X number of
no blue pixels are observed. Following the 8 blue pixels, Y pixels of no color are again
observed. In this example, only one intensity of blue is shown for the purpose of simplicity. In
an actual example, varying intensities of blue could also be observed and recorded. At time 2, the
surface feature has moved to the right and now X + 2 pixels are observed with no blue and 8
pixels are observed with blue again. Y- 2 pixels of no color are observed next. At time 3, the
blue feature has moved to the right one more pixel and so X + 3 pixels of no color are observed
followed by the 8 blue pixels followed by Y-3 pixels of no color.

It can be appreciated that recording the color value of each pixel for each color would
generate a large amount of data. Figure 5C illustrates how the data can be compressed by
recording only the changes in the color data, and then using run length encoding for those
changes. Run length encoding techniques are well known to those skilled in the art. At time O,
no color is observed, and so the data stored is simply no color or black. At time 1, X pixels are
still no color, so that number of pixels is recorded and associated with no change. Next, 8 pixels
have changed color to blue and so 8 pixels are recorded as having a positive blue change.
Finally, the remaining Y pixels have not changed, so Y pixels, no change is recorded. At time 2,
the X pixels on the left side which had no color have not changed and so X pixels are recorded as
having no change. Since the blue image has shifted two pixels to the right, the next two pixels
which were formerly blue now have no color. Both pixels are recorded as two negative blue
pixels since the color change for them was negative blue representing the loss of blue color. The

next 6 pixels were formerly blue at time 1 and remained blue at time 2 and so no change is
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recorded for the next 6 pixels. The next two pixels were formerly not blue and have become
blue. Therefore, the next two pixels are recorded as having positive blue value representing a
positive blue change between time 2 and time 1. The next Y-2 pixels were blank during time 1,
and remain blank during time 2, so no change is recorded for the next Y- 2 pixels.

At time 3 the blue feature has moved one more pixel to the right. The first X+2 pixels in
the linear array had no color at time 2 and still have no color at time 3. Therefore, no change is
recorded for the first X+2 pixels. The next pixel was formerly blue but, since the blue feature
has moved one pixel to the right, that pixel is now has no color. Therefore a negative blue color
change is recorded for that pixel. The next 7 pixels were blue at time 2 and remain blue at time 3.
Therefore, no color change is recorded for those 7 pixels. The next pixel had no blue color at
time 2 and has a blue color component at time 3. A color change of positive blue is therefore
recorded for that pixel. Finally, the Y-1 remaining pixels were formerly blank at time 2 and
remain blank at time 3 and so no change is recorded for those Y-1 pixels.

From this example, it can be seen that as a surface feature moves across the pixels at
successive times, it is possible to represent the image of the feature by recording only the changes
in color values for each pixel at each successive time. Successive pixels which do not change
color can be simply noted without the need to store three dimensions of color value for each
individual pixel. This is only one example of a data compression scheme which is used in one
embodiment of the present invention. Other compression techniques can be used as alternatives
to or can be used in combination with this compression technique. It is only required that the data
be stored in a format which will be accessible and expandable later on for processing of the two
dimensional images to determine a three dimensional surface. Alternatively, if storage capacity is
not a problem, data compression can be eliminated.

In other embodiments of the invention, surface attributes other than color are derived and
stored in connection with the three dimensional surface data. For example, specularity,
emissivity, and absorption can be derived from the surface geometry and the orientation of the
local surface in multiple views at multiple angles with respect to the surface. In certain

embodiments, these attributes also aid in distinguishing trackable patches.
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Figure 6 illustrates the process 352 that identifies the sithouette of the object in each
image. The process starts at 600. Step 602 tests whether the process is finished with the images.
If the processor is finished with the images, then the process terminates at step 604. If more
images remain to be processed, step 606 applies a filter kernel to the image which is herein
incorporated by reference. As is known to those skilled in the art, a filter kernel is a set of
coefficients which is convolved with an image (an XY array of pixels). Certain filter kernels,
such as the Canny and Sobel kernels, highlight edges by producing a high correlation at locations
which represent edges in images. Edge detection using filter kernels is described in: “On
Detecting Edges” by Nalwi, PAMI, Chapter 8, pp. 699-714; “Finding Lines and Edges in
Images” by Canny, MIT Technical Report TR-720, 1984; “On Calibrating Computer Controlled
Cameras for Perceiving 3D Scenes” by Sobel Attificial Intelligence, Vol. 5, pp. 185-198, 1974;
and “A Comprehensive Approach to Edge Detection” by Canny, PAMI, Chapter 8, pp. 679-698,
1986. By correlating the filter kernel with the image at all points, it is possible to determine the
edge of the object for the object silhouette, by analyzing the correlation value. The silhouette
edges are determined in step 608. Control is transferred back to step 602 to check whether there
remain other images to be processed for silhouettes.

The purpose of determining the silhouette of the image is to constrain the amount of area
over which surface features are searched for and identified for the object. A flying insect or a
noise spike recorded by the detector may exist outside the area of the object shown in a given
image. Noise spikes or insects may appear to be a good candidate to a be a trackable surface
feature, but if the silhouette or edge of the object has been determined and the insect or noise
spike is outside of that edge, then it will not be designated as a possible trackable surface feature.
This simplifies the search for surface features and reduces computer processing of the image data
by limiting the area to be searched and also prevents extraneous surface feature points from being
identified and mapped as surface points. In certain embodiments, the search for surface features
is further limited to an area within the silhouette as is described below.

Figure 7 illustrates further detail regarding process 608 of Figure 6 wherein silhouette
edges are found along each scan line. The process starts at 700. In step 702, the processor

begins at the left edge of the image and correlates the kernel with the pixels of the image to find a
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correlation maximum which corresponds to a potential left edge. . In step 704, the processor
moves in from the right edge of the image and correlates the kernel with the image data to find
potential right edges. In step 706, a heuristic algorithm is used to determine left and right edges
of the object. In this step, edges are distinguished from bugs or blips by the nature of the edge.
In one embodiment this is accomplished by distinguishing between the continuous nature of an
edge verses the isolated spatial nature of a spec or blip. Any alternative heuristic algorithm which
exists for determining edges in such instances may be used within the scope of the present
invention.

Figure 8 illustrates the process 354 of Figure 3B implemented to determine a set of
trackable patches. The process starts at 800. Step 802 determines whether the processor is
finished with all images. If the processor is finished, the process ends at step 804. If the
processor is not finished, control is transferred to step 806 and the processor locates the vertical
center line of the image being processed. Next, the processor steps through the image to look for
trackable patches starting at the center of the image and searching outward.

The size and dimensional nature of the trackable patches varies in different embodiments.
In certain embodiments, trackable patches are searched for in individual scan lines, so that the
trackable patches are one dimensional. In other embodiments, the trackable patches are searched
for across several scan lines at once so that the patches are two dimensional. The size of the
trackable patch searched for is fixed in some embodiments at a certain pixel area, for example
10x10. In other embodiments, the area of the trackable patches is not predetermined and may
vary in size for different areas of the image. This enables the system to be flexible and select
trackable patches of an optimal size for the type of trackable features found on the object. In
general, when an "area" is referred to as being checked for trackable patches, any size or
dimension area is intended, including a line of pixels.

Step 808 checks whether the processor is finished testing all parts of the image. If the
processor is finished, then control is transferred back to step 802. If the processor is not
finished, then the next unsearched area of the image is searched and analyzed to determine if it

contains any trackable patches in step 810.
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A number of ways exist for determining whether an area or section of the image is a good
candidate for a trackable patch. A good trackable patch is a series of pixels which have RGB
vector values which are readily identifiable and distinguishable from the RGB vector values in
other areas of the image. Therefore, a distinctive coloration of a patch is an asset to its
trackability. The trackable patch RGB vector values will be correlated with the RGB values in
other images which represent other views of the object. If the trackable patch is readily
distinguishable, then the correlation will yield a distinct spike at the new location of the trackable
patch in the other images and the patch will be successfully found or tracked.

A number of methods exist for determining how unique or identifiable a given area in an
image is, and therefore whether the area is a good candidate to be designated as a trackable patch.
One method is to compute the variance values of the pixels within the area. A high variance value
will indicate that the pixel values are changing and thus will at least be readily distinguishable
from a solid or unchanging color background. A more sophisticated method is to convolve
different kernels with the image area being tested to judge the quality of the surface features and
its likelihood of being trackable. Standard kernels such as those defined in Canny and Sobel,
supra, can be defined as a standard kernel used to check for trackable patches. Alternatively, a
learning or smart system in some embodiments has the capability of developing customized
kernels on the fly which are optimized for the type of surface features found on the object being
scanned. The size of trackable patches, and the kernels used to identify them may be held
constant or may be varied.

As noted above, step 806 locates the vertical center line of the image. The system begins
at the vertical center line of the image and the search proceeds outward for trackable patches. The
reason that trackable patches are first looked for at the center line of the image is that surface
features are most likely to be completely and accurately sensed without distortion when they are
observed head-on by the detector. However, areas to the left or right of the centerline can also be
used. As surface features rotate away from the center line of the object, they will eventually pass
out of the view of the detector. Before passing out of the view of the detector, the surface
features will begin to become partially obscured and distorted as they are viewed obliquely by the

detector. For example, at a 45 degree angle, a circle on the surface of the object will appear to the
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detector to be an oval. Obscured and distorted surface features are more difficult to accurately
track because they change between images and it is also difficult to define a consistent location
point for them.

In step 812, the processor marks the trackable patches found in the area searched. This
includes storing the color data for the pixels in the patch and storing the location of the patch. In
step 814, the processor increments a distance away from the center line to define a new area to
search and control is transferred to step 808. As noted above, step 808 determines if the image is
finished being tested. In one embodiment, this is done by checking whether the entire area within
a maximum distance from the center has been searched. The distance from the center line over
which the processor will search for trackable patches can also be varied.  Figure 8A illustrates
an image being searched for trackable patches by the process 810 of Figure 8. The top portion of
Figure 8 illustrates object 100 and area 850 which is magnified below. Area 850 consists of a
number of areas or sections 852 which, in turn, consists of pixels 854. Area 850 is located at the
center line of object 100 and so will be tested by the processor on its first pass. Each section 852
of area 850 will be checked to determine whether it is a good candidate for a trackable patch.
The vector color data from the pixels 854 is checked to see if it contains characteristics which are
expected to be readily identifiable and distinguishable from other areas.

As noted above, the processor begins at the center line, C; and checks outward for good
trackable patches because features are most likely to be identifiable at the center. In other
embodiments, the computer can check for patches starting with a location other than the center of
the image. In Figure 8A, the trackable patches are shown as squares which have a predetermined
area or number of pixels, in this case, five by five. In other embodiments, the trackable patches
have variable or irregular sized areas. Different predefined sized areas can also be used. The
important feature is that patches on the surface are identified in the image so that the points
corresponding to those patches can be determined and tracked in other images.

Figure 9 illustrates the process 356 of Figure 3 implemented to determine the radius of the
location of patches on the surface of the object as the object is rotating. As noted before, a set of
two dimensional images of the object are acquired as the object rotates. These images include

surface features of the object located in a two-dimensional space and it is desired to derive the
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three-dimensional location of the features from the two-dimensional information in the images.
Features which are likely to be trackable are designated as trackable patches.

A three dimensional surface is derived by locating each of the patches. This is done by
tracking the patch across a number of views which represent angularly rotated images of the
object. As the object is rotated (or virtually rotated if multiple detectors or a movable detector are
used--whenever the object is described as being, rotated, it should be understood that virtual
rotation is also included), features which are located a longer distance from the axis of rotation
move a greater distance than features which are located a shorter distance from the axis of
rotation. A radius from the axis of rotation of the object is derived for each trackable patch which
will account for the movement of the trackable patch in the different images.

The process starts at 900. Step 910 determines whether the processor is finished with all
patches. If the processor is finished with all patches, then control is transferred to step 912 and
the process ends. If more patches remain to be processed, then control is transferred to step 913
and a patch is chosen, together with an initial image in which the patch is found. In step 914, the
processor checks whether the patch lies outside of the tracking area within the image. If the patch
is not outside the tracking limit, then the processor calculates the expected path of the patch in the
image in step 916. If the image is the initial image to be processed, then the expected path will
simply be the initial location of the patch in that image.

Next, in step 918, the processor finds the exact position of the patch in the image and
stores that position for that image. In step 920, the processor updates the patch kernel. The
reason for updating the patch kernel is that the patch will change as it moves across the image
from the center towards the tracking limit. The tracking limit defines the area of the image in
which patches will be tracked. This area is bounded in one embodiment across a 90 degree
range. Although the tracking limit is set so that features within the limit remain relatively
constant, it is possible near the edges of limit that the image of the patch will change more and
more rapidly with angular displacement. The changing of the image of the patch makes it difficult
to track the patch and increases the possibility of error.

Although within the region over which the patch is tracked, the patch may change

considerably from the center of the region to the edge of the region, it is fortunate that, in many
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cases, the patch will change in a relatively continuous manner. Therefore, although the patch
when viewed at the edge of the patch tracking region will appear very different than the patch
when viewed at the center of the patch tracking region, the patches viewed in areas of the patch
tracking region which are close to each other will be similar. To take advantage of this, the kernel
used to search for the patch is changed with each successive image so that the patch searched for
in each image is actually the patch which was found in the last image, not the initial patch which
was defined in the center image. This makes it much easier to correlate the patch and to
successfully track the patch.

Once the patch kernel is updated in step 920, the processor obtains the next image in step
922 and control is transferred back to step 914. When step 914 determines that the image limit
has been reached, control is transferred to step 940. In step 940, the data is filtered or smoothed.
Filtering and smoothing consists of applying known standard statistical and filtering techniques
for cleaning up the data and perhaps rejecting bad data points. The data consists of the positions
determined across a plurality of images for each patch. This data is associated with the color
pixel information for each patch. In step 942, a recursive least square (“RLS”) algorithm is run
to fit the points to a curve. In step 944, the radius from the axis of rotation of the object to the
surface of the object at the trackable patch is determined which will account for the motion of the
trackable path across the images. Control is then transferred to step 910 which proceeds to the
next patch or, if all patches have been processed, control is transferred to step 912 and the
process ends.

At the completion of the process 356, three-dimensional surface information about the
object has been obtained. That three-dimensional surface information is integrally linked to color
data because the vector color data of the trackable patch was used to find the patch in each
successive image so that the motion of the patch could be determined as the object rotated in
different images. The radius of the surface portion containing the trackable patch combined with
the two-dimensional pixel information obtained from the optical detector is then be transformed to
provide a three-dimensional representation of the point in any desired coordinate system.

Figure 9A illustrates a set of patch tracking limits as used by step 914 of Figure 9.

Detector 110 views object 100 straight-on at point 900 on the surface of object 100, i.e. along the
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centerline C; of the object. As noted above, surface features and trackable patches are viewed
with the least amount of distortion at this head-on angle. As the trackable patch is rotated away
from point 900, it appears to detector 110 to change shape and becomes distorted. In one
embodiment, the judgment is made that it is not worthwhile to attempt to track trackable patches
beyond point 902 and point 904, which are located at a 45 degree angular limit from point 900.
The tracking limit in each image will be a vertical line corresponding to this angle. In other
embodiments, other limits are chosen. Limits can also be learned by the system or determined
based on the nature of the data so that no predetermined limits need to be set.

Figure 9B illustrates the motion of trackable patches across different images with different
angular displacements as calculated in step 916 of Figure 9. Object 100 in this image is a
symmetrically shaped vase so that the silhouette of object 100 remains constant but features on
the surface of object 100 move as object 100 is rotated. Object 100 is shown with a trackable
patch 950, a trackable patch 952 and a trackable patch 954. Trackable patch 954 is shown located
at the exact intersection of the horizontal and vertical center lines of the detector view. When an
angularly displaced image of object 100 is analyzed to find trackable patch 954, it is not necessary
to search the entire image for the trackable patch in a random manner. Trackable patch 954 is
expected to move along a line 956 and so the search for trackable patch 954 in a successive image
of object 100 should be executed along line 956. Note that line 956 is straight because trackable
patch 954 is located at the center point of the detector view in the first image. Similarly, trackable
patch 952 is expected to follow a line 958 in images in which trackable patch 952 is angularly
displaced. and aline 959 is the path which trackable patch 950 is expected to follow in angularly
displaced images. Line 958 is curved, unlike straight line 956, because line 958 does not pass
through the center C, of the detector view. Features not located in the center are expected to
follow epipolar trajectories as is known to those skilled in the art. Line 959 is even more curved
than line 958 because line 959 is further from the center of the detector view than line 958. Thus,
it is possible to quickly locate the trackable patches in angularly displaced images because the
expected path of the trackable patch is known from the epipolar trajectories as object 100 rotates.

The distance the trackable patch moves along its expected path for a given angular

displacement, or the speed of movement of each trackable patch as the object rotates, is not
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known. The change in position will vary with the radial distance of the trackable patch from the
axis of rotation of the object. This is how the radius from the axis of rotation of the object is
determined.

Figure 9C illustrates the determination of an exact position of the patch in an image as
determined by step 918 of Figure 9. Trackable patch 960 was observed in a former image and its
location is defined by its center point 961. The expected path 962 of center point 961 is known.
The processor searches for a good correlation of trackable patch 960 with the image data for
patches along expected path 962. Patch 964, represented by a dashed line, does not present a
good a correlation as patch 966, which is represented by a solid line. Patch 966 is determined to
be the patch and the location of the trackable patch in the new image is determined to be point 968
which represents the location of patch 966.

In this example, the center point of the patch is used to represent the location of the entire
patch. This approach works as long as the patch is small. In other embodiments, multiple points
are defined for a patch or a weighted average point which is based on the colors of the pixels
which make up the patch is defined for the patch. In the illustrated embodiment, the location of
the patch in the different images and the motion of the patch in the different images which are
angularly displaced is represented by the motion of the center point 961 which represents the
center of trackable patch 960 to point 968 which represents the center of the angularly displaced
patch 966.

Figure 9D illustrates the filtering of the raw data points as performed in step 940 of Figure
9. Point 970 is shown as being inaccurately derived because it is located away from the expected
curve. After the filtering process, point 970 has been moved to point 972 which lies in the
expected path. A number of standard filtering techniques can be used. The frequency of the
rotation of the object is known and all surface feature motion should occur at a spatial frequency
corresponding to that frequency. In one embodiment, a brick wall filter is used to filter the data
to remove motion occurring at other frequencies.

In embodiments in which the object is not rotated at a constant frequency, or where views
of the object are obtained without rotating the object, (for example, by using multiple cameras)

then the spatial frequency of the occurrence of features in images will not correspond to a

24



10

15

20

25

WO 98/17970 PCT/US97/19331

frequency of rotation of the object. In such embodiments, the raw data is filtered using a
modified Z-transform method. Modified Z-transform methods are used to filter data when the
displacement is non-uniform.

Figure 9E illustrates how the radius is determined from the points representing the path of
the trackable patch across angularly displaced images and corresponds to steps 940 and 942 of
Figure 9. Figure 9E is a plot of curve 980 which represents the first derivative of the distance, or
the speed of the patch as it is angularly displaced from the center of the image versus the angular
displacement of the patch from the center. When the angular displacement is zero, the
displacement of the trackable patch is zero and its linear speed is a maximum value. As the
angular displacement increases, the speed will change according to the cosine of the angle of
displacement.

The radial distance, R, of the patch from the axis of rotation of the object can be
determined from a graph of the speed of the patch as shown on curve 980. Note that the
frequency of this curve is well known so the data can be filtered and the amplitude of the curve
can be accurately determined.  After fitting the actual rate of displacement of the trackable patch
to the cosine curve, the amplitude of the cosine curve is determined. The radius of the trackable
patch is derived from the amplitude. Other processing methods are used in different
embodiments to derive the radius. In one embodiment, the displacement of the patch, not the
velocity is fit to a sine curve. An embodiment can use any processing method available to derive
a radius which accounts for the patch motion.

Figure 10 illustrates the post processing process that can occurs once the radius of the
trackable patch is known. The process begins at step 1000. In step 1010, the radial distance data
for the trackable patches is combined with the two-dimensional trackable patch data from the
images and converted to a desired coordinate system. In step 1020, the color data associated with
the trackable patch is converted to a desired color system for storage. Step 1030 performs
interpolation and decimation of the points. In one embodiment, all of the trackable patch points
are interpolated so that a regular array of surface points can be defined to model the surface of the

object. In step 1040, the points derived in step 1030 and the color values associated with those
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points in the form determined by step 1020 are stored in a data structure. The process is

completed at 105.

In this process, it is especially important to note that no matching of color data with three-
dimensional position data is ever required. The color data for the trackable patches is already
associated with the trackable patches which define the surface points of the object, and, in fact
was used as an aid in calculating the three dimensional locations of those points. When the
trackable patch points are decimated and interpolated, the color values are likewise interpolated.
No misregistration of color occurs because the color information is already associated with the

patches whose locations are determined to model the surface of the object.

While this invention has been described in terms of several preferred embodiments, there
are alterations, permutations, and equivalents which fall within the scope of this invention. It
should also be noted that there are many alternative ways of implementing both the process and
apparatus of the present invention. It is therefore intended that the following appended claims be
interpreted as including all such alterations, permutations, and equivalents as fall within the true

spirit and scope of the present invention.
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Claims i

l. A three dimensional digital scanner comprising:

multiple view detector means responsive to a broad spectrum of visible light, said muitiple
view detector means being operative to develop a plurality of images of a three dimensional object
to be scanned, said plurality of images being taken from a plurality of relative angles with respect
to said object, said plurality of images depicting a plurality of surface portions of said object to be

scanned; and

a digital processor including a computational unit, said digital processor being coupled to
said detector means, said digital processor being responsive to said plurality of images and
operative to develop with said computational unit 3-D coordinate positions and related image

information of said plurality of surface portions of said object;

whereby a three dimensional image of said object to be scanned can be developed by said

digital processor that includes both shape and surface image.

2. The apparatus of claim 1 wherein said multiple view detector means includes at

least one detector and means for rotating said object.

3. The apparatus of claim 1 wherein said digital processor is operative to determine

the boundary of the object in at least one of said plurality of images.

4. The apparatus of claim 3 wherein said digital processor is operative to determine
the boundary of the object in at least one of said plurality of images using a mathematical

function.

5. The apparatus of claim 4 wherein said mathematical function is a correlation

function of said image information with a predetermined kernel.

6. The apparatus of claim 1 wherein said digital processor is operative to identify a

trackable surface feature within at least one of said plurality of images.
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7. The apparatus of claim 6 wherein said digital processor is operative to determine
two-dimensional positions of said trackable surface features within at least two of said plurality of

images.

8. The apparatus of claim 7 wherein said digital processor is operative to determine a
three dimensional position of said trackable surface feature from a difference between said two

dimensional positions.

9. The apparatus of claim 1 wherein said detector means includes a color detector,

and wherein said related image information includes color.

10.  The apparatus of claim 6 wherein said digital processor is operative to determine a

radius from a trackable surface feature to an axis of rotation,
11. A three dimensional color digital scanner comprising:

a color detector responsive to a broad spectrum of visible light to develop a plurality of

images of a three dimensional object to be scanned;

a rotary object support having an axis of rotation, said object support allowing said
detector to develop a plurality of images of a three dimensional object supported by said object

support, where said plurality of images depict a plurality of surface portions of said object;

a digital computer coupled to said detector and responsive to said plurality of images, said
digital computer tracking patches of said surface portions of said object to determine coordinates
of said patches as a function of the rotation of said rotary object support, said digital computer

further determining radii of said patches from said axis of rotation.

12 The three dimensional color digital scanner of claim 11 wherein said digital
computer is operative to determine the two dimensional boundary of said object within at least

one of said plurality of images.

13.  The three dimensional color digital scanner of claim 11 wherein determining the

radii of said patches includes determining a first derivative.
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14. A method for scanning a three dimensional object comprising:

developing a plurality of images of a three dimensional object to be scanned, said plurality
of images being taken from a plurality of relative angles with respect to said object, said plurality
of images depicting a plurality of surface portions of said object to be scanned; and

computing 3-D coordinate positions and related image information of said plurality of
surface portions of said object from said plurality of images such that a three dimensional image
of said object to be scanned can be developed that includes both shape and surface image

information.

15.  The method of claim 14 wherein computing 3-D coordinate positions and related
image information of said plurality of surface portions includes determining a radius of at least

one of said surface portions from an axis of rotation.

16.  The method of claim 14 wherein computing 3-D coordinate positions and related
image information of said plurality of surface portions includes determining a tracking limit for

the tracking of said plurality of surface portions.

17.  The method of claim 14 wherein computing 3-D coordinate positions and related
image information of said plurality of surface portions includes correlating a kernel representing
an image of at least one surface portion in at Jeast one image with an image of said surface portion

in at least one other image.

18. A method for determining three dimensional coordinates of a surface portion of an

object comprising:
obtaining a plurality of images of said surface portion of said object;

identifying a trackable patch of said surface portion in an initial image of said plurality of

images;

determining an initial set of two dimensional coordinates of said trackable patch in said

initial image;
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analyzing said plurality of images to determine at least. one additional set of two

dimensional coordinates of said trackable patch in at least one other of said plurality of images;

determining a radial coordinate of said trackable patch based on said sets of two

dimensional coordinates; and

determining a set of three dimensional coordinates of said trackable patch from said radial

coordinate of said trackable patch.

19. The method of claim 18 wherein analyzing said plurality of images to determine at
least one additional set of two dimensional coordinates of said trackable patch in at least one other

of said plurality of images includes a correlation.

20.  The method of claim 18 wherein determining a radial coordinate of said trackable
patch based on said sets of two dimensional coordinates includes determining a radial speed of

said trackable patch across said plurality of images.

21. A method for determining three dimensional coordinates of a surface portion of an

object comprising:
rotating said object about an axis of rotation;

obtaining a plurality of images of said surface portion of said object as said object is

rotated about said axis of rotation;
identifying a trackable patch within said surface portion of said object;
determining the two dimensional coordinates of said trackable patch within said images;
tracking the movement of said trackable patch as a function of the rotation of said object;

determining a radial distance of said trackable patch from said axis of rotation based on

the movement of said trackable patch as a function of said rotation of said object; and
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determining said three dimensional coordinates of said surface portion of said object from
said coordinates of said trackable patch and said radial distance of said trackable patch from said

axis of rotation.

22.  The method of claim 21 wherein tracking the movement of said trackable patch as
a function of the rotation of said object includes correlating an image of said trackable patch with

portions of an image of said object.

23 The method of claim 21 wherein determining a radial distance of said trackable
patch from said axis of rotation based on the movement of said trackable patch includes

determining the radial speed of said trackable patch.
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