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SYSTEMS AND METHODS FOR MODEL-BASED ANALYSIS OF SOFTWARE

BACKGROUND

Computer software has become an indispensable tool in many aspects of human life.
Day-to-day activities (e.g., shopping, banking, signing up for health insurance, etc.) are often
conducted via web and mobile applications. Virtually all organizations, both public and private,
rely on software applications to process information and manage operations. Many of these
software applications handle sensitive information such as personal financial records, trade
secrets, classified government information, etc. Safety-critical systems in infrastructure,
transportation, medicine, etc. are increasingly being controlled by software.

Every year, trillions of dollars are spent globally to develop and maintain software
applications. Yet system failures and data breaches are constantly in the news. Decades of
research has failed to produce scalable and accurate solutions for improving reliability and

security of software applications.

SUMMARY

In accordance with some embodiments, a method is provided for performing static
analysis of software to detect security vulnerabilities, comprising acts of: generating an
application architecture model for a software application, wherein: the application architecture
model is generated based on source code of the software application and a framework model
representing a software framework using which the software application is developed; and the
application architecture model comprises a plurality of component models; selecting, based on a
property to be checked, one or more component models from the plurality of component models;
and analyzing the one or more component models to determine if the property is satisfied.

In accordance with some embodiments, a method is provided for performing static
analysis of software to detect security vulnerabilities, comprising acts of: generating an
application architecture model for a software application, wherein: the application architecture
model is generated based on source code of the software application; and the application
architecture model comprises a plurality of component models; selecting, based on a property to
be checked, a property model type from a plurality of property model types; selecting, based on
the selected property model type, one or more component models from the plurality of

component models; using the one or more selected component models to construct at least one
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property model of the selected property model type; and analyzing the at least one property
model to determine if the property is satisfied with respect to the at least one property model.

In accordance with some embodiments, a method is provided for performing static
analysis of software to detect security vulnerabilities, comprising acts of: identifying, from a
discovery query written in a query language, a first statement comprising a side-effect construct
with at least a first parameter and a second parameter, wherein: the first parameter of the side-
effect construct comprises at least one second statement specifying one or more actions to be
performed; and the second parameter of the side-effect construct comprises at least one
condition specified based on a syntactic pattern; analyzing source code of a software application
to determine whether the at least one condition is satisfied, wherein determining whether the at
least one condition is satisfied comprises determining whether the source code comprises a
program element that matches the syntactic pattern; and in response to determining that the
source code comprises a program element that matches the syntactic pattern: storing the program
element in a variable; and performing the one or more actions specified by the discovery query,
wherein the one of more actions are performed based on the program element stored in the
variable.

In accordance with some embodiments, a method is provided for performing static
analysis of software to detect security vulnerabilities, comprising acts of: identifying, from a
discovery query written in a query language, a statement comprising a semantic operator with at
least a first parameter and a second parameter, wherein: the first parameter comprises a first
syntactic pattern; the second parameter comprises a second syntactic pattern; and the semantic
operator represents a semantic relationship between two program elements; and analyzing
source code of a software application to determine whether one or more portions of source code
match the statement identified from the discovery query, wherein analyzing the source code
comprises determining whether the source code comprises a first program element and a second
program element such that: the first program element matches the first syntactic pattern; the
second program element matches the second syntactic pattern; and the first and second program
elements satisfy the semantic relationship represented by the semantic operator.

In accordance with some embodiments, a method is provided for performing static
analysis of software to detect security vulnerabilities, comprising acts of: generating a first
application architecture model for a software application, wherein: the first application

architecture model is generated based on a first version of source code of the software
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application; and the first application architecture model comprises a plurality of component
models; comparing a second version of source code against the first version of source code to
determine at least one difference; identifying, based on the at least one difference, at least one
affected component model of the first application architecture model; and generating, based on
the second version of source code, a second application architecture model, wherein generating
the second application architecture model comprises generating an updated version of the at
least one affected component model.

In accordance with some embodiments, a system is provided, comprising at least one
processor and at least one computer-readable storage medium having stored thereon instructions
which, when executed, program the at least one processor to perform any of the above methods.

In accordance with some embodiments, at least one computer-readable storage medium
is provided, having stored thereon instructions which, when executed, program at least one

processor to perform any of the above methods.

DESCRIPTION OF DRAWINGS

The accompanying drawings are not necessarily drawn to scale. For clarity, not every
component may be labeled in every drawing.

FIG. 1 shows an illustrative system 100 for software verification, in accordance with
some embodiments.

FIG. 2 shows an illustrative model-view-controller (MVC) architecture 200 that may be
modeled using one or more discovery queries, in accordance with some embodiments.

FIG. 3 shows an illustrative analysis engine 300 programmed to generate an application
architecture model based on program code and one or more framework models, in accordance
with some embodiments.

FIG. 4 shows an illustrative source program 400 and an illustrative discovery query 420,
in accordance with some embodiments.

FIG. 5 shows an illustrative source program 500 and illustrative property queries 510 and
515, in accordance with some embodiments.

FIG. 6 shows an illustrative process 600 that may be performed by an analysis engine, in
accordance with some embodiments.

FIG. 7 shows an illustrative AST 700 for an illustrative program 705, in accordance with

some embodiments.
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FIG. 8 shows Backus Normal Form (BNF) definitions of some components of an
illustrative query language, in accordance with some embodiments.

FIG. 9 shows a transformation of an illustrative AST 900 to a transformed AST 905, in
accordance with some embodiments.

FIG. 10 shows an illustrative source program 1050 and an illustrative property query
1055, in accordance with some embodiments.

FIG. 11 shows an illustrative property query 1100, in accordance with some
embodiments.

FIG. 12 shows an illustrative network 1200 of modules, in accordance with some
embodiments.

FIG. 13 shows an illustrate set of nouns that may be used in a query language for
accessing components in an MVC architecture, in accordance with some embodiments.

FIG. 14 shows an illustrative hierarchy 1400 of MVC components, in accordance with
some embodiments.

FIG. 15 shows an illustrative network 1500 of models that may be used to facilitate
analysis of a software application, in accordance with some embodiments.

FIG. 16 shows illustrative framework models 1600 and 1605, in accordance with some
embodiments.

FIG. 17 illustrates an approach for programming an analysis engine to perform a field
and type analysis, in accordance with some embodiments.

FIG. 18A shows an illustrative application 1800 and illustrative component models 1805
and 1810, in accordance with some embodiments.

FIG. 18B shows illustrative groups 1815, 1820, and 1825 of security issues that may be
checked by an analysis engine, in accordance with some embodiments.

FIG. 19 shows a plurality of illustrative types of models that may be used by an analysis
engine to check a property of interest, in accordance with some embodiments.

FIG. 20 shows an illustrative mapping {rom types of properties to types of models, in
accordance with some embodiments.

FIG. 21 shows an illustrative process for selecting one or more types of property models
and using property models of the selected types to analyze a software application, in accordance

with some embodiments.
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FIG. 22 shows an illustrative application 2200 and an illustrative analysis of the
application 2200, in accordance with some embodiments.

FIG. 23 shows illustrative program code 2300 and an illustrative analysis of the program
code 2300, in accordance with some embodiments.

FIG. 24 shows illustrative program code 2400 and an illustrative analysis of the program
code 2400, in accordance with some embodiments.

FIG. 25 shows an illustrative application architecture model 2500, in accordance with
same embodiments.

FIG. 26A shows an illustrative application 2600 and an illustrative implementation 2605
of route functions in the application 2600, in accordance with some embodiments

FIG. 26B shows an illustrative revised configuration model 2625 and an illustrative
revised route model 2635, in accordance with some embodiments.

FIG. 27 shows, schematically, an illustrative computer 1000 on which any aspect of the

present disclosure may be implemented.

DETAILED DESCRIPTION

The inventors have recognized and appreciated various disadvantages of existing
approaches to software verification. For instance, the inventors have recognized and appreciated
that some existing approaches focus solely on testing, which happens late in the system
development life cycle, when an application or module has already been implemented to a large
extent. At that late stage, correcting problems such as security vulnerabilities may involve
rewriting not only the portion of code that directly gives rise to an identified problem, but also
related portions of code. In some instances, it may be impractical to reverse certain design
decisions made during the development stage. As a result, a developer may be forced to adopt a
suboptimal solution to an identified problem.

Accordingly, in some embodiments, techniques are provided for detecting potential
problems during the development stage, so that an identified problem may be corrected before
additional code is written that depends on the problematic code, and a developer may have
greater freedom to implement an optimal solution to the identified problem. For instance, a
verification tool may be built into an integrated development environment (IDE) and may be
programmed to analyze code as the code is being written by a developer. Alternatively, or

additionally, a verification tool may be accessed via a web user interface. In either scenario, the
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verification tool may be able to provide feedback sufficiently quickly (e.g., within minutes or
seconds) to allow the developer to make use of the feedback while the developer is still working
on the code.

The inventors have recognized and appreciated that some existing approaches of
software verification may be unhelpful to software developers. Software development teams are
under pressure to deliver products on time and within budget. When a problem is identified
through testing, a developer may be given little or no guidance on how to address the problem.
As aresult, the developer’s attempted fix may be ineffective, or may even create new problems.
This frustrating process may repeat until the developer stumbles upon a correct solution, often
after spending valuable time searching online resources and consulting with peers.

Accordingly, in some embodiments, techniques are provided for integrating training and
quality assessment. As an example, a verification tool may be programmed to link an identified
problem to one or more targeted training modules. As another example, a verification tool may
be programmed to analyze software code to understand a developer’s intent and proactively
suggest one or more training modules on common problems related to that intent. As yet
another example, a verification tool may be programmed to analyze code written by a developer
for a particular type of quality issue (e.g., a particular security vulnerability) after the developer
views, reads, or otherwise completes a training module on that type of quality issue.

In some embodiments, techniques are provided for presenting verification results to a
software developer. The inventors have recognized and appreciated that it may be beneficial to
present verification results in a streamlined fashion so that verification may become an integral
part of a software developer’s work, rather than an interruption. As an example, a verification
tool may be programmed to deliver results incrementally, for instance, by first delivering results
from easy checks (e.g., syntactic pattern matching), while the system is still performing a deep
analysis (e.g., model checking). In this manner, the developer may immediately begin to review
and address the results from the easy checks, without having to wait for the deep analysis to be
completed.

The inventors have further recognized and appreciated that it may be beneficial to
present suggested code transforms in an unintrusive fashion, so that a software developer may
come to view the verification tool as a helpful peer, rather than just an annoying issue-flagging
feature. For example, a verification tool may be programmed to analyze software code to

understand a developer’s intent and provide suggested code modifications based on the
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identified intent. Additionally, or alternatively, the verification tool may allow the developer to
test a piece of suggested code in a sandbox.

In some embodiments, a verification tool may be programmed to select, from a variety of
different modes, an appropriate mode for delivering guidance to a software developer. For
instance, the verification tool may select from static content (e.g., text, video, etc. retrieved from
a content store), dynamically generated content (e.g., content that is customized based on current
code context), coding suggestions (e.g., suggested fixes to identified problems, or best practice
tips based on identified intent), a suggested version of code to be tested in a sandbox, etc.

It should be appreciated that the techniques introduced above and discussed in greater
detail below may be implemented in any of numerous ways, as the techniques are not limited to
any particular manner of implementation. Examples of details of implementation are provided
herein solely for illustrative purposes. Furthermore, the techniques disclosed herein may be
used individually or in any suitable combination, as aspects of the present disclosure are not

limited to the use of any particular technique or combination of techniques.

I Software Verification

Some techniques have been developed to automatically analyze program behavior with
respect to properties such as correctness, robustness, safety, and liveness. For instance, static
analysis techniques have been developed to analyze program code without executing the code,
whereas dynamic analysis techniques have been developed to analyze program code by
observing one or more executions of the code. Some software verification tools use a
combination of static and dynamic analysis techniques.

Examples of static analysis techniques include, but are not limited to, control flow
analysis, data flow analysis, abstract interpretation, type and effect analysis, and model
checking. An analysis engine implementing one or more of these techniques may receive as
input program code and one or more properties to be checked, and may output one or more
results (e.g., indicating a property is violated).

Model checking techniques were developed initially for hardware verification, and have
been used to some extent for software verification, albeit with lesser success, as software
systems tend to be significantly more complex than hardware systems. To verify a program for
compliance with a certain specification, a formal model of the program may be constructed, and

the model may be checked against the specification. For instance, a model may be formulated as
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a finite state machine, and a property may be expressed as a formula in a suitable logic. A state
space of the finite state machine may be explored to check whether the property is satisfied.

In some implementations, states in a finite state machine may be explicitly enumerated.
Alternatively, or additionally, states may be symbolically enumerated, by encoding sets of states
into respective symbolic states. In some implementations, a symbolic execution technique may
be used, where an interpreter may simulate how a program executes and maintain program state

with symbolic data.

IL. Programmable Analysis of Software Applications

Many software applications are complex and difficult to analyze. For instance, an
application may include hundreds of modules and millions of lines of code, and may make use
of external components (e.g., frameworks, libraries, middleware, etc.) that may or may not be
open sourced. The inventors have recognized and appreciated that it may be beneficial to
provide techniques for abstracting a software application in a manner that focuses on one or
more properties of interest, and that it may also be beneficial to provide techniques for
abstracting a framework or library.

The inventors have additionally recognized and appreciated various disadvantages of
existing approaches for abstraction. For instance, some approaches are purely syntactic, such as
using a utility like grep to search through source code for a match of a regular expression, or rely
on simple abstractions such as performing a data flow analysis (e.g., based on bit propagation) to
abstract a program, and making Boolean marks on library functions in abstractions. The
inventors have recognized and appreciated that these approaches may fail to capture program
semantics sufficiently, and hence may incur high inaccuracies (e.g., false positives).
Furthermore, behaviors of external components such as frameworks and libraries may be
modeled poorly, if at all, and precise semantics of a programming language in which an
application is written may not be taken into account.

The inventors have further recognized and appreciated that some software verification
tools rely on limited methods for specifying properties to be checked. For instance,
specification methods based on XML (Extensible Markup Language) or JSON (JavaScript
Object Notation) may be cumbersome to use, and may allow only a limited set of constructs, so

that many interesting properties cannot be expressed. Furthermore, these methods may not
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allow a user to specify a modification to be made to an application, for example, when a certain
issue is identified.

The inventors have recognized and appreciated that it may be beneficial to provide
improved techniques for abstracting an application and/or external components such as
frameworks and libraries, and for specifying properties to be checked and/or modifications to be
made to an application to satisfy the properties. In some embodiments, a unified method may be
provided to allow a user to program any one or more, or all, of the above aspects of a software
analysis engine. For example, a universal query language may be provided to allow a user to:
(1) model software components including code written by the user and/or external components
such as frameworks and libraries, (2) specify properties to be checked, and/or (3) mutate
programs to satisfy properties.

FIG. 1 shows an illustrative system 100 for software verification, in accordance with
some embodiments. In this example, the system 100 includes an analysis engine 105 and a
guidance engine 110. The analysis engine 105 may receive as input program code of a software
application to be analyzed. In some embodiments, the input program code may include source
code. Alternatively, or additionally, the input program code may include object code. The
analysis engine 105 may further receive as input one or more properties to be checked, and may
output one or more results of checking the one or more properties against the program code.
The one or more results may include a finding indicating whether a property is satisfied, an
identification of one or more portions of the input program code that violate a property, and/or a
suggested modification to the program code to satisfy a property. For instance, if the program
code does not satisfy a particular property, the analysis engine 105 may be programmed to
suggest a modification so that the modified program code will satisfy that property.

In some embodiments, the analysis engine 105 may further receive as input one or more
framework models. As one example, the analysis engine 105 may be programmed to select and
retrieve (e.g., from a database) one or more previously constructed framework models. The
selection may be based on any suitable information about the input program code, such as one or
more programming languages in which the input program code is written, and/or one or more
external components (e.g., frameworks, libraries, and/or middleware) used by the input program
code. As another example, one or more framework models may be selected by a user and
retrieved by the analysis engine 105 (e.g., from a database). As yet another example, one or

more framework models may be constructed by a user and provided to the analysis engine 105.
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In some embodiments, a framework model may include one or more discovery queries
written in a query language. The inventors have recognized and appreciated that a deep
understanding of a software application, such as an architecture of the application, high-level
functionalities of various components in the architecture, and/or intrinsic connections among the
components, may facilitate accurate and efficient analysis of the application. Accordingly, in
some embodiments, techniques are provided for automatically discovering one or more aspects
of a software application. For instance, a discovery query may be applied to the application to
discover one or more portions of code corresponding to a component in an architecture, one or
more functionalities of the discovered component, and/or how the discovered component
interact with one or more other components in the architecture.

In some embodiments, discovery queries may be written by a user in a query language.
Alternatively, or additionally, discovery queries for particular external components (e.g.,
frameworks, libraries, and/or middleware) may be developed in advance and retrieved on
demand (e.g., from a database) when input program code is to be evaluated.

In some embodiments, a discovery query may include one or more statements instructing
the analysis engine 105 how to look for a portion of code that is relevant for a certain analysis
(e.g., looking for security vulnerabilities in general, or one or more specific types of security
vulnerabilities). Additionally, or alternatively, a discovery query may instruct the analysis
engine 105 what information to extract from the program code and store in a model, once a
relevant portion of code has been located. Thus, a discovery query may be an executable
program that takes as input the program code to be analyzed and produces as output one or more
models.

In some embodiments, the analysis engine 105 may be programmed to interpret
discovery queries written in a query language. For instance, the analysis engine 105 may
execute one or more discovery queries according to semantics of the query language, which may
cause the analysis engine 105 to gather certain information from source code elements of a
program to be analyzed. However, that is not required, as in some embodiments discovery
queries may be compiled into machine code and then the machine code may be executed.

In some embodiments, the analysis engine 105 may be programmed to apply one or more
discovery queries to program code and output a model of the program code that is specific to
such discovery queries. The model thus represents only a subset of the program code that is

relevant to the discovery queries. The analysis engine 105 may then analyze the model and/or a
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subset of the program code to determine if a certain property of interest is satisfied. In some
embodiments, this analysis of the model and/or the subset of the program code may be
performed using property queries written in the same query language that is used for the
discovery queries.

With the above approach, particular portions of a large application program that are
relevant to one or more issues of interest (e.g., security) may be identified and represented by a
model, while irrelevant portions of the application may be ignored. The resulting model may
then be evaluated, and/or be used to identify relevant portions of the program code that should
be evaluated, using one or more property queries relating to the issue(s) of interest. By
employing such a divide-and-conquer approach, a highly complex application may be
effectively and efficiently evaluated for one or more specific issues of concern.

The inventors have recognized and appreciated that discovery queries may provide a
convenient way to capture knowledge regarding a programming language, framework, library,
middleware, etc. For instance, a user who understands semantics of a programming language
(or framework, library, middleware, etc.) may write discovery queries that help the analysis
engine 105 identify portions of program code that are relevant for a certain analysis that is being
performed (which may, although need not, be a security analysis). A model that results from
applying a discovery query to program code may be an abstraction of the program code with
respect to the analysis that is being performed. In this manner, property checking may be
performed more efficiently, because much of the program code may be irrelevant for the
analysis that is being performed, and may simply be ignored.

The inventors have further recognized and appreciated that framework models may be
managed advantageously as reusable assets. For example, once a discovery query is written by a
user for a certain analysis on a program written in a certain programming language (or using a
certain framework, library, middleware, etc.), the discovery query may be appropriately indexed
and stored. In this manner, when the same user or another user wishes to perform the same
analysis on a different program written in the same programming language (or using the same
framework, library, middleware, etc.), the previously written discovery query may be retrieved
and applied.

Returning to the example shown in FIG. 1, one or more results output by the analysis
engine 105 may be consumed by the guidance engine 110. The inventors have recognized and

appreciated that it may beneficial to provide customized and actionable guidance to a developer
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when a problem is identified. Accordingly, in some embodiments, the guidance engine 110 may
be programmed to select, based on the one or more results output by the analysis engine 105, an
appropriate modality for aiding a user who wrote the input program code. Additionally, or
alternatively, the guidance engine 110 may be programmed to select, based on the one or more
results, appropriate content from a content store. For instance, if the one or more results
includes a finding indicative of a security vulnerability, the guidance engine 110 may present to
the user a textual or video message explaining the vulnerability, and/or an in-depth training
module. Additionally, or alternatively, if the one or more results includes a suggested
modification to the input program code, the guidance engine 110 may present to the user a
textual or video message explaining the suggested modification, and/or modified program code
ready to be tested in a sandbox.

In some embodiments, the guidance engine 110 may automatically determine and
present to a user a suggested technique for solving a problem. For example, the guidance engine
110 may determine a solution based on user preferences, an intended use for a software
application, and/or other context information about the software application.

It should be appreciated that the system 100 is shown in FIG. 1 and described above
solely for purposes of illustration. A software verification tool embodying one or more of the
inventive aspects described herein may be implemented in any of numerous ways. For instance,
in some embodiments, one or more of the functionalities described above in connection with the
analysis engine 105 may instead be implemented by the guidance engine 110, or vice versa. In
some embodiments, a software verification tool may be implemented with a single engine
programmed to analyze program code and to render guidance to a developer. In some
embodiments, the analysis engine 105 and the guidance engine 110 may be independently
implemented, each as a stand-alone tool. Aspects of the present disclosure are not limited to the
use of both the analysis engine 105 and the guidance engine 110.

As discussed above, the inventors have recognized and appreciated that a deep
understanding of a software application, such as an architecture of the application, high-level
functionalities of various components in the architecture, and/or intrinsic connections among the
components, may facilitate accurate and efficient analysis of the application. In some
embodiments, a software architecture may be represented using a framework model comprising
one or more discovery queries. By applying such discovery queries to program code, an

application architecture model may be generated that includes models for individual components
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in the architecture. The application architecture model may then be used to facilitate verification
of the program code with respect to one or more properties of interest.

FIG. 2 shows an illustrative model-view-controller (MVC) architecture 200 that may be
modeled using one or more discovery queries, in accordance with some embodiments. An MVC
architecture may be used to build a web application comprising various components having
separate responsibilities. In the example shown in FIG. 2, the MVC architecture 200 includes a
web server component 210, a routes component 215, a dispatcher component 220, a controller
component 225, a model component 230, a database component 235, and a view component
240. The web server component 210 may receive a web request from a browser 205 and the
routes component 215 may map the request to one or more actions to be taken by the controller
component 225. The dispatcher component 220 may inform the controller component 225 of
the one or more actions to be taken, and the controller component 225 may issue one or more
commands to be executed by the model component 230. The model component 230 may
execute the one or more commands according to logic of the web application and may manage
data stored in the database component 235. The controller component 225 may receive an
execution result from the model component 230 and may cause the view component 240 to
generate an updated view based on the execution result. The controller component 225 may
then cause the web server component 210 to respond to the browser 205 with the updated view.

FIG. 3 shows an illustrative analysis engine 300 programmed to generate an application
architecture model based on program code and one or more framework models, in accordance
with some embodiments. For instance, the analysis engine 300 may be an implementation of the
illustrative analysis engine 105 shown in FIG. 1.

In the example shown in FIG. 3, the analysis engine 300 includes a model construction
component 305 and a property checking component 340. The model construction component
305 may receive as input program code (which may include source code and/or object code) and
one or more framework models. In some embodiments, the one or more framework models may
include one or more discovery queries.

In some embodiments, a framework model may reflect a software architecture, such as
the illustrative MVC architecture 200 shown in FIG. 2. The model construction component 305
may be programmed to use the framework model to understand the input program code, for

example, by extracting relevant information from the input program code and storing the
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information in one or more models. In some embodiments, a model may correspond to a
component in the software architecture captured by the framework model.

For instance, in the example shown in FIG. 3, the model construction component 305
may be programmed by an MVC framework model to generate an application architecture
model 310 that includes a controller model 315, a view model 320, a database model 325, and a
route model 330, which may correspond, respectively, to the controller component 225, the view
component 240, the database component 235, and the routes component 215 of the illustrative
MCYV architecture 200 shown in FIG. 2. Additionally, or alternatively, the application
architecture model 310 may include a configuration model 335, which may not correspond to
any component in the illustrative MCV architecture 200, but may store configuration
information extracted from the input program code. Examples of configuration information that
may be extracted and stored, include, but are not limited to, session and cookie configurations in
web server code.

It should be appreciated that the MVC architecture 200 shown in FIG. 2 and the
application architecture model 310 shown in FIG. 3 are provided solely for purposes of
illustration, as the inventive aspects described herein may be used to model any software
architecture.

FIG. 4 shows an illustrative source program 400 and an illustrative discovery query 420,
in accordance with some embodiments. For instance, the source program 400 may be a portion
of the input program code shown in FIG. 3, and the discovery query 420 may be included in the
MVC framework model shown in FIG. 3.

In the example shown in FIG. 4, the discovery query 420 includes a PERFORM
statement with a WHEN clause. The PERFORM statement may specify one or more actions to
be performed if a condition specified in the WHEN clause is satisfied. In some embodiments,
the WHEN clause may specify a pattern and the one or more actions specified in the PERFORM
statement may be performed if the pattern specified in the WHEN clause is detected in the input
program code.

For instance, in the example shown in FIG. 4, the WHEN clause specifies a pattern
including a call to @RequestMapping with a URL $1, an HTTP method $2, and a function $f. A
model construction component (e.g., the illustrative model construction component 305 shown
in FIG. 3) may search through the input program code to identify a match of the pattern
specified in the WHEN clause. If a match is found, the PERFORM statement may be executed
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to extract relevant information and store the extracted information in a model (e.g., the
illustrative route model 330 shown in FIG. 3).

For example, in the source program 400 shown in FIG. 4, the URL $/ may be matched
to the string “/database” at 405, the HTTP method $2 may be matched to the string “get” at
410, and the function $f may be matched to the declaration of injectableQuery at 415. As shown
at 435, the model construction component may execute the PERFORM statement and store the
declaration of injectableQuery in a resulting model at the following.

_model.routes[ “/database” |[ “get” ].callbacks

In this manner, the model construction component may be programmable via a discovery
query (e.g., the discovery query 420 tells the model construction component what to look for in
the input program code and, once a relevant portion of code is found, what information to
extract). For instance, one or more discovery queries (e.g., the illustrative discovery 420 shown
in FIG. 4) may be written to model how a particular framework (e.g., a SpringMVC framework)
interprets program annotations (e.g., @ RequestMapping). Thus, the one or more discovery
queries may represent semantics given to such annotations by the particular framework. One or
more models (e.g., the illustrative model 435 shown in FIG. 4) that are constructed by applying
the one or more discovery queries may then replace source code of the particular framework for
purposes of checking whether one or more properties are satisfied.

It should be appreciated that the discovery query 420 is shown in FIG. 4 and described
above solely for purposes of illustration. In some embodiments, other types of conditions may
be specified, in addition to, or instead of, syntactic pattern matching. Furthermore, aspects of
the present disclosure are not limited to the use of a discovery query in a framework model. For
instance, in some embodiments (e.g., as shown in FIG. 16 and discussed below), a framework
model may include a model that is written directly to replace framework source code. Such a
model need not be a result of applying one or more discovery queries.

Returning to the example shown in FIG. 3, the application architecture model 310 may
be analyzed by the property checking component 340 of the analysis engine 300 to determine if
one or more properties are satisfied. Any suitable combination of one or more property
checking techniques may be used, including, but not limited to, data flow analysis, control flow
analysis, and/or model checking. The property checking component 340 may then output one or
more results, which may include a finding indicating an identified problem (e.g., a security

vulnerability), a suggested modification to the input program code to fix an identified problem,
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an indication that the property checking component 340 is unable to reach a conclusion with
respect to a certain property, and/or any other observation of interest. For instance, a result may
flag a portion of code that, based on information available to the property checking component
340, does not yet amount to a problem but merits further investigation. In some embodiments, a
result output by the property checking component 340 may be processed by a guidance engine,
such as the illustrative guidance engine 110 shown in FIG. 1, to provide appropriate feedback
advice to a user.

FIG. 5 shows an illustrative source program 500 and illustrative property queries 510 and
515, in accordance with some embodiments. For instance, the source program 500 may be a
portion of the input program code shown in FIG. 3, and the property queries 510 and 515 may
be included in the properties to be checked shown in FIG. 3.

In the example shown in FIG. 5, the property query 505 includes a PERFORM statement
with a WHEN clause. The PERFORM statement may specify one or more actions to be
performed if a condition specified in the WHEN clause is satisfied. In some embodiments, the
WHEN clause may specify a pattern and the one or more actions specified in the PERFORM
statement may be performed if the pattern specified in the WHEN clause is detected in the input
program code.

For instance, in the example shown in FIG. 5, the WHEN clause specifies a pattern where
an assignment of a variable $x includes a call to getStringParameter or getRawParameter. A
property checking component (e.g., the illustrative property checking component 340 shown in
FIG. 3) may search through the input program code to identify a match of the pattern specified
in the WHEN clause. If a match is found, the property checking component may perform the
PERFORM statement to add a field named fainted to the matched variable and set the value of
that field to be true. In this manner, the property checking component may be programmable via
a property query (e.g., the property query 510 tells the property checking component what to
look for in program code and, once a relevant portion of code is found, what information to
maintain).

For example, in the source program 500 shown in FIG. 5, the variable $x may be
matched to accountName because the assignment of accountName at 520 includes a call to
getRawParameter. This may cause the property checking component to execute the PERFORM

statement, adding the field accountName.tainted and setting the value of that field to be true.
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In some embodiments, a property checking component may be programmed to propagate
the value of an added field such as accountName.tainted. For instance, in the source program
500 at 525, the variable accountName 1s used in an assignment of the variable gquery. This may
cause a field query.tainted to be added and the value of that field set to true. Thus, in this
example, the property checking component is programmed to analyze the source program 500
both syntactically (e.g., via syntactic pattern matching on getRawParameter) and semantically
(e.g., via data flow analysis on the field rainted).

In some embodiments, a property checking component may be programmed to detect
and maintain type information. For instance, in the source program 500 at 530, an assignment of
the variable statement includes an invocation of connection.createStatement. The property
checking component may be programmed to determine type information based on this
assignment and associate the type information with the variable statement.

In the example shown in FIG. 5, the property query 515 includes a MATCH clause, a
WHERE clause, and a REWRITE clause. The REWRITE clause may specify one or more
modifications to be made to the program code if a condition specified by the MATCH and
WHERE clauses is satisfied.

For instance, in the source program 500 shown in FIG. 5, the object $o may be matched
to statement at 535, the method $f may be matched to executeQuery at 540, and the parameter $/
may be matched to the variable query at 545. The property checking component may then use
the type information associated with the variable statement to determine that the object $o,
which is matched to statement, is an instance of java.sql.Statement. The property checking
component may further determine that the name of the method $f, which is matched to
executeQuery, matches the regular expression “execute.*,” and that the value of the tainted field
of the parameter $/, which is matched to the variable guery, is true. Since all of the conditions
in the WHERE clause are satisfied, the property checking component may execute the REWRITE
clause, which may replace the variable guery with APLsanitize(query), so that the last line in the
source program 500 may become:

ResultSet results = statement.executeQuery(APLsanitize(query)).

Thus, in this example, the property query 515 programs the property checking

component to use syntactic information (e.g., presence of the substring execute), data flow

information (e.g., propagation of the field fainted), and type information (e.g., a type of the
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variable statement) to determine whether to make a particular modification to the input program
code.

It should be appreciated that the property queries 510 and 515 are shown in FIG. 5 and
described above solely for purposes of illustration. Aspects of the present disclosure are not
limited to the use of syntactic analysis, data flow analysis, or type analysis. Furthermore,
aspects of the present disclosure are not limited to the use of a REWRITE clause, as a property
checking component may sometimes report a finding without suggesting a modification to the
input program code.

FIG. 6 shows an illustrative process 600 that may be performed by an analysis engine, in
accordance with some embodiments. For example, the process 600 may be performed by the
illustrative analysis engine 300 shown in FIG. 3 to construct the illustrative application
architecture model 310 and check one or more properties.

At act 605, the analysis engine may compile input program code into a suitable
representation, such as an abstract syntax tree (AST). FIG. 7 shows an illustrative AST 700 for
an illustrative program 705, in accordance with some embodiments. The inventors have
recognized and appreciated that an AST may be used to capture the structure of a program and
facilitate manipulations such as annotations and/or modifications. However, it should be
appreciated that aspects of the present disclosure are not limited to the use of an AST, or any
representation at all. Examples of representations that may be used instead of, or in additional
to, ASTs include, but are not limited to, byte-code, machine code, control flow graphs, logic
formulas modeling the semantics, etc.

At act 610, the analysis engine may select one or more discovery queries to be applied to
the AST constructed at act 605. For instance, in some embodiments, the analysis engine may
be programmed to select and retrieve (e.g., from a database) a previously constructed framework
model that includes one or more discovery queries. The selection may be based on any suitable
information about the input program code, such as one or more programming languages in
which the input program code is written, and/or one or more external components (e.g.,
frameworks, libraries, and/or middleware) used by the input program code. Additionally, or
alternatively, the analysis engine may be programmed to select and retrieve (e.g., from a
database) one or more discovery queries based on a type of analysis to be performed (e.g.,
looking for security vulnerabilities in general, or one or more specific types of security

vulnerabilities).
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In some embodiments, the analysis engine may retrieve (e.g., from a database) a
discovery query selected by a user. Additionally, or alternatively, the analysis engine may
receive, via a user interface, a discovery query written by a user. In some embodiments, the user
interface may be part of an IDE, although that is not required.

At act 615, the analysis engine may apply the one or more discovery selected at act 610
to the AST constructed at act 605. An illustrative application of a discovery query is shown in
FIG. 4 and discussed above.

In some embodiments, the analysis engine may first apply one or more discovery queries
to extract relevant information from the AST constructed at act 605, thereby constructing a
reduced AST. The analysis engine may then apply one or more discovery queries to the reduced
AST to construct an application architecture model. Alternatively, or additionally, the analysis
engine may apply one or more discovery queries directly to the AST constructed at act 605 to
construct an application architecture model. Any suitable method may be used to traverse an
AST. For instance, in some embodiments, AST nodes may be visited based on control flow, and
relationships between the AST nodes may be examined to check a query. In some
embodiments, an analysis state may be maintained during such a traversal. For example, when
an AST node is visited, semantic information may be recorded in the analysis state, which may
be made available when a next AST node is processed. The query may then be checked over the
information stored in the analysis state.

At act 620, the analysis engine may apply one or more property queries to the application
architecture model constructed at act 615. Additionally, or alternatively, the analysis engine
may apply one or more property queries to the AST constructed at 605, and/or any reduced AST
constructed at act 605 (e.g., portions of the AST constructed at 605, and/or any reduced AST
constructed at act 605, that correspond to component models in the application architecture
model constructed at act 615). An illustrative application of property queries is shown in FIG. 5
and discussed above.

At act 625, the analysis engine may determine if the application of one or more property
queries at act 620 has resulted in any observation of interest. If there is an observation of
interest, the analysis engine may, at act 630, output one or more results. The one or more results
may include an indication of an identified problem (e.g., a security vulnerability), a suggested

modification to the input program code to fix an identified problem, an indication that the
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analysis engine is unable to reach a conclusion with respect to a certain property, a portion of
code that merits further investigation, and/or any other observation of interest.

At act 635, the analysis engine may determine if the application of one or more property
queries at act 620 has resulted in a suggested modification to the input program code. If there is
a suggested modification to the input program code, the analysis engine may, at act 640,
transform the AST constructed at act 605. For example, the analysis engine may execute a
mutation query (e.g., with a REWRITE clause) to replace a portion of code (e.g., the variable
query in the example of FIG. 5) with another portion of code (e.g., APLsanitize(query) in the
example of FIG. 5).

At act 645, the analysis engine may use the transformed AST to modify the input
program code and output the modified program code. In some embodiments, a user interface
may be provided to allow a user to authorize use of the modified program code and/or to test the
modified program code in a sandbox. Alternatively, or additionally, a branch may be created in
a version control system for the modified program code generated by the analysis engine.

Upon outputting the modified program code, or if it is determined at act 635 that there is
no suggested modification to the input program code, the analysis engine may return to act 625
to determine if there is any additional observation of interest. The inventors have recognized
and appreciated that some property queries may take more computing time to answer.
Accordingly, in some embodiments, the analysis engine may be programmed to output results
incrementally. For example, the analysis engine may first deliver results from easy checks (e.g.,
syntactic pattern matching), while the analysis engine is still performing a deep analysis (e.g.,
model checking). In this manner, the user may immediately begin to review and address the
results from the easy checks, without having to wait for the deep analysis to be completed.

It should be appreciated that details of implementation are described above solely for
purposes of illustration, as aspects of the present disclosure are not limited to any particular
manner of implementation. For instance, in some embodiments, a separate guidance engine may
be provided that consumes outputs of the analysis engine and renders guidance to a developer

based on the analysis engine’s outputs.

III.  Query Language
The inventors have recognized and appreciated that it may be beneficial to provide a

unified method for understanding, modeling, checking, and/or fixing software applications with
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respect to one or more properties of interest (e.g., security vulnerabilities in general, or one or
more specific types of security vulnerabilities).

In some embodiments, a query language may be provided to allow a user to program any
one or more aspects of software verification, which may include, but are not limited to:

- modeling one or more external components (e.g., frameworks, libraries, and/or

middleware) used by a software application;

- constructing models of the application that abstract away irrelevant information (e.g.,

information that is irrelevant for a certain type of analysis such as security analysis);

- specifying one or more properties to be checked against the application;

- specifying how the application should be fixed if a problem is identified; and/or

- controlling how an analysis engine analyzes the application.

In some embodiments, a query language may be provided that is more expressive than
existing techniques for verifying software applications. For example, the query language may
be a superset of a full realistic programming language (e.g., JavaScript). In some embodiments,
a query language may be provided that is more powerful than existing techniques for verifying
software applications. For example, the query language may be used to define semantic
abstractions of a program and/or external components (e.g., frameworks, libraries, and/or
middleware) used by the program. Additionally, or alternatively, the query language may be
used to query program semantics. In some embodiments, a query language may be provided
that is more convenient to use than existing techniques for modeling software applications. For
example, the query language may have a succinct syntax and may allow modular definitions.

FIG. 8 shows Backus Normal Form (BNF) definitions of some components of an
illustrative query language, in accordance with some embodiments. Such a query language may
be used, for example, to write the illustrative discovery query 420 shown in FIG. 4 and the
illustrative property queries 510 and 515 shown in FIG. 5.

The inventors have recognized and appreciated that a query language having the
illustrative constructs shown in FIG. 8 and/or described herein may advantageously provide an
expressive, powerful, and convenient method for software verification. For example, these
constructs may allow different types of analyses (e.g., static scanning, data flow analysis,
fuzzing, dynamic scanning, etc.) to be specified using the same query language, so that the

different types of analyses may be combined in a deep way. Furthermore, these constructs may
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allow different data sources to be queried using the same query language, so that query results
regarding the different data sources may be assessed collectively.

However, it should be appreciated that aspects of the present disclosure are not limited to
the use of a query language having all of the constructs shown in FIG. 8 and/or described herein.
In various embodiments, any one or more of these constructs, and/or other constructs, may be

included in a query language.

A. Syntax Matching Blocks

In some embodiments, a query language may include constructs for syntax matching
blocks, flow operators, semantic predicates, side-effect statements, and/or application
programming interface (API) functions for an analysis engine.

- Syntax matching blocks may be based on source code syntax for any one or more
programming languages, such as JavaScript, Java, C/C++/Objective-C, SWIFT,
ASP.NET, Python, Ruby, etc.

- Flow operators may be used to connect syntax matching blocks to describe flows
between different portions of a program.

- Semantic predicates may be built using first order logic and/or native constructs and
may be used for semantics queries.

- Side-effect statements may be used to instruct the analysis engine to perform specific
actions, such as building models for a program and/or modifying input program code.

- API functions may be used to access internal state of the analysis engine and/or
program how the analysis engine performs an analysis.

In some embodiments, a query language may be provided that uses source language
syntax directly for syntax matching. For instance, in the example shown in FIG. 8, the notation
<{ <source syntax> }> describes a syntax matching block for matching a syntactic element in a
source language, where free variables (which are prefixed by “$”) are assigned if a match is
found. Thus, syntax matching in this query language may depend on the syntax of a source
language (e.g., JavaScript, Java, C/C++/Objective-C, SWIFT, ASP.NET, Python, Ruby, etc.).

As an example, if variable assignment is denoted by “=""in a source language, then the
syntax matching block <{ a = $/ }> may match any assignment statement that assigns a value
to the variable a. For instance, the syntax matching block <{ @ = $b }> may match the

statement, @ = a + x, where the syntactic element ¢ + x may be assigned to the free variable $b.
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As another example, the following syntax matching block may be specific to the syntax
of Java SpringMVC.

<{ @RequestMapping(value =$1, method = $2)

3f

7>

This syntax matching block may match a function declaration with an annotation of route
information, where the route’s URL may be assigned to the free variable $/, the name of the
HTTP method may be assigned to the free variable $2, and the function declaration may be
assigned to the free variable $f.

In some embodiments, a syntax matching block may include OR as a syntax operator.
For instance, the syntax matching block <{ getStringParameter() OR getRawParameter()
}> may match a function call to getStringParameter or getRawParameter.

[T

In some embodiments, a syntax matching block may include a character (e.g., “_”) for a

“don’t care” element. For instance, the following pattern may match any for loop regardless of
the condition, as long as the body of the for loop matches.

// pattern

Jor () f
if(81)
$2;

/

In some embodiments, a syntax matching block may include a syntax operator AS. For
instance, the syntax matching block <{ $f(_,$2) }> AS $call may match a function call of two
arguments. When a match is found, the function name may be assigned to $f, and the second
argument may be assigned to $2, while the first argument may not be stored. Because of the use
of the AS operator, the entire function call information, including function name, function
declaration, and/or one or more matched arguments, may be stored in $call.

In some embodiments, a syntax matching block may include multilayer static scopes.
For instance, nested scopes may be expressed using braces and may be matched according to the
syntax of a source language (e.g., JavaScript, Java, C/C++/Objective-C, SWIFT, ASP.NET,
Python, Ruby, etc.). As an example, the illustrative for loop pattern above may have two
matches in the following program code.

// program
if(b){
for(vari=1;i< 10;i++){
for (varkin[1,2,3]){
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if (x> Ali]) {
if (b[k])
x=1;
/
/
/
/

In the first match, the syntactic element x > A[i] is assigned to $/, and the syntactic
element if (b[k]) x = 1 is assigned to $2. In the second match, the syntactic element b/k] is
assigned to $/, and the syntactic element x = 7 is assigned to $2. In both matches, both scopes

(i.e., for loop and if branch) are matched syntactically.

B. Flow Operators

In some embodiments, a query language may include one or more flow operators, for
example, to describe relationships between syntactic elements. For instance, one or more
temporal operators may be used to describe how a syntactic element flows to another syntactic
element. In some embodiments, an analysis engine may match a flow statement through a finite
state machine algorithm. For instance, a finite state machine may be defined that includes at
least two states. At the first state, the analysis engine may analyze portions of input program
code, looking for a first syntactic element. The analysis engine may stay in the first state until
the first syntactic element is matched. Once the first syntactic element is matched, the analysis
engine may move to the second state, where the analysis engine may analyze further portions of
the input program code, looking for a second syntactic element.

In some embodiments, a basic flow operator (-->) may be used to express that a syntactic
element is followed by another syntactic element in at least one program path. As one example,
the flow statement <{ $f1($al) --> $f2($a2) }> may be matched if one function call is followed
by another function call in at least one program path, where the two function may be different,
but each of the two functions has a signal argument. The name of the function that is called
earlier may be assigned to $f1, and the argument of that function may be assigned to $a/, while
the name of the function that is called later may be assigned to $f2, and the argument of that
function may be assigned to $a2.

As another example, the following flow statement may be matched if there is at least one
program path in which a method of an object is invoked on a variable which was previously

assigned the return value of a call to getStringParameter or getRawParameter. The name of the
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variable may be assigned to $x, the name of the object may be assigned to $02, and the name of
the function of the object may be assigned to $f.

<{ $x = _.getStringParameter() OR _.getRawParameter() --> $02.$f($x) }>

In some embodiments, an all-path flow operator (-AP->) may be used to express that a
syntactic element is followed by another syntactic element in all program paths. For instance,
the flow statement <{ $f1($al) -AP-> $f2($a2) }> may be matched if a call to a first function
with a first argument is followed by a call to a second function with a second argument in all
program paths. The name of the first function may be assigned to $f1, and the first argument
may be assigned to $al, while the name of the second function may be assigned to $f2, and the
second argument may be assigned to $a2.

In some embodiments, an absence operator (MISSING) may be used to express that in no
program path a first syntactic element happens between a second syntactic element and a third
syntactic element. For instance, the flow statement <{ $f1($al) --> MISSING $a2 = _ -->
$2(8a2) }> may be matched if there is a program path in which a first function call is followed
by a second function call, and there is no assignment to the argument of the second function call
between the two function calls.

In some embodiments, operators FIRST and LAST may be used to match, respectively,
the first and last occurrences of a syntactic element. For instance, the flow statement <{ FIRST
fl($al) --> LAST f2($a2) }> may be matched if the first call to f1 precedes the last call to /2 in

at least one program path, where other calls to f7 and f2 in that program path may be ignored.

C. Semantic Predicates

In some embodiments, a query language may be provided that includes one or more
semantics predicates for expressing properties relating to variable values, types, etc. Unlike
syntax matching blocks, which may be used to query the syntax of a program, semantic
predicates may be used to query semantics of a program, such as values of variables, types of
variables, and/or semantic relationships between variables.

In some embodiments, semantic predicates may be built using first order logic and/or
native constructs. Examples of operators for building semantic predicates include, but are not
limited to:

- arithmetic operators (e.g., +, -, *, /, %, etc.);

- relational operators (e.g., >=, >, ==, etc.);
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- propositional logic operators (e.g., AND, OR, NOT, IMPLY, etc.);

- first-order logic quantifiers (e.g., EXIST, FORALL, etc.);

- domain-specific operators (e.g., RegExp.match, string.indexOf, etc.);

- type operators (e.g., instanceof, ISCONSTANT, etc.); and/or

- flow operators (e.g., USE, CALL, etc.).

In some embodiments, an existentially quantified expression EXIST v IN c¢ : body may
evaluate to true if there is a value v in the set ¢ such that a condition specified in the body is true.
As one example, the expression EXIST x IN [1,2] : x > 0 may evaluate to true because there is a
value x in the range [/,2] such that x is greater than 0. As another example, the expression
EXIST arg IN f.arguments : arg.taint == true may evaluate to true if there is an argument in the
set of arguments f.arguments such that the taint field of the argument is set to true.

In some embodiments, a universally quantified expression FORALL v IN c : body may
evaluate to true if for every value v in the set ¢, a condition specified in the body is true. For
example, the following expression may evaluate to true if for every index y in the object
_model.routes, the route indexed by y, _model.routes[y], is not null.

FORALL y IN _model.routes : _model.routes[y] != null

In some embodiments, a data-flow operator USE may be used to express that a value of a
second syntactic element is used to compute a value of a first syntactic element. For example,
the expression $arg USE $input may evaluate to true if a value of the syntactic element assigned
to $input is used to compute a value of the syntactic element assigned to $arg.

In some embodiments, a control-flow operator CALL may be used to express that a call
to a first function includes a call to a second function. For example, the expression $f1 CALL
$f2 may evaluate to true if a call to the function assigned to $f7 includes a call to the function

assigned to $f2.

D. Side-Effect Statements

In some embodiments, a query language may be provided that includes one or more side-
effect constructs. For instance, a side-effect construct may be used to define a discovery query,
such as the illustrative discovery query 420 shown in FIG. 4.

In some embodiments, the following illustrative side-effect construct may be used, where
the PERFORM statement may specify one or more actions to be performed if a condition

specified in the WHEN clause is satisfied.
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PERFORM <statement> WHEN <syntax matching block>

In some embodiments, the WHEN clause may specify a pattern and the one or more
actions specified in the PERFORM statement may be performed if the pattern specified in the
WHEN clause is detected in input program code. For instance, the PERFORM statement may
include a piece of executable code, where the WHEN clause may include a syntax matching
block (which may in turn include a semantic predicate). In some embodiments, a query
language may be a superset of the syntax of a high-level programming language (e.g.,
JavaScript), so the PERFORM statement may use any one or more constructs provided by the
high-level programming language.

For example, the following discovery query, when executed by an analysis engine, may
cause the analysis engine to search input program code for a declaration of a route function in an
MVC architecture, where the HTTP method in the declaration is a method of a RequestMethod
object. The route’s URL may be assigned to the free variable $/, the name of the method may
be assigned to the free variable $2, the name of the route function may be assigned to the free
variable $3, and the entire function declaration may be assigned to the free variable $f (using the
AS operator). The PERFORM statement may cause the analysis engine to store the function
declaration in a route model (e.g., such as the illustrative route model 330 shown in FIG. 3).

PERFORM _model.routes[$1][$2].callbacks = [ $f ]

WHEN <{ @RequestMapping(value = $1, method = RequestMethod.$2)

Sfunction $3(_) {_} AS $f }>

Additionally, or alternatively, a PERFORM statement may be used to inject data into an
AST (e.g., an AST compiled directly from input program code, or a reduced AST constructed by
removing certain information). For instance, in the following illustrative PERFORM statement,
the WHEN clause may specify a pattern where an assignment of a variable $x includes a call to
getStringParameter or getRawParameter. 1f an analysis engine finds a match of this pattern, the
analysis engine may add a field named tainfed to the matched variable and set the value of that
field to be true. In some embodiments, the analysis engine may be programmed to propagate the
value of the tainted field.

PERFORM $x.tainted = true

WHEN </{ $x = getStringParameter() OR getRawParameter() }

In some embodiments, data maintained in an added field may be used to facilitate

property checking and/or code editing. For instance, the following illustrative property query

27



10

15

20

25

30

WO 2017/196381 PCT/US2016/049120

may be used to check if an argument of a call to a method of an object is tainted, and if so,
replace the argument with a sanitized version of the argument.

<{ $0.8f($1) }>

WHERE $1.tainted == true

REWRITE $1 <= SanitizerAPL sanitize($1)

FIG. 9 shows a transformation of an illustrative AST 900 to a transformed AST 905, in
accordance with some embodiments. For instance, this transformation may be performed by an
analysis engine in executing the illustrative property query described above to syntactically
replace a subtree 910 assigned to the free variable $7 with a different subtree at a node 915. The
new subtree may correspond to applying the sanitize function in the SanitizerAPI library to the
argument $/, and may be constructed by attaching the subtree 910 to the node 915 as the
argument of SanitizerAPl. sanitize.

FIG. 10 shows an illustrative source program 1050 and an illustrative property query
1055, in accordance with some embodiments. In this example, the source program 1050 may
implement a bitwise comparison between two bit strings, which may be cryptographic digests
such as CRCs (cyclic redundancy checks) or HMACs (keyed-hash message authentication
codes). This particular implementation may be vulnerable to side-channel attacks because
execution time of the for loop may be input dependent. For instance, the for loop may exit early
if a difference is detected early in the bit strings, and may run through the entire lengths of the
bit strings if the bit strings are identical. This type of comparison is sometimes called a “fail
fast” comparison.

In some embodiments, a property query may program an analysis engine to detect “fail
fast” comparisons. For instance, in the example shown in FIG. 10, the property query 1055 may
be written using a data-flow operator USE, which may cause the analysis engine to search for a
function declaration that has two byte arrays as arguments ($a and $b) and includes a for loop
with an if statement in the body of the for loop, where the condition ($7) of the if statement
depends on both of the byte array arguments ($/ USE $a AND $2 USE $b). Thus, the property
query 1055 may cause the analysis engine to perform a combination of syntactic matching and
data flow analysis to detect a “fail fast” comparison.

In some embodiments, a property query may program an analysis engine to remove a
vulnerability caused by a “fail fast” comparison. FIG. 11 shows an illustrative property query

1100, in accordance with some embodiments. Like the illustrative property query 1055 shown
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in FIG. 10, the property query 1100 may program an analysis engine to detect a “fail fast”
comparison. Additionally, the property query 1100 may cause the analysis engine to assign a
syntactic element (e.g., a subtree in an AST) corresponding to the for loop to a free variable
$body, for example, using an AS operator at 1110. At 1115, the property query 1100 may cause
the analysis engine to replace the syntactic element assigned to $body with a new body 1105,
resulting in a transformed function declaration. The transformed for loop may not exit early,
even if a difference has been detected, thereby removing the vulnerability to side-channel

attacks.

E. Analysis Engine API Functions

In some embodiments, a query language may be provided that includes one or more API
functions for accessing internal state of an analysis engine and/or programing how the analysis
engine performs an analysis. The inventors have recognized and appreciated that an analysis
engine may maintain useful information, such as ASTs (e.g., ASTs compiled directly from input
program code, and/or reduced ASTs constructed by removing certain information), variable
values, variable types, analysis results, internal data structures, relationships between internal
data, etc. Accordingly, a query language may implement a protocol for exposing some or all of
the information maintained by the analysis engine.

For example, an analysis engine may maintain a function closure as an internal
representation of a function in an AST. This closure may include information such as an
original AST, parent scope, type information, member declarations within a body of the function
body, etc. In some embodiments, an API construct, $f.ast, may be used to obtain an AST stored
by the analysis engine for the syntactic element assigned to $f, and an API construct,
$f.ast.name, may be used to obtain the function name in the AST. Additionally, or alternatively,
the statement, FORALL v IN $f: v instanceof String, may be used to enumerate all data members

in a function closure that are of the type String.

F. Aliases, Macros, and Modules

In some embodiments, a query language may allow definitions of aliases, macros, and/or
modules. The inventors have recognized and appreciated that such definitions may be used to
enhance reusability and modularization. However, it should be appreciated that aspects of the

present disclosure are not limited to the use of any alias, macro, or module.
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In some embodiments, a keyword /e may be used to introduce an alias. An example is
as follows.

let source = getStringParameter() OR getRawParameter()

With this illustrative alias, the following queries are equivalent.
- PERFORM $x.tainted = true
WHEN </{ $x = source >}
- PERFORM $x.tainted = true
WHEN <{ $x = getStringParameter() OR getRawParameter() >}

In some embodiments, a keyword DEFINE may be used to introduce a macro. An
example is as follows.

DEFINE isStatement(v) { v instanceof java.sql.Statement, }

With this illustrative macro, the following queries are equivalent.
- MATCH <{ $0.%f($1) }>

WHERE isStatement($0)
- MATCH <{ $0.8f($1) }>

WHERE $o instanceof java.sql.Statement,

In some embodiments, a keyword IMPORT may be used to load one or more query
definitions from a query source file. This construct may advantageously allow query definitions
to be modularized.

FIG. 12 shows an illustrative network 1200 of modules, in accordance with some
embodiments. The network 1220 may include a node Module 1 corresponding to a first query
source file 1205, a node Module 2 corresponding to a second query source file 1210, and a node
Module 3 corresponding to a third query source file 1215. The first query source file 1205 may
include a framework model for an MVC architecture, the second query source file 1210 may
include a framework model for a Node.js runtime environment, and the third query source file
1215 may include a framework model for an Express framework.

In example shown in FIG. 12, the first query source file 1205 may be imported into the
second query source file 1210 via an IMPORT statement, so that queries in the Node.js
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framework model may make use of query definitions in the MVC framework model. Similarly,
the second query source file 1210 may be imported into the third query source file 1215 via an
IMPORT statement, so that queries in the Express framework model may use of query
definitions in the Node.js framework model and/or the MVC framework model.

The inventors have recognized and appreciated that an organization of modules such as
that shown in FIG. 12 may improve reusability of query definitions. However, it should be
appreciated that aspects of the present disclosure are not limited to the use of modules for

organizing query definitions.

F. Libraries and High-Level Queries

The inventors have recognized and appreciated that it may be beneficial to store certain
commonly used query definitions in a library, so that these definitions may be accessed by
simply loading the library. For example, query definitions for discovering and/or manipulating
MVC components for web applications may be stored in a library, and definitions for
discovering and/or manipulating MVC components for mobile apps (e.g., for an Android™
operating system and/or an iOS™ operating system) may be stored in the same or a different
library.

FIG. 13 shows an illustrate set of nouns that may be used in a query language for
accessing components in an MVC architecture, in accordance with some embodiments. In some
embodiments, an MVC library may be provided that includes one or more predefined queries for
discovering and/or manipulating MVC components. The MVC library may allow a user to use
the nouns shown in FIG. 13 as high-level keywords in the query language.

In some embodiments, an MVC library may include one or more discovery queries that

program an analysis engine to build MVC component models. For instance, an analysis engine

may run the discovery queries on input program code and build the following illustrative model.

_model = {
config: [ ... },
MVC: [
{ model: ..., controller: { actionl: ..., action2: ... }, view: ...},
model: ..., controller: { actionl: ..., action2: ... }, view: ...},
)
/

FIG. 14 shows an illustrative hierarchy 1400 of MVC components, in accordance with

some embodiments. For example, the hierarchy 1400 may represent MVC components from the
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above illustrative model, where two actions have been discovered for controllerl, but no action
has been discovered for controller 2 yet.

In some embodiments, the nouns shown in FIG. 13 may be used to access MVC
component models such as those shown in FIG. 14. Any suitable high-level language constructs
may be used to query MVC nouns. For example, a query may use Xpath, Jquery, or CSS-like
search, and may conveniently return a set of one or more elements.

As one example, the following high-level query written using an Xpath syntax may be
used to select all routings implementing a method for a GET request.

/route[ @method="get']

In some embodiments, this high-level query may be implemented as follows.

varres = [];

for (var r of _model.route) {

(if r[ ‘get’] = null)
res.push[r];

/

return res;

As another example, the following high-level query written using an Xpath syntax may
be used to select the last view in an application. A low-level implementation may be similar to
the illustrative implementation shown above for /route[ @ method="get'].

Japp/view[last()]

As another example, the following high-level query written using an Xpath syntax may
be used to select all views having a parent in an AST such that the parent has at least three child
nodes. A low-level implementation may be based on how an Xpath interpreter processes such a
query.

/Wiew[ @ast.parent.children.num> 2]

In some embodiments, relationships between nouns may be expressed using verbs, where
a verb may be syntactic sugar for a low-level implementation. As one example, a verb bound
may have the following syntax.

<View(v)> bound <Controller(_)>

This statement may be implemented as follows.

EXISTS ¢ IN _model.controller : _model.controller{c].view == v

As another example, a verb manipulate may have the following syntax.
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<ViewResolver(_)> manipulate <View(v)>
This statement may be implemented as follows.

EXISTS r IN _model.view[v]: _model.view[v][r].resolver = null

As another example, a verb call may have the following syntax.
<Request(r)> call <Function(f)>
This statement may be implemented as follows.

_model.request[r].handler = f

As another example, a verb phrase sef ... fo ... may have the following syntax.
<Session> set <Field(f)> to <Value(v)>
This statement be implemented as follows.

_model.session[f] = v

The inventors have appreciated that, in some instances, nouns and verbs may be more
convenient to use than the basic constructs of a query language. However, it should be
appreciated that aspects of the present disclosure are not limited to the use of nouns or verbs to
supplement the syntax of a query language. Furthermore, the techniques described here may be
applied to software architectures other than MVC, as aspects of the present disclosure are not so

limited.

IV.  Model-Based Analysis of Software Applications

Scalable analysis of complex and large software applications has remained a challenge
for a long time. An application may contain many components, use various external
components (e.g., frameworks, libraries, middleware, etc.), and exhibit a complex architecture.
The inventors have recognized and appreciated that there may be a tradeoff between scalability
and accuracy. Accurate analysis often involve detailed modeling and rigorous checking, which
may provide a deep understanding of semantics of an application, but may require significant
time and effort (e.g., both for a human to formulate an analysis and for a machine to perform the
analysis). Accordingly, it may be beneficial to provide analysis techniques with improved

scalability and accuracy.
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The inventors have recognized and appreciated that some solutions may sacrifice
accuracy for scalability, while others may sacrifice scalability for accuracy. For example,
syntactic analysis (e.g., based on grep) may be used to retrieve information from source code,
and data flow analysis (e.g., based on bit propagation) may be used to understand how data is
used by an application. The inventors have recognized and appreciated that these techniques
may involve over-approximations, which may lead to false positives.

On the other hand, dynamic analysis techniques may apply fewer approximations (e.g.
on relationships between components or on variables values) and therefore may be more
accurate. However, the inventors have recognized and appreciated that dynamic analysis
techniques may have low coverage (e.g., due to computational constraints), which may lead to
false negatives.

The inventors have recognized and appreciated that, as more external components such
as frameworks and libraries are used in software applications, and as software architectures
become more complex, it may be more difficult to achieve both accuracy and scalability.
Although a user may model and analyze various portions of an application separately, such an
ad hoc approach may be not only tedious, but also unreliable, as interactions between the
separately modeled portions may not be modeled adequately.

Accordingly, in some embodiments, techniques are provided for achieving a desirable
balance between scalability and accuracy. For example, one or more pieces of information,
including, but not limited to, software architecture (e.g., presence of one or more components
and/or connections between components), program semantics, domain knowledge (e.g.,
regarding one or more {frameworks, libraries, middleware, etc.), may be used to focus an analysis
engine on one or more portions of an application that are relevant for a particular analysis. In
some embodiments, such information may be explicitly recorded in one or more models.

In some embodiments, an analysis engine may be programmed to construct an
application architecture model for a software application. The application architecture model
may include models for individual components in an architecture. Given a certain property of
interest, the analysis engine may select one or more relevant component models. The analysis
engine may then check the property of interest against the selected component models. Using
such a divide-and-conquer approach, the amount of information analyzed by the analysis engine

may be reduced, while the risk of missing some relevant information may also be reduced
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because the component models are constructed based on knowledge of the application’s
architecture.

In some embodiments, an analysis engine may be programmed to perform incremental
analysis as a software application evolves. For example, when a portion of source code is
revised or added, the analysis engine may determine one or more component models that are
affected, and may re-generate and/or re-analyze only the affected component models. This may
significantly improve the analysis engine’s response time and hence user acceptance.

In some embodiments, an analysis engine may be programmed to analyze an application
adaptively. For instance, given a certain property of interest, the analysis engine may select one
or more types of models that may be suitable for use in checking that property. The analysis
engine may then construct and analyze one or more models of a selected type. In some
embodiments, a model may be constructed by abstracting away information that is irrelevant for
the property to be checked, thereby improving efficiency of the analysis engine.

FIG. 15 shows an illustrative network 1500 of models that may be used to facilitate
analysis of a software application, in accordance with some embodiments. For instance, the
illustrative models shown in FIG. 15 may be used by an analysis engine (e.g., the illustrative
analysis engine 105 shown in FIG. 1) to check input program code 1505 with respect to one or
more properties of interest.

In the example shown in FIG. 15, the input program code 1505 may use one or more
external components 1515. Examples of external components include, but are not limited to,
frameworks, libraries, middleware, etc. Framework models 1520 for the external components
1515 may be built using a query language (e.g., via discovery queries), and may represent
abstractions of the external components 1515 (e.g., for purposes of security analysis) and/or
interactions between the external components 1515. In some embodiments, framework models
may be indexed and stored in a database, and may be retrieved as needed.

In some embodiments, the input program code 1505 may be compiled into a suitable
representation, such as an AST 1510. A reduced AST 1525 may then be constructed by
applying one or more discovery queries from the framework models 1520 to extract relevant
information from the AST 1510. For instance, the discovery queries may be used to identify and
extract information in the AST 1510 that is relevant for security analysis, and the extracted

information may be stored in the reduced AST 1525.
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In the example shown in FIG. 15, the framework models 1520 and the reduced AST
1525 are used to construct an application architecture model 1530. The application architecture
model 1530 may include high-level information such as software architecture (e.g., one or more
components and/or connections between the components), program semantics, and/or domain
knowledge (e.g., regarding one or more {frameworks, libraries, middleware, etc.). For example,
the application architecture model 1530 may include models for individual components in a
software architecture, such as component model 1, component model 2, component model 3,
etc. shown in FIG. 15.

In the example shown in FIG. 15, the network 1500 further includes a property model
1535. In some embodiments, an analysis engine may receive as input a property query 1540,
which may capture semantics of a property of interest (e.g., a certain security property). Based
on the property query 1540, the analysis engine may select an appropriate property model type
and construct a property model of the selected type. For instance, the property model 1535 may
be of the selected type, and may be derived by the analysis engine from the reduced AST 1525
and/or the application architecture model 1530. The analysis engine may then check the
property model 1535 to determine if the property of interest is satisfied.

In some instances, the application architecture model 1530 may include sufficient high-
level information to allow an analysis engine to determine if a certain property is satisfied,
without analyzing low-level source code. This may allow the analysis engine to produce a result
more quickly, thereby improving user experience. For example, values of configuration
parameters may be extracted from input program code and may be stored in the application
architecture model 1530 (e.g., in a table). When one or more such values are needed, an analysis
engine may simply retrieve the one or more needed values from the application architecture
model 1530, without having to look for such values in the input program code. However, it
should be appreciated that aspects of the present disclosure are not limited to storing
configuration parameter values in an application architecture model.

It should be appreciated that details of implementation are shown in FIG. 15 and
described above solely for purposes of illustration, as aspects of the present disclosure are not
limited to any particular manner of implementation. For instance, aspects of the present
disclosure are not limited to the use of any reduced AST. In some embodiments, the AST 1510,
instead of the reduced AST 1525, may be used to generate the application architecture model

1530.
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FIG. 16 shows illustrative framework models 1600 and 1605, in accordance with some
embodiments. The framework models 1600 and 1605 may be used by an analysis engine (e.g.,
the illustrative analysis engine 300 shown in FIG. 3) to generate an application architecture
model (e.g., the illustrative application architecture model 310 shown in FIG. 3).

The inventors have recognized and appreciated that an external component used by a
software application (e.g., framework, library, middleware, etc.) may include a large amount of
code. For example, the Express framework’s source code includes around 12,000 lines of
JavaScript code. Therefore, it may be desirable to provide an abstraction that represents
semantics of a resource in a concise way. Without such an abstraction, an analysis engine may
be unable to analyze a resource quickly enough to deliver results in real time.

In some embodiments, a framework model may include a specification of relevant
information about a resource. For example, a framework model may be defined using a query
language having one or more constructs such as the illustrative constructs shown in FIG. 8 and
discussed above.

In the example shown in FIG. 16, the framework models 1600 and 1605
represent semantics of the Express framework and the Express Session middleware,
respectively. For instance, the framework model 1600 may reflect how routes are defined.
Additionally, or alternatively, the framework model 1600 may define framework APIs. In some
embodiments, the framework model 1600 may include about 100 lines of code, which is a
significant reduction from the actual size of the Express framework (about 12,000 lines).

FIG. 16 shows an illustrative source code fragment 1610 that uses the Express
framework and the Express Session middleware. In some embodiments, an analysis engine may
be programmed to replace references to the Express framework and the Express Session
middleware with references to the respective framework models, resulting in illustrative code
fragment 1615. In this manner, framework models (e.g., the illustrative framework models 1600
and 1605 shown in FIG. 6) may be loaded, rather than source code of the Express framework
and the Express Session middleware.

FIG. 16 also shows an illustrative source code fragment 1620 that uses an HTTP
middleware and a Path middleware. The inventors have recognized and appreciated that some
external components may not be relevant for a property of interest and therefore a model for
such a resource need not be defined or loaded. This may reduce complexity and thereby

improve performance of an analysis engine.
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In some embodiments, one or more of the following properties may be of interest.
1. Is an httpOnly flag set to true in a session cookie?
2. In any route related to /users, is there a JavaScript injection?
3. In any route related to user signup, is a user name properly checked?

For these properties, session cookie and routes may be relevant, whereas other
middleware such as HTTP and Path may not be relevant. Accordingly, in some embodiments,
an analysis engine may be programmed to ignore references to the HTTP middleware and the
Path middleware, as well as all subsequent code related to the HTTP middleware and the Path
middleware. For instance, a mapping between types of properties and relevant middleware may
be defined based on domain knowledge, and the analysis engine may be programmed to use the
mapping to identify middleware that may be ignored.

FIG. 17 illustrates an approach for programming an analysis engine to perform a field
and type analysis, in accordance with some embodiments. For example, a query language may
be used to program the analysis engine to perform a field and type analysis. In some
embodiments, the query language may include one or more constructs such as the illustrative
constructs shown in FIG. 8 and discussed above.

In some embodiments, a query language may be used to program an analysis engine to
track names and types of fields in an object, and/or names and types of member functions in the
object. These names and types may be matched with known signatures to infer a role of an
object and/or a role of a function using the object.

For instance, a route function in the Express framework may have the following
signature, and a query language may be used to program an analysis engine to determine if a
function matches this signature.

Junction test(req, res, ...)

The request object req may contain one or more of the following fields:

- body
- session
- etc.
The response object res may contain one or more of the following functions:
- render, with argument type String x Object
- session, with argument type String

- eftc.
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FIG. 17 shows illustrative function declarations 1700, 1705, and 1710. In some
embodiments, the analysis engine may be programmed to determine that in the illustrative
declaration 1700, a login function has two arguments, req and res, where the object res has a
member function render with argument type String x Object. This may match the above

5  signature, and the analysis engine may infer that login is likely a route function. Such an
inference may be made even if there is not a perfect match. For instance, the analysis engine
may infer that login is a route function even though the object req does not contain any field.

In some embodiments, the analysis engine may be programmed to determine that in the
illustrative declaration 1705, a signup function has three arguments, req, res, and next, where

10 req has a field body, and res has a member function render with argument type String x Object
and a member function redirect of argument type String. This may match the above signature
(even though the name redirect does not match the name session). Therefore, the analysis
engine may infer that signup is a route function.

In some embodiments, the analysis engine may be programmed to determine that in the

15  illustrative declaration 1710, a fest function has three arguments, req, res, and next, where req
has a field body, but res has no member function. Therefore, the analysis engine may determine
it is unlikely that zest is a route function.

Below are examples of queries that may be used to program an analysis engine to

perform a field and type analysis (e.g., by performing syntactic pattern matching).

20 - Looking for a function of the form f(reg*, res*).

PERFORM _model.routes| /UNKNOWN’ ][ ' UNKNOWN’] = f
WHEN function f($1, $2)
WHERE $1.ast.name.startsWith(‘req’) AND $2.ast.name.startsWith(‘res’)

- Looking for a function with a first argument that has a member function session, body, or
params, or a second argument that has a member function render or redirect.

PERFORM _model.routes[ /UNKNOWN’][ ' UNKNOWN’] = f
WHEN function f($1, $2)
{ $1.session OR $1.body OR $1.params OR $2.render OR $2.redirect }

In some embodiments, an analysis engine may be programmed by a framework model to
25  perform a field and type analysis to infer a role of an object and/or a role of a function using the

object. The framework model may include one or more queries written in a query language. An
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inferred role for an object (or function) may be stored in an application architecture model in
association with that object (or function). For instance, one or more discovered routes may be
stored in a route model.

FIG. 18A shows an illustrative application 1800 and illustrative component models 1805
and 1810, in accordance with some embodiments. In this example, the application 1800 is
written using the Express framework. In some embodiments, an analysis engine may be
programmed to apply a framework model for the Express framework (e.g., the illustrative
framework model 1600 shown in FIG. 16) to construct an application architecture model for the
application 1800. The application architecture model may include one or more component
models, such as the component models 1805 and 1810 shown in FIG. 18A. The component
model 1805 may be a configuration model, and the component model 1810 may be a route
model. For instance, in some embodiments, the component models 1805 and 1810 may be
generated using the illustrative framework models 1600 and 1605 shown in FIG. 16. For
example, the analysis engine may interpret the framework models 1600 and 1605 the source
code 1800, thereby generating the components models 1805 and 1810 as output.

FIG. 18B shows illustrative groups 1815, 1820, and 1825 of security issues that may be
checked by an analysis engine, in accordance with some embodiments. The inventors have
recognized and appreciated that by constructing models for individual components in an
architecture, an analysis engine may be able to quickly identify relevant information to be
analyzed and safely disregard irrelevant information. As one example, to check configuration-
related issues 1815 such as Cross-Site Request Forgery (CSRF), configuration, secure
transportation, session cookie safety, etc., the analysis engine may focus on the configuration
model 1805. As another example, to check per-route issues 1825 such as invalidated redirect,
SQL injections, JavaScript injections, etc., the analysis engine may focus on the route model
1810. By contrast, both the configuration model 1805 and the route model 1810 may be
relevant for security issues in the group 1820, so the analysis engine may analyze both models
when checking an issue from the group 1820. In some embodiments, a mapping between types
of properties and respective components may be defined based on domain knowledge, and the
analysis engine may be programmed to use the mapping to select one or more relevant
components for a certain property to be checked. In this manner, the amount of information

analyzed by the analysis engine may be reduced, which may improve the analysis engine’s
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performance, while the risk of missing some relevant information may also be reduced because
the component models are constructed based on knowledge of the application’s architecture.

FIG. 19 shows a plurality of illustrative types of property models that may be used by an
analysis engine to check a property of interest, in accordance with some embodiments. For
instance, an analysis engine may be programmed to determine which one or more types of
property models may be appropriate for use in checking a certain property of interest.
Additionally, or alternatively, the analysis engine may be programmed to generate a property
model of a selected type for a software application, and analyze the property model to determine
whether the software application satisfies a property of interest.

The inventors have recognized and appreciated that different types of property models
may be suitable for investigating different types of properties. As one example, a call graph may
be used to capture function call relationships, whereas a data flow graph may be used to capture
data dependence information (e.g., how a tainted value is propagated). As another example, a
type system may be used to record types of variables and objects. As another example, an
abstract numeric value estimation may be used to estimate possible values of numeric variables,
whereas a string value estimation may be used to estimate possible values of string variables.

As another example, a heap shape model may be used to capture pointer relationships between
components in a heap. As another example, predicate abstraction may be used to capture
relationships between values of variables. FIG. 20 shows an illustrative mapping from types of
properties to types of property models, in accordance with some embodiments.

The inventors have further recognized and appreciated that different types of property
models may offer different advantages. For instance, as shown in FIG. 19, property model types
at the top (e.g., call graph, data graph, and type system) may be more abstract, and hence easier
to compute but less precise. By contrast, property model types at the bottom (e.g., abstract
numeric value estimation and string value estimation) may be more detailed, and hence more
precise but harder to compute. Therefore, it may be beneficial to provide techniques for
selecting an appropriate type of property model to achieve a desired balance between efficiency
and accuracy.

FIG. 21 shows an illustrative process for selecting one or more property model types and
using property models of the selected types to analyze a software application, in accordance with
some embodiments. For example, the process shown in FIG. 21 may be used by an analysis

engine (e.g., the illustrative analysis engine 105 shown in FIG. 1) to check input program code
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with respect to one or more properties of interest. For instance, a set of keywords may be
retrieved from a property query. Then, for each keyword, a set of one or more relevant
component models may be analyzed to generate one or more property models.

FIG. 21 shows an illustrative application architecture model 2100. In some
embodiments, the application architecture model 2100 may be built by applying one or more
framework models to input program code (e.g., as discussed above in connection with FIG. 15).
The application architecture model 2100 may include high-level information such as software
architecture (e.g., one or more components and/or connections between the components),
program semantics, and/or domain knowledge (e.g., regarding one or more frameworks,
libraries, middleware, etc.). For example, the application architecture model 2100 may include
models for individual components in a software architecture, such as component model A and
component model B shown in FIG. 21.

FIG. 21 also shows illustrative query 1 and illustrative query 2, which may each define a
property to be checked. In some embodiments, an analysis engine may be programmed to select
one or more property model types for a query such as query 1 or query 2. For instance, a query
may be defined using a query language having one or more constructs such as the illustrative
constructs shown in FIG. 8 and discussed above. The analysis engine may be programed to
parse the query based on a syntax of the query language, and to identify one or more semantic
predicates from the query. In the example shown in FIG. 21, a semantic keyword set 1 is
extracted from query 1, a semantic keyword set 2 is extracted from query 2, and so on.

In some embodiments, the analysis engine may select one or more property model types
based on the identified semantic predicates. For instance, the analysis engine may use the
identified semantic predicates to match the query to one of the illustrative property types shown
in FIG. 20, and then use the illustrative mapping shown in FIG. 20 to determine an appropriate
type of property model.

In some embodiments, the analysis engine may identify, for a component model in the
application architecture model 2100 (e.g., the component model A or the component model B),
one or more property model types for which the component model is relevant. For instance, the
analysis engine may determine, for each query and each property model type associated with the
query, whether the component model is relevant to the property model type (e.g., using one or
more techniques described above in connection with FIGs. 18A-B). If the component model is

determined to be relevant to the property model type, a property model of that type may be built
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based on that component model, and the property model may be analyzed. A result of that
analysis may be output as a result for the query. In some embodiments, the analysis engine may
group and/or prioritize analysis results from checking various property models. However, that is
not required, as in some embodiments grouping and/or prioritization may be performed by a
guidance engine, or may not be performed at all.

The inventors have recognized and appreciated that the illustrative process shown in
FIG. 21 may be used advantageously to improve efficiency of an analysis engine. As one
example, if a semantic predicate identified from a query is concerned with only types and
Boolean/numeric values of some variables, then only type system analysis and numeric value
estimation may be performed, and only for the variables involved.

The inventors have further recognized and appreciated that if a property is disproved
using a more abstract model, then there may be no need to build and analyze a more detailed
model. Accordingly, in some embodiments, an analysis engine may be program to perform
analysis adaptively, for example, beginning with more abstract models and using more detailed
models only as needed.

FIG. 22 shows an illustrative application 2200 and an illustrative analysis of the
application 2200, in accordance with some embodiments. In this example, the application 2200
is written using the Express framework. In some embodiments, an analysis engine may be
programmed to apply a framework model for the Express framework (e.g., the illustrative
framework model 1600 shown in FIG. 16) to construct an application architecture model for the
application 2000. The application architecture model may include one or more component
models, such as the illustrative configuration model 2215 shown in FIG. 22.

In some embodiments, a query may be specified based on the following property, and an
analysis engine may be programmed to identify from the query a semantic predicate, such as the
illustrative semantic predicate 2205 shown in FIG. 22.

- Is an httpOnly flag set to true in a session cookie?

- Illustrative semantic predicate in a query language:

o model.setting.cookie.httpOnly == true

In some embodiments, the analysis engine may select, based on the semantic predicate
2205, one or more types of property models. For example, the analysis engine may determine at
2210 (e.g., using one or more techniques described in connection with FIG. 21) that Boolean or

numeric value estimation is to be performed for fields in session cookie. The analysis engine
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may further determine (e.g., using one or more techniques described in connection with FIG. 21)
that the configuration model 2215 is relevant for Boolean or numeric value estimation for fields
in session cookie. The analysis engine may then perform Boolean or numeric value estimation
for fields in session cookie on the configuration model 2215 and output a result that the AttpOnly
flag is not set to true in session cookie.

FIG. 23 shows illustrative program code 2300 and an illustrative analysis of the program
code 2300, in accordance with some embodiments. The program code 2300 may be an
implementation of the illustrative application 2200 shown in FIG. 22.

In some embodiments, a query may be specified based on the following property, and an
analysis engine may be programmed to identify from the query a semantic predicate, such as the
illustrative semantic predicate 2305 shown in FIG. 23.

- In any route related to /users, is there a JavaScript injection?

- Illustrative semantic predicate in a query language:

o <{eval($1) }> WHERE $1.tainted = true

In some embodiments, the analysis engine may select, based on the semantic predicate
2305, one or more types of property models. For example, the analysis engine may determine at
2310 (e.g., using one or more techniques described in connection with FIG. 21) that data flow
analysis is to be performed to calculate “tainted” values for route functions related to /users.

The analysis engine may then analyze the program code 2300 (or an AST of the program code
2300) and construct a data flow graph 2315. Using the data flow graph 2315, the analysis
engine may determine that JavaScript injections are present at eval(body.preTax) and
eval(body.afterTax), and may output a result at 2320 accordingly.

FIG. 24 shows illustrative program code 2400 and an illustrative analysis of the program
code 2400, in accordance with some embodiments. The program code 2400 may be an
implementation of the illustrative application 2200 shown in FIG. 22.

In some embodiments, a query may be specified based on the following property, and an
analysis engine may be programmed to identify from the query a semantic predicate, such as the
illustrative semantic predicate 2405 shown in FIG. 24.

- In any route related to user signup, is a user name properly checked (e.g. can the user

name be empty when the user name is used for redirecting a page)?

- Illustrative semantic predicate in a query language:

o <{ $0.redirect(_+$2) }> WHERE $2 == “.
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In some embodiments, the analysis engine may select, based on the semantic predicate
2405, one or more types of property models. For example, the analysis engine may determine at
2410 (e.g., using one or more techniques described in connection with FIG. 21) that variable
value estimation is to be performed for userName. The analysis engine may then perform
variable value estimation for userName and output a result that the user name must contain one
to 20 characters.

FIG. 25 shows an illustrative application architecture model 2500, in accordance with
same embodiments. Like the illustrative application architecture model 1530 shown in FIG. 15,
the application architecture model 2500 in the example of FIG. 25 includes models for
individual components in a software architecture. In some embodiments, the application
architecture model 2500 may be an updated version of the application architecture model 1530.
For example, an analysis engine may be programmed to update the application architecture
model 1530 based on code changes to generate the application architecture model 2500.

The inventors have recognized and appreciated that when a developer modifies program
code (e.g., by revising existing code and/or adding new code), regenerating the entire application
architecture model 1530 may involve unnecessary computation. For example, the code changes
may affect only some, but not all, of the component models in the application architecture model
1530. The inventors have recognized and appreciated that regenerating an unaffected
component model may result in an identical component model. Accordingly, in some
embodiments, techniques are provided for identifying one or more component models affected
by certain changes and regenerating only the affected component models, which may improve
an analysis engine’s response time significantly.

The inventors have further recognized and appreciated that when a developer modifies
program code (e.g., by revising existing code and/or adding new code), re-checking a property
that is unaffected by the code changes may involve unnecessary computation. Accordingly, in
some embodiments, techniques are provided for determining if a property is affected by certain
code changes. An analysis engine may re-check only properties that are affected, which may
also improve the analysis engine’s response time significantly.

In the example shown in FIG. 25, code changes include code revision 2505. An analysis
engine may be programmed to identify one or more component models (e.g., component model
2) that are affected by the code revision 2505. For example, if the code revision 2505 involves

changes to a certain function only, and the function relates to a route definition, then the analysis
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engine may re-analyze only that route. Previous results relating to unchanged code may still be
valid.

In the example shown in FIG. 25, code changes include new code 2510. In some
embodiments, the analysis engine may be programmed to determine if the new code 2510 adds a
component to the software application that is being analyzed. If it is determined that the new
code 2510 adds a component to the software application that is being analyzed, the analysis
engine may generate a new component model N, as shown in FIG. 25. The analysis engine may
be further programmed to determine if any property is affected by the presence of the new
component model N. If it is determined that a property is affected by the presence of the new
component model N, the analysis engine may re-check that property.

In some embodiments, one or more incremental analysis techniques, such as those
described in connection with FIG. 25, may be used to construct an application architecture
model asynchronously. For example, different components in a software application may
become available at different times. Whenever a new component becomes available, a new
component model may be generated for that component, and affected properties may be re-
checked. In this manner, an analysis engine may be able to return results quickly at each
incremental step, rather than doing all of the computations after all components have become
available.

FIG. 26A shows an illustrative application 2600 and an illustrative implementation 2605
of route functions in the application 2600, in accordance with some embodiments. In this
example, the application 2600 includes a revision at 2610 to an assignment of a variable b, and
the implementation 2605 includes revisions at 2615 to assignments of two variables, preTax and
afterTax, as well as a new route function logout at 2620.

FIG. 26B shows an illustrative revised configuration model 2625 and an illustrative
revised route model 2635, in accordance with some embodiments. For instance, an analysis
engine may be programmed to determine that the revision at 2610 of FIG. 26A affects only the
configuration model, and to generate the revised configuration model 2625 to reflect, at 2630,
the revision to the assignment of the variable b. Furthermore, the analysis engine may be
programmed to determine that only properties 2650 are affected by a change in the configuration
model. Therefore, the analysis engine may check only the properties 2650 against the revised

configuration model 2625.
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Similarly, the analysis engine may be programmed to determine that the revisions at
2615 and 2620 of FIG. 26A affect only the route model, and to generate the revised route model
2635 to reflect, at 2640, the new route function logout and, at 2645,the revisions to the
assignments of preTax and afterTax. Furthermore, the analysis engine may be programmed to
determine that only properties 2655 are affected by a change in the route model. Therefore, the
analysis engine may check only the properties 2655 against the revised route model 2635.

FIG. 27 shows, schematically, an illustrative computer 1000 on which any aspect of the
present disclosure may be implemented. In the embodiment shown in FIG. 27, the computer
1000 includes a processing unit 1001 having one or more processors and a non-transitory
computer-readable storage medium 1002 that may include, for example, volatile and/or non-
volatile memory. The memory 1002 may store one or more instructions to program the
processing unit 1001 to perform any of the functions described herein. The computer 1000 may
also include other types of non-transitory computer-readable medium, such as storage 1005
(e.g., one or more disk drives) in addition to the system memory 1002. The storage 1005 may
also store one or more application programs and/or external components used by application
programs (e.g., software libraries), which may be loaded into the memory 1002.

The computer 1000 may have one or more input devices and/or output devices, such as
devices 1006 and 1007 illustrated in FIG. 27. These devices can be used, among other things, to
present a user interface. Examples of output devices that can be used to provide a user interface
include printers or display screens for visual presentation of output and speakers or other sound
generating devices for audible presentation of output. Examples of input devices that can be
used for a user interface include keyboards and pointing devices, such as mice, touch pads, and
digitizing tablets. As another example, the input devices 1007 may include a microphone for
capturing audio signals, and the output devices 1006 may include a display screen for visually
rendering, and/or a speaker for audibly rendering, recognized text.

As shown in FIG. 27, the computer 1000 may also comprise one or more network
interfaces (e.g., the network interface 1010) to enable communication via various networks (e.g.,
the network 1020). Examples of networks include a local area network or a wide area network,
such as an enterprise network or the Internet. Such networks may be based on any suitable
technology and may operate according to any suitable protocol and may include wireless

networks, wired networks or fiber optic networks.
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Having thus described several aspects of at least one embodiment, it is to be appreciated
that various alterations, modifications, and improvements will readily occur to those skilled in
the art. Such alterations, modifications, and improvements are intended to be within the spirit
and scope of the present disclosure. Accordingly, the foregoing description and drawings are by
way of example only.

The above-described embodiments of the present disclosure can be implemented in any
of numerous ways. For example, the embodiments may be implemented using hardware,
software or a combination thereof. When implemented in software, the software code can be
executed on any suitable processor or collection of processors, whether provided in a single
computer or distributed among multiple computers.

Also, the various methods or processes outlined herein may be coded as software that is
executable on one or more processors that employ any one of a variety of operating systems or
platforms. Additionally, such software may be written using any of a number of suitable
programming languages and/or programming or scripting tools, and also may be compiled as
executable machine language code or intermediate code that is executed on a framework or
virtual machine.

In this respect, the concepts disclosed herein may be embodied as a non-transitory
computer-readable medium (or multiple computer-readable media) (e.g., a computer memory,
one or more floppy discs, compact discs, optical discs, magnetic tapes, flash memories, circuit
configurations in Field Programmable Gate Arrays or other semiconductor devices, or other
non-transitory, tangible computer storage medium) encoded with one or more programs that,
when executed on one or more computers or other processors, perform methods that implement
the various embodiments of the present disclosure discussed above. The computer-readable
medium or media can be transportable, such that the program or programs stored thereon can be
loaded onto one or more different computers or other processors to implement various aspects of
the present disclosure as discussed above.

The terms “program” or “software” are used herein to refer to any type of computer code
or set of computer-executable instructions that can be employed to program a computer or other
processor to implement various aspects of the present disclosure as discussed above.
Additionally, it should be appreciated that according to one aspect of this embodiment, one or
more computer programs that when executed perform methods of the present disclosure need

not reside on a single computer or processor, but may be distributed in a modular fashion

48



10

15

20

25

30

WO 2017/196381 PCT/US2016/049120

amongst a number of different computers or processors to implement various aspects of the
present disclosure.

Computer-executable instructions may be in many forms, such as program modules,
executed by one or more computers or other devices. Generally, program modules include
routines, programs, objects, components, data structures, etc. that perform particular tasks or
implement particular abstract data types. Typically the functionality of the program modules
may be combined or distributed as desired in various embodiments.

Also, data structures may be stored in computer-readable media in any suitable form.
For simplicity of illustration, data structures may be shown to have fields that are related
through location in the data structure. Such relationships may likewise be achieved by assigning
storage for the fields with locations in a computer-readable medium that conveys relationship
between the fields. However, any suitable mechanism may be used to establish a relationship
between information in fields of a data structure, including through the use of pointers, tags or
other mechanisms that establish relationship between data elements.

Various features and aspects of the present disclosure may be used alone, in any
combination of two or more, or in a variety of arrangements not specifically discussed in the
embodiments described in the foregoing and is therefore not limited in its application to the
details and arrangement of components set forth in the foregoing description or illustrated in the
drawings. For example, aspects described in one embodiment may be combined in any manner
with aspects described in other embodiments.

Also, the concepts disclosed herein may be embodied as a method, of which an example
has been provided. The acts performed as part of the method may be ordered in any suitable
way. Accordingly, embodiments may be constructed in which acts are performed in an order
different than illustrated, which may include performing some acts simultaneously, even though
shown as sequential acts in illustrative embodiments.

EEINT3

Use of ordinal terms such as “first,” “second,” “third,” etc. in the claims to modify a
claim element does not by itself connote any priority, precedence, or order of one claim element
over another or the temporal order in which acts of a method are performed, but are used merely
as labels to distinguish one claim element having a certain name from another element having a
same name (but for use of the ordinal term) to distinguish the claim elements.

Also, the phraseology and terminology used herein is for the purpose of description and

nn

should not be regarded as limiting. The use of "including," "comprising,” "having,"
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9 el

“containing,” “involving,” and variations thereof herein, is meant to encompass the items listed

thereafter and equivalents thereof as well as additional items.
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CLAIMS

What is claimed is:

1. A method for performing static analysis of software to detect security vulnerabilities,
comprising acts of:
generating an application architecture model for a software application, wherein:
the application architecture model is generated based on source code of the
software application and a framework model representing a software framework using
which the software application is developed; and
the application architecture model comprises a plurality of component models;
selecting, based on a property to be checked, one or more component models from the
plurality of component models; and

analyzing the one or more component models to determine if the property is satisfied.

2. The method of claim 1, further comprising an act of:
generating a representation of the source code of the software application, wherein the
application architecture model is generated based on the representation of the source code of the

software application.

3. The method of claim 2, wherein the representation of the source code of the software

application comprises an abstract syntax tree.

4. The method of claim 1, wherein:
the framework model comprises a plurality of discovery queries written in a query

language; and

the application architecture model is generated at least in part by applying the plurality of

discovery queries to the software application.

5. The method of claim 4, wherein:

the plurality of discovery queries comprise executable program code; and

applying the plurality of discovery queries comprises executing the plurality of discovery

queries.
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6. The method of claim 4, wherein the plurality of discovery queries program an analysis
engine to:

extract, from the software application, information that is relevant for analysis of security
vulnerabilities; and

store the extracted information in the application architecture model.

7. The method of claim 4, wherein:

each component model in the application architecture model corresponds to a component
in the software framework using which the software application is developed; and

the plurality of discovery queries program an analysis engine to store, in each component

model, information relating to the corresponding component in the software framework.

8. A method for performing static analysis of software to detect security vulnerabilities,
comprising acts of:
generating an application architecture model for a software application, wherein:
the application architecture model is generated based on source code of the
software application; and
the application architecture model comprises a plurality of component models;
selecting, based on a property to be checked, a property model type from a plurality of
property model types;
selecting, based on the selected property model type, one or more component models
from the plurality of component models;
using the one or more selected component models to construct at least one property
model of the selected property model type; and
analyzing the at least one property model to determine if the property is satisfied with

respect to the at least one property model.

9. The method of claim 8, wherein the act of selecting a property model type comprises:
identifying one or more semantic predicates from a property query for the property to be
checked, wherein the property model type is selected based on the one or more semantic

predicates identified from the property query.
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10. The method of claim 9, wherein:

the property query is written in a query language having a plurality of constructs for
building semantic predicates; and

the act of identifying one or more semantic predicates from the property query comprises

parsing the property query based on a grammar of the query language.

11. The method of claim 8, wherein the act of analyzing the at least one property model
comprises:
applying one or more model checking techniques associated with the selected property

model type to check if the property is satisfied with respect to the at least one property model.

12. The method of claim 8, wherein:
the selected property model type is a first property model type;
the one or more component models are one or more first component models;
the at least one property model is at least one first property model; and
the method further comprises, in response to determining that the property is satisfied
with respect to the at least one first property model:
selecting a second property model type from the plurality of property model
types;
selecting, based on the second property model type, one or more second
component models from the plurality of component models;
using the one or more second component models to construct at least one second
property model of the second property model type; and analyzing the at least one second
property model to determine if the property is satisfied with respect to the at least one

second property model.

13. The method of claim 12, wherein:

analyzing the at least one second property model to determine if the property is satisfied
with respect to the at least one second property model is computationally more intensive than
analyzing the at least one first property model to determine if the property is satisfied with

respect to the at least one first property model.
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14. The method of claim 8, wherein the property is determined to be violated with respect to
the at least one property model, and wherein the method further comprises:

identifying a portion of source code of the software application that is related to a
violation of the property with respect to the at least one property model; and

providing a modified version of the identified portion of source code.

15. A method for performing static analysis of software to detect security vulnerabilities,
comprising acts of:
identifying, from a discovery query written in a query language, a first statement
comprising a side-effect construct with at least a first parameter and a second parameter,
wherein:
the first parameter of the side-effect construct comprises at least one second
statement specifying one or more actions to be performed; and
the second parameter of the side-effect construct comprises at least one condition
specified based on a syntactic pattern;
analyzing source code of a software application to determine whether the at least one
condition is satisfied, wherein determining whether the at least one condition is satisfied
comprises determining whether the source code comprises a program element that matches the
syntactic pattern; and
in response to determining that the source code comprises a program element that
matches the syntactic pattern:
storing the program element in a variable; and
performing the one or more actions specified by the discovery query, wherein the

one of more actions are performed based on the program element stored in the variable.

16. The method of claim 15, further comprising:

identifying the discovery query from a framework model representing a software
framework using which the software application is developed; and

using the framework model to generate an application architecture model for the
software application, wherein the one or more actions specified by the discovery query are

performed to generate at least a portion of the application architecture model.
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17. The method of claim 16, wherein:
the application architecture model comprises a plurality of component models; and
the one or more actions specified by the discovery query are performed to generate at

least one component model of the plurality of component models.

18. The method of claim 16, wherein:
the framework model comprises a first module; and

the first module comprises the discovery query.

19. The method of claim 18, wherein:
the framework model further comprises a second module and a third module;
the first module is imported into the framework model via the second module; and

the second module is imported into the framework model via the third module.

20. The method of claim 19, wherein:
the framework model further comprises a fourth module; and

the fourth module is imported into the framework model via the second module.

21. The method of claim 16, wherein:

the discovery query is a first discovery query;

the framework model further comprises a second discovery query written in the query
language;

the application architecture model comprises a plurality of component models; and

the second discovery query comprises a noun for accessing a component model of the
plurality of component models, wherein the noun is defined in a library that is associated with

the software framework using which the software application is developed.
22. The method of claim 21, wherein:

the second discovery query further comprises a verb for querying the noun; and

an implementation of the verb is defined in the library.
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23. The method of claim 15, further comprising:
identifying, from a property query written in the query language, a first statement, a
second statement, and a third statement, wherein:
the first statement comprises a syntactic pattern;
the second statement comprises at least one condition indicative of a security
vulnerability; and
the third statement comprises one or more actions to be performed;
analyzing source code of the software application to determine whether the source code
comprises a program element that matches the syntactic pattern of the first statement;
in response to determining that the source code comprises a program element that
matches the syntactic pattern of the first statement:
storing at least one portion of the program element in a variable; and
evaluating the at least one condition based at least in part on the at least one
portion of the program element stored in the variable;
in response to determining that the at least one condition is satisfied, performing

the one or more actions of the third statement.

24. The method of claim 23, wherein:
the variable is a first variable;
the at least one portion of the program element is a first portion of the program element;
the method further comprises storing a second portion of the program element in a
second variable; and
the one or more actions of the third statement are performed based on the second portion

of the program element stored in the second variable

25. The method of claim 24, wherein:
the program element is a first program element; and
the one or more actions comprise replacing the second portion of the program element

with a second program element to fix the security vulnerability.

26. A method for performing static analysis of software to detect security vulnerabilities,
comprising acts of:
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identifying, from a discovery query written in a query language, a statement comprising
a semantic operator with at least a first parameter and a second parameter, wherein:
the first parameter comprises a first syntactic pattern;
the second parameter comprises a second syntactic pattern; and
the semantic operator represents a semantic relationship between two program
elements; and
analyzing source code of a software application to determine whether one or more
portions of source code match the statement identified from the discovery query, wherein
analyzing the source code comprises determining whether the source code comprises a first
program element and a second program element such that:
the first program element matches the first syntactic pattern;
the second program element matches the second syntactic pattern; and
the first and second program elements satisfy the semantic relationship

represented by the semantic operator.

27. The method of claim 26, wherein the first and second program elements satisfy the
semantic relationship represented by the semantic operator if there is a program path in which

the first program element is encountered before the second program element.

28. The method of claim 26, wherein the first and second program elements satisfy the
semantic relationship represented by the semantic operator if the first program element is

encountered before the second program element in every program path.

29. The method of claim 26, wherein the semantic operator has a third parameter, the third
parameter comprising a third syntactic pattern, and wherein the first and second program
elements satisfy the semantic relationship represented by the semantic operator if there is a
program path in which:

the first program element is encountered before the second program element; and

the third program element is absent between the first program element and the second

program element.
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30. The method of claim 26, wherein the first and second program elements satisfy the
semantic relationship represented by the semantic operator if there is a program path in which:

the first program element is encountered before the second program element;

the first program element is an earliest program element in the program path that matches
the first syntactic pattern; and

the second program element is a latest program element in the program path that matches

the second syntactic pattern.

31. The method of claim 26, wherein:
the second program element comprises an expression that evaluates to a value; and
the first and second program elements satisfy the semantic relationship represented by

the semantic operator if the value is used by the first program element.

32. The method of claim 26, wherein:
the second program element comprises an expression that evaluates to a function; and
the first and second program elements satisfy the semantic relationship represented by

the semantic operator if the function is called by the first program element.

33. The method of claim 26, wherein the first syntactic pattern comprises a first variable and
the second syntactic pattern comprises a second variable, and wherein analyzing the source code
further comprises:

identifying, based on the first syntactic pattern, a first portion of the first program
element;

storing the first portion of the first program element in the first variable;

identifying, based on the second syntactic pattern, a second portion of the second
program element; and

storing the second portion of the second program element in the second variable.

34. The method of claim 26, wherein the first syntactic pattern is defined based on a syntax

of a programming language in which the software application is written.
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35. A method for performing static analysis of software to detect security vulnerabilities,
comprising acts of:
generating a first application architecture model for a software application, wherein:
the first application architecture model is generated based on a first version of
source code of the software application; and
the first application architecture model comprises a plurality of component
models;
comparing a second version of source code against the first version of source code to
determine at least one difference;
identifying, based on the at least one difference, at least one affected component model
of the first application architecture model; and
generating, based on the second version of source code, a second application architecture
model, wherein generating the second application architecture model comprises generating an

updated version of the at least one affected component model.

36. The method of claim 35, wherein generating the second application architecture further

comprises adding a component model that is not in the first application architecture model.

37. The method of claim 35, further comprising acts of:

selecting, based on a property to be checked, one or more component models of the first
application architecture model; and

analyzing the one or more component models of the first application architecture model

to determine if the first application architecture model satisfies the property.

38. The method of claim 37, further comprising acts of:

determining whether the property to be checked is affected by the at least one difference
between the first version of source code and the second version of source code;

in response to determining that the property to be checked is affected by the at least one
difference, analyzing one or more component models of the second application architecture

model to determine if the second application architecture model satisfies the property.
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39. The method of claim 38, wherein the one or more component models of the second
application architecture model comprises the updated version of the at least one affected

component model of the first application architecture model.

40. The method of claim 38, wherein the one or more component models of the second
application architecture model comprises a component model that is not in the first application

architecture model.

41. A system comprising at least one processor and at least one computer-readable storage
medium having stored thereon instructions which, when executed, program the at least one

processor to perform the method recited in any of claims 1-40.

42. At least one computer-readable storage medium having stored thereon instructions
which, when executed, program at least one processor to perform the method recited in any of

claims 1-40.
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