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METHOD FOR DEGHOSTING SEISMIC DATA ACQUIRED BY A MARINE SEISMIC SOURCE AND RECEIVER ASSEMBLY

BACKGROUND OF THE INVENTION

The invention relates to a method for deghosting seismic data acquired by a marine seismic source and receiver assembly, wherein effects of seismic reflections by the water surface, known as ghost signals, are removed by a deghosting algorithm.

Known methods for deghosting seismic data acquired by marine seismic source and receiver assemblies are disclosed in International patent applications WO 201194253, WO201191252, WO201191009 and WO201188133.

Furthermore, known deghosting methods are described in 20 scientific publications which are listed at the end of this specification. These 20 scientific publications are sequentially numbered as publications [1]-[20] and throughout other parts of this specification reference to these scientific papers is made by inserting the sequence number(s) of the cited prior scientific paper(s) between square brackets.


In marine seismic data acquisition, the hydrophones of a towed streamer are for practical reasons located at a shallow but nonzero depth below sea level. This implementation causes hydrophones to sense both an upward travelling reflection wavelet as well as a downward travelling one, the latter having been reflected from the
sea surface. This "receiver-ghost" effect causes a series of peaks and notches to appear in the frequency spectrum of the recorded data, effectively limiting the usable bandwidth. In a similar fashion, the nonzero depth of airgun arrays leads to a "source-ghost" effect, leaving an additional imprint on the recorded spectrum.  

Because of the bandwidth-limiting character of these ghosts, a lot of interest has been shown in so-called deghosting techniques that allow for the removal of the source- and receiver-ghost. Over the last few years, in particular, there has been a significant rise in newly developed deghosting technologies.  

At the receiver side, these methods are based on, e.g., towing multiple streamers at different depths ([6, 9]), deploying variable-depth streamers ([10, 12, 13, 14]) or acquiring dual-sensor data ([15]). At the source side, deghosting techniques such as [8] and, more recently, [3] have been introduced, relying on a multi-depth positioning of source arrays.  

There is a need for an improved method for deghosting seismic data acquired by a marine seismic source and receiver assembly, wherein ghost signals are removed by a deghosting algorithm which transforms input hydrophone data into its deghosted signal (thereby considerably improving its usable bandwidth and giving rise to a significant imaging uplift), in a more accurate and efficient manner than known deghosting methods.  

There is also a need for an improved deghosting method that can perform simultaneous multiple attenuation.  

There is also a need for an improved deghosting method that can be applied to conventional fixed-depth hydrophone data.
Furthermore, there is a need for a more cost-effective deghosting method that does not rely on novel acquisition schemes, and can be applied to previously acquired conventional data sets.

There is also a need for an improved deghosting method that tackles both the source- and the receiver-ghost in a single non-cascaded processing step.

SUMMARY OF THE INVENTION

In accordance with the invention there is provided a method for deghosting seismic data acquired by a marine seismic source and receiver assembly, wherein effects of seismic reflections by the water surface, known as ghost signals, are removed by a deghosting algorithm which transforms input seismic data with the surface ghost reflections into source- and receiver-deghosted seismic data using a sparse-inversion technique, wherein the deghosting algorithm comprises a minimization scheme based on the formula:

\[ V^{(a)}(\omega) = D^{(a)}(\omega) - G^{(r)}(\omega) X(\omega) G^{(s)}(\omega) W(\omega), \]

where the matrices \( V^{(a)}(\omega) \) denote residual terms such that \( V^{(a)}_{rs}(\omega) \) is the residual at frequency \( \omega \) of the signal from source \( s \) at receiver \( r \), the matrices \( D^{(a)}(\omega) \) denote acquired data with or without multiples, the matrices \( X(\omega) \) denote ghost-free data, the matrices \( W(\omega) \) denote the wavelet information, and the matrices \( G^{(s)}(\omega) \) denote ghost functions, the latter being defined as

\[ G^{(s)}(x'_s, z_s, \omega) = \int dk_1 e^{ik_1 x_r} \gamma^{(s)}(k_1, z_s), \]
\[ G^{(r)}(x_r, x'_r, \omega) = \int dk_1 e^{ik_1 x_r} \gamma^{(r)}(k_1, z_r), \]
\[ \gamma^{(r)}(k_1, z_r) = 2 i \sin(k_1 z_r), \]
with \( c \) the p-wave velocity of the subsurface top layer and \( z_{sr} \) the depth of source \((s)\) and receiver \((r)\).

The deghosting algorithm may furthermore comprise a minimization scheme based on the formula:

\[
V^{(p)}(\omega) = D^{(p)}(\omega, \mathcal{G}^{(s)}(\omega) V^{(s)}(\omega) \mathcal{G}^{(r)}(\omega) W(\omega)).
\]

where the matrices \( V^{(p)}(\omega) \) denote preconditioned residual terms defined as

\[
V^{(p)}(\omega) = \mathcal{G}^{(r)}(\omega) V^{(a)}(\omega) \mathcal{G}^{(s)}(\omega).
\]

the matrices \( D^{(p)}(\omega) \) denote preconditioned data terms defined as

\[
D^{(p)}(\omega) = \mathcal{G}^{(r)}(\omega) D^{(a)}(\omega) \mathcal{G}^{(s)}(\omega).
\]

and the matrices \( \mathcal{G}^{(sr)}(\omega) \) denote preconditioning functions, defined as

\[
\mathcal{G}^{(s)}(x_s', x_s, \omega) = \int dk \, e^{ik(x_s-x_s')} P^{(s)}(k, z_s),
\]

\[
\mathcal{G}^{(r)}(x_r, x_r', \omega) = \int dk \, e^{ik(x_r-x_r')} P^{(r)}(k, z_r),
\]

\[
\bar{P}^{(r)} = \frac{P^{(r)}}{|P^{(r)}|^2 + \epsilon},
\]

\[
\bar{P}^{(s)} = \frac{P^{(s)}}{|P^{(s)}|^2 + \epsilon},
\]

with \( \epsilon = 1 \).
The deghosting algorithm may furthermore comprise a minimization scheme based on the formula

\[ V^{(a)}(\omega) = \]
\[ D^{(a)}(\omega) - G^{(r)}(\omega)X_0(\omega)G^{(s)}(\omega)W(\omega) \]
\[ + \bar{a}^{(r)}(\omega)X_{s}(\omega) -1D^{(a)}(\omega). \]

where the matrices \( V^{(a)}(\omega) \) denote residual terms such that \( V^{(a)}_{rs}(\omega) \) is the residual at frequency \( \omega \) of the signal from source \( s \) at receiver \( r \), the matrices \( D^{(a)}(\omega) \) denote acquired data with multiples, the matrices \( X_0(\omega) \) denote ghost-free and surface-multiple free data, the matrices \( V(\omega) \) denote the wavelet information, and the matrices \( a^{(r)}(\omega) \) denote ghost functions, the latter being defined as

\[
a^{(s)}(x_{s'},x_{s},z_{s}) = \mathcal{F}d k e^{ik_{l} (x_{s'}-x_{s})}y^{(s)}(k_{l},z_{s}),
\]
\[
G^{(r)}(x_{r},x_{r'},\omega) = \int dk e^{ik_{l} (x_{r'}-x_{r})}y^{(r)}(k_{l},z_{r}),
\]
\[
y^{(r)}(k_{l},z_{r}) = 2i \sin(k_{l}z_{r}),
\]
\[
y^{(s)}(k_{l},z_{s}) = 2i \sin(k_{l}z_{s}))/[(2i k_{l}z_{s}).
\]

\[(\omega/c)^{2} = (k_{l})^{2} + (k_{l})^{2}, \]

with \( c \) the p-wave velocity of the subsurface top layer and \( z_{s} \), the depth of source \( (s) \) and receiver \( (r) \).

The deghosting algorithm may furthermore comprise a minimization scheme based on the formula

\[ V^{(p)}(\omega) = \]
\[ D^{(p)}(\omega) - \bar{G}^{(r)}(\omega)G^{(r)}(\omega)X_0(\omega)G^{(s)}(\omega)\bar{G}^{(s)}(\omega)W(\omega) \]
\[ + \bar{a}^{(r)}(\omega)X_{s}(\omega) -1D^{(p)}(\omega). \]
where the matrices $V^{(p)}(\omega)$ denote preconditioned residual terms defined as

$$V^{(p)}(\omega) = \tilde{G}^{(p)}(\omega) V^{(a)}(\omega) \tilde{G}^{(s)}(\omega), \forall \omega,$$

the matrices $D^{(p)}(\omega)$ denote preconditioned data terms defined as

$$D^{(p)}(\omega) = \tilde{G}^{(r)}(\omega) D^{(a)}(\omega) \tilde{G}^{(s)}(\omega), \forall \omega,$$

and the matrices $\tilde{G}^{(s)}(\omega)$ denote preconditioning functions, defined as

$$\tilde{G}^{(s)}(x',x,\omega) = \int dk \ e^{i k (x-x')} \tilde{r}^{(s)}(k_\perp,z),$$

$$\tilde{G}^{(r)}(x,x',\omega) = \int dk \ e^{i k (x-x')} \tilde{v}^{(r)}(k_\perp,z'),$$

$$\tilde{r}^{(r)} = \frac{\gamma^{(r)}}{|\gamma^{(r)}|^2 + \epsilon'},$$

$$\tilde{v}^{(s)} = \frac{\gamma^{(s)}}{|\gamma^{(s)}|^2 + \epsilon'},$$

with $\epsilon' \ll 1$, and wherein the residual may be approximated by

$$V^{(p)}(\omega) =$$

$$D^{(p)}(\omega) - \tilde{G}^{(r)}(\omega) G^{(r)}(\omega) X_0(\omega) G^{(s)}(\omega) \tilde{G}^{(s)}(\omega) W(\omega)$$

$$+ X_0(\omega) D^{(p)}(\omega), \forall \omega,$$

by making the assumption that

$$\int dk \ e^{i k (x-x')} \tilde{r}^{(i)}(k_\perp,z_i) \gamma^{(i)}(k_\perp,z_i) \sim \delta(x-x') \text{ for } i = s,r.$$
of which the validity stems from the fact that $y^{(i)}y^{(i)} \approx 1$
away from the ghost notches.

These and other features, embodiments and advantages of the method according to the invention are described in the accompanying claims, abstract and the following detailed description of non-limiting embodiments depicted in the accompanying drawings, in which description reference numerals are used which refer to corresponding reference numerals that are depicted in the drawings.

Similar reference numerals in different figures denote the same or similar objects.

BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 shows results of use of the deghosting method according to the invention on a simple one-reflector data set;

Figure 2 shows results of use of the deghosting method according to the invention on a simple one-reflector data set in the presence of noise;

Figure 3 shows the BP2004 velocity (a, left) and density (b, right) model;

Figure 4 provides a detailed view of BP2004 synthetics after reverse-time migration;

Figure 5 provides a detailed view of use of the deghosting method according to the invention on the water bottom reflection of BP2004 synthetics;

Figure 6 shows spectra of deghosted primaries for a one-reflector synthetic similar to the one described in Figures 1 and 2, for different values of the surface reflection coefficient;

Figure 7 shows deghosting results on a simple one-reflector data set in the presence of noise, using a residual described in formula (26) with sparseness but
without simultaneous attenuation;
and

Figure 8 shows deghosting results on a simple one-reflector data set using a residual described in formula (27) without sparseness nor simultaneous multiple attenuation.

DETAILED DESCRIPTION OF THE DEPICTED EMBODIMENTS

In accordance with the invention there is provided a new deghosting algorithm based on an extension of sparse-inversion multiple attenuation.

A key merit of the method according to the invention is that it allows for stable pre-stack deghosting of both source- and receiver-ghost while requiring fixed-depth hydrophone data only. As such, the method according to the invention comprises an algorithm that transforms input hydrophone data with surface multiples into its source- and receiver-deghosted primaries. In addition, it is shown that the deghosting technique according to the invention can be extended to one that does not require simultaneous multiple attenuation.

In a first section of the following description the theory underlying the method according to the invention is explained.

Next, a potential of the method according to the invention is illustrated on an example based on synthetic data in which it is demonstrated that the deghosting estimations made in accordance with the method according to the invention match the corresponding synthetic reference.

In addition, it is shown that the deghosting method according to the invention is stable in the presence of noise.
The deghosting method according to the invention is different from the aforementioned deghosting techniques described in the list of 20 prior art references in at least two senses.

1) First, the deghosting method according to the invention only comprises a processing flow only and can be applied to conventional fixed-depth hydrophone data; as such, it promises to be cost-effective since it does not rely on novel acquisition schemes, and can be applied to previously acquired conventional data sets.

2) Second, the method according to the invention tackles both the source- and the receiver-ghost in a single non-cascaded processing step. The method according to the invention produces output data that exhibits a significant bandwidth broadening with respect to the input, allowing for pronounced improvement of the subsequent imaging.

In the next section the underlying theory of the method according to the invention is described. This section illustrates that the approach according to the invention is an extension of the recently introduced multiple attenuation through sparse inversion ([5]). This allows us to build upon the existing sparse-inversion framework, while adding our own new deghosting functionality.

Next, the approach according to the invention is used on synthetic data, showing that the approach according to the invention is robust in the presence of noise.

In addition, a comparison with a synthetically modeled deghosted reference further underpins the accuracy of our deghosting. Finally, it is shown that the algorithm according to the invention can be extended to
allow for source- and receiver-deghosting without the need for simultaneous multiple attenuation. Such extension not only broadens the applicability of our method, but also allows for a significant reduction of its associated runtime.

The deghosting approach according to the invention builds upon the foundations of the recently introduced sparse-inversion multiple attenuation technique (EPSI) disclosed in [5].

To facilitate further discussion, the derivation below is started by briefly describing the existing EPSI approach known from [5]. The description of the EPSI fundamentals known from [5] then allows to subsequently elaborate on the specifics of new deghosting functionality provided by the method according to the invention.

The surface-multiple attenuation algorithm proposed by [5] entails the estimation of primaries through sparse inversion. The key merits of this known approach are its ability to attenuate (surface) multiples of a wide range of orders and periodicities, its capacity to reconstruct missing (near-offset) data and the fact that it does not rely on an adaptive subtraction but on a minimization of the total data misfit (data minus primaries minus multiples).

Following [5], the sparse-inversion approach separates the upgoing part of the recorded data $D$ into primaries $P$ and surface multiples $M$ such that

$$D(\omega) = P(\omega) + M(\omega),$$

for every frequency $\omega$. The primary and multiple data set are parameterized such that
\[ P(\omega) = X_0(\omega)W(\omega) \] (2)

\[ M(\omega) = \rho_0(\omega)\rho(\omega) \] (3)

with \( x_0 \) the earth's impulse response, \( W \) the wavelet matrix and \( R \) describing the surface reflection.

The notation of expressions (1)-(3) is chosen such that (see [1]) capitalized quantities denote matrices that represent frequency slices of prestack data volumes. That is, rows such as \( D_r(\omega) \) represent common-receiver gathers at receiver \( r \) for frequency \( \omega \); conversely, columns such as \( D_s(\omega) \) represent common-shot gathers for that frequency. The aim of the sparse inversion method is to estimate both the deconvolved primaries \( x_0 \) and the wavelet information contained in \( W \) by minimizing the total data residual \( V \)

\[ V(\omega) = D(\omega) - P(\omega) - M(\omega). \] (4)

The minimization of expression (4) as a function of \( x_0 \) and \( W \) lies at the heart of the EPSI approach. Starting from (4), different implementation strategies have been published that aim at minimizing this data residual. These approaches include the original steepest-descent method with dynamic thresholding ([5]), image-domain approaches ([17, 18]), and compressive-sensing algorithms ([17]). What these methods have in common is that they assist the minimization process by imposing a sparseness constraint; what differentiates them is the domain in which such sparseness is applied. The approach that is used to generate the examples below is based on an efficient implementation of the original method. We do
note, however, that this choice is mere practical in
nature; our deghosting methodology is in principle
independent of the sparseness approach that is taken and
can be implemented in any EPSI framework of preference.

To introduce the deghosting algorithm according to
the invention into the EPSI framework, precision is
required about the assumptions that the equations (1)-(4)
impose on the data sets of interest (see, e.g., [19]). At
the receiver side, EPSI assumes that the wavefield is
upgoing only and measured at zero depth. In other words,
the input data is assumed to be free of receiver-ghosts.
At the source side, it is similarly assumed that no
source-ghost is present. In addition, the source is
assumed to be an ideal dipole if we restrict ourselves
henceforth to a formulation with an isotropically
reflecting surface \( R(0) = -1 \) without obliquity effect.
Although the latter assumption is not restrictive for our
deghosting functionality, it facilitates the discussion
further on (the formulation below still holds for a
monopole source, given proper inclusion of an obliquity
factor). Given these assumptions, we can write

\[
\mathbf{v}(\omega) = \mathbf{D}(\omega) - X_0(\omega)\mathbf{W}(\omega) + X_0(\omega)\mathbf{D}(\omega),
\]

with \( \mathbf{D} \) receiver-deghosted data from an ideal dipole at
the surface.

The effect of a receiver-ghost on expression (5) can
now be described by introducing the receiver-ghost
operator

\[
\gamma'(\mathbf{k}, z_j) = 2z\sin(\mathbf{k}z_j).
\]
in which \( z_r \) is the receiver depth and \( k_z \) the vertical component of the wave vector, and in which we omitted the trivial phase factor \( e^{ik_zr} \) for notational simplicity.

It is observed that equation (6) is representative for a hydrophone (pressure) reading, and that for geophone (acceleration) readings an equivalent equation holds whereby the term \( \sin (k_z z_r) \) is replaced by \( \cos (k_z z_r) \).

If we retain ourselves to 2D notations henceforth, we can introduce the expanded notation

\[
D_{\nu}(\omega) \equiv O(x_r, x_r, \omega).
\] (7)

Applying the receiver-ghost operator to \( D(\omega) \), for example, then leads to

\[
D^{(r)}(x_r, x_r, \omega) = \int dk_z e^{-ik_zr} D(k_z, x_r, \omega) \gamma^{(r)}(k_z, z_r)
\]

\[
= \int dk_z e^{-ik_zr} \int dx_r e^{ik_zx_r} D(x_r, x_r, \omega) \gamma^{(r)}(k_z, z_r)
\]

\[
= \int dx_r G^{(r)}(x_r, x_r, \omega) D(x_r, x_r, \omega), \tag{8}
\]

with

\[
G^{(r)}(x_r, x_r, \omega) = \int dk_z e^{ik_z(x_r-x_r)} \gamma^{(r)}(k_z, z_r), \tag{9}
\]

the receiver-ghost matrix. Returning to our shorthand notation, we observe that expression (8) can be written as

\[
D^{(r)}_{\nu}(\omega) = \sum_{\nu} G^{(r)}_{\nu, \nu}(\omega) D_{\nu}(\omega), \tag{10}
\]

and hence
Expression (11) reveals that the effect of a receiver-ghost can be regarded as a simple matrix multiplication per frequency slice.

Next, we focus on discussing the effect of a ghost at the source side. Although the addition of a source-ghost follows a procedure that is similar to what happens at the receivers, there is a subtle distinction between these approaches. This difference between the source- and receiver-side is a consequence of the assumed monopole-versus dipole-character of the receivers and sources. That is, whereas equation (6) allows for the addition of a ghost to a monopole receiver, describing the effect of a source-ghost requires an operator that transforms an ideal dipole source into a monopole source with ghost. To construct such an operator, we note that a monopole can be transformed into a dipole by means of the vertical derivative $i k z$; combining this monopole-dipole transformation with the ghost function (6) then allows us to describe the effect of a source-ghost on an ideal dipole source by means of the source-ghost operator

$$j^{\scriptscriptstyle{(s)}}(k_z, z_s) = \frac{2i \sin(k_z z_s)}{2ik_z z_s}. \quad (12)$$

This operator (12) transforms ideal dipole data into monopole data generated at depth $z_s$, accompanied by its source-ghost. Following a similar approach as on the receiver-side, the effect on the source-ghost can now be translated into

$$D^{\scriptscriptstyle{(s)}}(\omega) = D(\omega) G^{\scriptscriptstyle{(s)}}(\omega), \quad (13)$$
with
\[ G^{(r)}(\vec{x}', \vec{x}, \omega) = \int dk' e^{i k' (\vec{x}' - \vec{x})} \gamma^{(r)}(k', \vec{z}). \] (14)

Using expressions (11) and (13), we can generalize expression (5) in the presence of source- and receiver-ghosts into

\[ G^{(r)}(\vec{x}, \omega) = G^{(r)}(\omega) - G^{(r)}(\omega) X^{(r)}(\omega) + G^{(r)}(\omega) D G^{(r)}, \] (15)

where we omitted the frequency dependence for notational simplicity. The convergence of the deghosting functionality can be significantly enhanced by introducing preconditioning matrices

\[ \tilde{G}^{(r)}(\vec{x}', \vec{x}, \omega) = \int dk' e^{i k' (\vec{x}' - \vec{x})} \tilde{\gamma}^{(r)}(k', \vec{z}) \] (16)

\[ \tilde{G}^{(r)}(\vec{x}, \vec{z}, \omega) = \int dk e^{i k (\vec{z} - \vec{x})} \tilde{\gamma}^{(r)}(k, \vec{z}) \] (17)

with

\[ \tilde{\gamma}^{(r)} = \frac{\gamma^{(r)}}{|\gamma^{(r)}|^2 + \epsilon} \]

\[ \tilde{\gamma}^{(r)} = \frac{\gamma^{(r)}}{|\gamma^{(r)}|^2 + \epsilon}, \] (18)

with \( \epsilon \ll 1 \). Using preconditioning, we arrive at

\[ L^{(r)} V L^{(r)} = L^{(r)} - L^{(r)} X^{(r)} + \epsilon L^{(r)} D L^{(r)}, \] (19)

with
Although we have introduced the effect of source- and receiver-ghosts, expression (19) is at this point still expressed in terms of upgoing data from an ideal source dipole. We now note that, in the presence of source- and receiver-ghosts, the acquired data can be written as

\[ \mathbf{D}^{(a)} = \mathbf{G}^{(t)} \mathbf{D} \mathbf{G}^{(s)} \]  \hspace{1cm} (22)

and its preconditioned form as

\[ \mathbf{D}^{\psi} = \tilde{\mathbf{G}}^{(t)} \mathbf{D} \mathbf{G}^{(s)} = \mathbf{L}^{(s)} \mathbf{D} \]  \hspace{1cm} (23)

Notation (22-23) allows us to rewrite (15) as

\[
V^{(a)}(\omega) = D^{(a)}(\omega) - G^{(r)}(\omega)X_0(\omega)G^{(s)}(\omega)W(\omega) \\
+ G^{(r)}(\omega)X_0(\omega)G^{(s)}(\omega)\mathbf{L}^{(s)}(\omega)_1^{-1}D^{(p)}(\omega). \forall \omega
\]

and hence

\[
V^{(p)}(\omega) = \\
D^{(p)}(\omega) - \tilde{G}^{(r)}(\omega)G^{(r)}(\omega)X_0(\omega)G^{(s)}(\omega)\tilde{G}^{(s)}(\omega)W(\omega) \\
+ \tilde{G}^{(r)}(\omega)G^{(r)}(\omega)X_0(\omega)\tilde{G}^{(s)}(\omega)\mathbf{L}^{(s)}(\omega)_1^{-1}D^{(p)}(\omega). \forall \omega
\]

We now make the approximation that the combination of ghost addition and subsequent preconditioning as combined in the \( \mathbf{L} \) matrices commutes with \( \mathbf{X}_0 \) and \( \mathbf{W} \). That is, we assume that
\[ \ell_{s,s} \delta(x-x') e^{ikx(x-x')} \rho^{(i)}(\zeta_x, \zeta_r) y^{(i)}(\zeta_x, \zeta_r) \delta(x-x') \]  
\hspace{1cm} (24)

for \( i = s, r \). The validity of this approximations stems from the fact that \( \rho^{(0)} \approx 1 \), away from the notches. Combining (19), (23) and the above commutation approximation finally leads to

\[ y(p) = L^{(x)} L^{(s)} y = D^{(p)} - L^{(r)} x_0 L^{(r)} W + x_0 p^{(p)} \]  
\hspace{1cm} (25)

in which the residual \( V^{(r)} \) is expressed as a function of acquired and preconditioned data \( D^{(p)} \), ghost functions \( L \) and the ghost-free quantities \( x_0 \) and \( W \). Note that, apart from the input data set, the only (albeit crucial) difference between the ideal-data EPSI equation (5) and our new deghosting formulation (25) is the presence of the ghost operators that enclose \( x_0 \) in the primary term.

Having derived expression (25), we can now formulate the following deghosting workflow:

1. If aiming at receiver-deghosting, derive the combined ghost/preconditioning matrix (20) using the receiver depth \( z_r \).

2. If aiming at (additional) source-deghosting, derive the combined ghost/preconditioning matrix (21) using the receiver depth \( z_s \).

3. Precondition the input data using (23).

4. Run the extended EPSI (25) with preconditioned data and ghost/preconditioning matrices (20)-(21).

The advantage of running the above workflow is twofold. First, it allows for an EPSI formulation on data including its ghost effects. As such, it leads to an improved EPSI multiple attenuation when compared to the
to original formulation (5).
Second, the output of our workflow consists of:

- $G^{(r)}G_{0}G^{(s)}W$, i.e., primaries with their ghost (s)
- $x_{0}W$, i.e., source and receiver-deghosted primaries.

That is, the above deghosting workflow allows for the simultaneous attenuation of (surface) multiples and removal of source- and receiver-ghosts.

EXAMPLE 1:

To illustrate the effect of the deghosting workflow according to the invention, we start with a simple synthetic example using a simple one-reflector model in a constant-velocity medium ($v = 1500m/s$) with a reflecting surface. Synthetic data is generated with a source depth of 12m (first source notch at 62.5Hz) and a receiver depth of 15m (first receiver notch at 50Hz). Data was modeled with a Gabor wavelet with a 30Hz peak frequency.

Figure 1 shows the spectra of our corresponding deghosting results. Figure 1 shows spectra of estimated primaries with source- and receiver-ghost (1), receiver-deghosted primaries (2) and source- and receiver-deghosted primaries (3). Curve (4) shows the spectrum of the synthetically modeled ghost-free data, revealing a nice match with our predictions. Curve (5), finally, shows the spectrum of the deconvolved primaries $x_{0}$.

First, it is observed that the deghosting workflow according to the invention is able to accommodate for both the receiver- and source-ghost, leading to a significant amplitude recovery around the ghost notches.
Second, there is an excellent match of the fully deghosted primaries to the (separately) generated true deghosted signal, underpinning the increased accuracy of the method according to the invention.
To test the stability of the deghosting method according to the invention in the presence of noise, the workflow according to the invention was run on input data to which we added various levels of white noise.

Figure 2 shows deghosting results on a simple one-reflector data set. Random noise with an SNR between 1 and 1000 was added to the input data before running the deghosting flow. Curve (6) depicts the resulting primary estimations with ghost. Curve (7) shows the corresponding deghosting results.

The stability of the deghosted spectra (7) for varying values of SNR illustrates the robustness of the deghosting workflow according to the invention in the presence of noise.

EXAMPLE 2:

Having described our algorithm's key concepts on a simple example, we now we aim at demonstrating its ability in a complex synthetic setting and present attenuation results on the BP2004 velocity benchmark ([2]).

Figure 3 shows the BP2004 velocity (a, left) and density (b, right) model. The model has a depth of 12 km and a lateral extent of 67 km. Reflectivity has been implemented through perturbations of the density model.

Figure 3 shows the P-wave velocity and density model used to generate 2D synthetic data through finite-difference acoustic modelling. Using this model, we generated two data sets. In a first modeling run, we used a shot depth of 5m and a receiver depth of 15m, and imposed a reflecting surface boundary condition. Next, we generated a reference data set with a shot depth of ±5m and receivers at z=0, thereby extending the model for negative z and imposing an absorbing boundary condition.
at the top. Both sets were generated using a 30Hz Ricker wavelet.

Figure 4 shows a detailed view of the resulting output after subsequent reverse-time migration and comprises:

(a) Input data; arrows denote clear surface multiples,
(b) Estimated receiver-deghosted primaries, which show that clear multiple attenuation was established;
(c) Modeled receiver-deghosted primaries;
(d) Difference of estimated and modeled receiver-deghosted primaries, showing a nice match of our predictions (b) and the reference result (c).

First, Figures 4(a) and 4(b) show that our workflow allows for clear multiple attenuation on non-deghosted data, having extended the original EPSI method (5) to its deghosting formulation (25).

Second, the match of our output in Figure 4(b) and its synthetically modeled reference in Figure 4(c) again underpins the accuracy of our results.

Figure 5 provides a detailed view of the water bottom reflection of BP2004 synthetics with:

(a) Input data;
(b) Estimated receiver-deghosted primary, which shows a pronounced phase change when comparing to the input; and
(c) Modeled receiver-deghosted primary.

It is observed that at the heart of the deghosting method according to the invention lies the minimization of the residual (25). Besides using the ghosting functions L, this minimization uses two types of information to attain its results:
• surface-multiple information contained in $X_R^{RD(p)}$
• sparseness imposed in the underlying iterative scheme.

Now an evaluation is provided as to what extent each of the above information types contributes to the deghosting capability of the method according to the invention.

First, the deghosting functionality is tested for decreasing values of the surface reflection coefficient $R$, thereby effectively varying the contribution of surface multiples to the minimization scheme.

Figure 6 shows the spectra of the resulting deghosted primaries for a one-reflector synthetic similar to the one used in Figures 1 and 2, for different values of the surface reflection coefficient. It is observed that, starting from a unity reflection coefficient, the deghosting results are stable as the reflection coefficient decreases.

Such stability implies that the contribution of surface multiples to the deghosting functionality is only of secondary importance, which in turn implies that a minimization scheme based on the residual

$$V^{(a)}(\omega) = D^{(a)}(\omega) - G^M(\omega)X(\omega)G^{(s)}(\omega)W(\omega), \forall \omega \tag{26}$$

and with preconditioning

$$V^{(p)} = D^{(p)} - L^{(r)}X^{(s)}W,$$

also allows for source- and receiver-deghosting, without the need for simultaneous multiple attenuation. It is observed that this formulation (26) does not require approximation (24), and allows for both
deghosting on data with surface multiples (using $D$ and $X$) as well as on data without them (by replacing $D \rightarrow P$ and $X \rightarrow X_0$).

Figure 7 demonstrates that the extension of our deghosting algorithm to a version that is based on expression (26) indeed allows for deghosting. Figure 7 shows results on a simple one-reflector model similar to the one used in Figures 1 and 2, using residual (26), i.e., with sparseness but without simultaneous multiple attenuation. Random noise with an SNR between 1 and 1000 was added to the input data before running the deghosting flow. Curve 14 depicts the input; curve 13 shows the corresponding deghosting results. The stability of the deghosted spectra 13 for varying values of SNR illustrates the robustness of our deghosting workflow in the presence of noise.

Having established that the contribution of surface multiples to our deghosting functionality is only of secondary importance, we now aim at focusing on the significance of sparseness, this being the second type of information that our deghosting workflow uses. To assess this importance, we consider the following additional simplification of residual (26):

$$y(p) = D(p) + Q + r,$$

with $Q$ the (initially unknown) deghosted data. Expression (27) is solved for without any additional constraints applied. That is, whereas residuals (25) and (26) are minimized using a sparseness strategy, we now aim at minimizing residual (27) without such constraint. Figure 8 shows the spectra of the resulting deghosted data on a simple synthetic one-reflector model that is
similar to what was used in Figures 1, 2 and 7. Random noise with an SNR between 1 and 1000 was added to the input data before running the deghosting flow. We observe that the quality of the deghosted result is poor and unstable with respect to noise, which illustrates that residual (27) does not allow for proper deghosting. This in turn implies that sparseness is the crucial element that ensures the success of our deghosting flow, for both residual (25) and (26).

As described above, the deghosting method according to the invention is formulated as an extension of the sparse-inversion multiple attenuation framework. One key advantage of such formulation is that the deghosting algorithms according to the invention can be fairly straightforwardly incorporated into other sparse-inversion developments.

For example, we may extend the recently-introduced OBC EPSI formulation ([4]) to include source-deghosting. In addition, we may enhance EPSI-enabled shallow hazard detection ([16]) through deghosting-enabled bandwidth broadening. On an implementation level, we believe our deghosting algorithms can be included in existing EPSI schemes ([5, 7, 18, 17]), in principle irrespective of their minimization methodology.

Besides being able to share the virtues of the EPSI framework, our multiple-based deghosting method (25) inherently shares EPSI's challenges as well.

As was illustrated in, e.g., [11], the most pronounced of these is to extend EPSI beyond 2D and formulate an EPSI scheme that allows for full 3D processing. Such 3D implementation is challenging in at least two senses. First, the relatively slow convergence
of the current EPSI formulations implies that they have a high processing cost associated with them.

As a mitigation procedure, we may formulate our multiple-based formulation (26) in the image domain using data blending (Verschuur and Berkhout (2011)); in contrast, our extension (26) does not require simultaneous multiple attenuation and converges much faster, and is therefore not hampered by a high processing cost.

The second challenge when aiming at a 3D implementation is to provide an areal sampling that is dense enough (in particular in the cross-line) to accurately perform necessary convolutions such as (11). For our multiple-based deghosting formulation, an image-domain formulation may again help in overcoming these sampling issues. Conversely, a 3D implementation of our extension (26) in principle only requires the incorporation of a crossline component in the spatial Fourier transformations such as (8). This cross-line information may either be again supplied by dense sampling, or by applying previously published techniques such as [20].

Some final observations are provided below.

In this description two novel deghosting techniques based on sparse-inversion multiple attenuation have been introduced.

Key features of these two novel deghosting techniques are:

- They are formulated as a pre-stack processing flow, running on single-source single-depth hydrophone data.
- As such, they do not rely on novel acquisition techniques.
They allow for the simultaneous deghosting of source- and receiver-ghosts. The first of our techniques focuses on simultaneous deghosting and attenuation of surface multiples; the second focuses on deghosting only. They produce deghosting results of similar quality.

To illustrate the accuracy of our methods, we presented several results. First, we used synthetic tests to show that our deghosting results are stable in the presence of noise. Second, we showed that they can be matched to a synthetically modelled reference, underpinning the accuracy of our output.
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1. A method for deghosting seismic data acquired by a marine seismic source and receiver assembly, wherein effects of seismic reflections by the water surface, known as ghost signals, are removed by a deghosting algorithm which transforms input seismic data with the surface ghost reflections into source- and receiver-deghosted seismic data using a sparse-inversion technique, wherein the deghosting algorithm comprises a minimization scheme based on the formula

$$V^{(a)}(\omega) = D^{(a)}(\omega) - G^{(r)}(\omega)X(\omega)G^{(s)}(\omega)W(\omega), V_w$$

where the matrices $V^{(a)}(\omega)$ denote residual terms such that $\gamma^{(a)}(\omega)$ is the residual at frequency $\omega$ of the signal from source $s$ at receiver $r$, the matrices $D^{(a)}(\omega)$ denote acquired data with or without multiples, the matrices $X(\omega)$ denote ghost-free data, the matrices $W(\omega)$ denote the wavelet information, and the matrices $G^{(s)}(\omega)$ denote ghost functions, the latter being defined as

$$G^{(s)}(x_s', x_z, \omega) = \int dk_1 e^{ik_1(x_s-x_s')}\gamma^{(s)}(k_1, z_s),$$
$$G^{(r)}(x_r', x_r, \omega) = \int dk_1 e^{ik_1(x_r-x_r')}\gamma^{(r)}(k_1, z_r),$$
$$\gamma^{(r)}(k_1, z_r) = 2i \sin(k_1 z_r),$$
$$\gamma^{(s)}(k_1, z_s) = 2i \sin(k_1 z_s)/(2i k_1 z_s),$$
$$\omega / c^2 = (k_1)^2 + (k_\parallel)^2,$$

with $c$ the p-wave velocity of the subsurface top layer and $z_{sr}$ the depth of source $(s)$ and receiver $(r)$.
2. The method of claim 1, wherein the deghosting algorithm comprises a minimization scheme based on the formula

\[ V^{(p)}(\omega) = D^{(p)}(\omega) - \tilde{G}^{(r)}(\omega) G^{(r)}(\omega) X(\omega) G^{(s)}(\omega) \tilde{G}^{(s)}(\omega) W(\omega), \quad \forall \omega \]

where the matrices \( V^{(p)}(\omega) \) denote preconditioned residual terms defined as

\[ V^{(p)}(\omega) = \tilde{G}^{(r)}(\omega) V^{(s)}(\omega) \tilde{G}^{(s)}(\omega), \quad \forall \omega, \]

the matrices \( D^{(p)}(\omega) \) denote preconditioned data terms defined as

\[ D^{(p)}(\omega) = \tilde{G}^{(r)}(\omega) D^{(s)}(\omega) \tilde{G}^{(s)}(\omega), \quad \forall \omega, \]

and the matrices \( \tilde{G}^{(s,r)}(\omega) \) denote preconditioning functions, defined as

\[ \tilde{G}^{(s)}(x_s', x_s, \omega) = \int dk_i e^{ik_i(x_s' - x_s)} \tilde{p}^{(s)}(k_\perp, z_s), \]
\[ \tilde{G}^{(r)}(x_r, x_r', \omega) = \int dk_i e^{ik_i(x_r' - x_r)} \tilde{p}^{(r)}(k_\perp, z_r), \]

\[ \tilde{p}^{(r)} = \frac{\gamma^{(r)}}{|\gamma^{(s)}| + \epsilon}, \]
\[ \tilde{p}^{(s)} = \frac{\gamma^{(s)}}{|\gamma^{(s)}| + \epsilon}, \]

with \( \epsilon \ll 1 \).

3. The method of claim 2, wherein the deghosting algorithm comprises a minimization scheme based on the formula

\[ \text{[Additional formula]} \]
\[ V^{(a)}(\omega) = D^{(a)}(\omega) - G^{(r)}(\omega) X_0(\omega) G^{(s)}(\omega) W(\omega) \]
\[ + G^{(r)}(\omega) X_0(\omega) \left[ G^{(r)}(\omega) \right]^{-1} D^{(a)}(\omega), \quad \forall \omega \]

where the matrices \( V^{(a)}(\omega) \) denote residual terms such that \( V^{(a)}_{rs}(\omega) \) is the residual at frequency \( \omega \) of the signal from source \( s \) at receiver \( r \), the matrices \( D^{(a)}(\omega) \) denote acquired data with multiples, the matrices \( X_0(\omega) \) denote ghost-free and surface-multiple free data, the matrices \( \text{I}^V(\omega) \) denote the wavelet information, and the matrices \( G^{(s,r)}(\omega) \) denote ghost functions, the latter being defined as

\[ G^{(s)}(x_s', x_s, \omega) = \int dk_\parallel e^{ik_\parallel(x_s-x_s')} y^{(s)}(k_\perp, z_s), \]
\[ G^{(r)}(x_r, x_r', \omega) = \int dk_\parallel e^{ik_\parallel(x_r-x_r')} y^{(r)}(k_\perp, z_r), \]
\[ y^{(r)}(k_\perp, z_r) = 2i \sin(k_\perp z_r), \]
\[ \gamma^{(s)}(k_\perp, z_s) = \frac{z_s \sin(k_\perp z_s)}{2ik_\perp z_s}, \]
\[ (\omega/c)^2 - (k_\parallel)^2 + (k_\perp)^2, \]

with \( c \) the p-wave velocity of the subsurface top layer and \( z_{s,r} \) the depth of source \( (s) \) and receiver \( (r) \).

4. The method of claim 1, wherein the deghosting algorithm comprises a minimization scheme based on the formula

\[ V^{(p)}(\omega) = \]
\[ D^{(p)}(\omega) - \tilde{G}^{(r)}(\omega) G^{(r)}(\omega) X_0(\omega) G^{(s)}(\omega) \tilde{G}^{(s)}(\omega) W(\omega) \]
\[ + \tilde{G}^{(r)}(\omega) G^{(r)}(\omega) X_0(\omega) \left[ \tilde{G}^{(r)}(\omega) G^{(r)}(\omega) \right]^{-1} D^{(p)}(\omega), \quad \forall \omega \]

where the matrices \( V^{(p)}(\omega) \) denote preconditioned residual terms defined as
the matrices $D^{(p)}(\omega)$ denote preconditioned data terms defined as

$$D^{(p)}(\omega) = \mathcal{G}^{(r)}(\omega) D^{(s)}(\omega) \mathcal{G}^{(s)}(\omega), \forall \omega,$$

and the matrices $\mathcal{G}^{(r,s)}(\omega)$ denote preconditioning functions, defined as

$$\mathcal{G}^{(s)}(x',x,\omega) = \int dk \, e^{ik(x'-x')} \tilde{\psi}^{(s)}(k,z),$$
$$\mathcal{G}^{(r)}(x',x,\omega) = \int dk \, e^{ik(x'-x')} \tilde{\psi}^{(r)}(k,z),$$

$$\tilde{\psi}^{(r)} = \frac{\psi^{(r)}}{|\psi^{(r)}|^2 + e},$$
$$\tilde{\psi}^{(s)} = \frac{\psi^{(s)}}{|\psi^{(s)}|^2 + e}$$

with $e \ll 1$.

5. The method of claim 4, wherein the residual is approximated by

$$V^{(p)}(\omega) =$$
$$D^{(p)}(\omega) - \mathcal{G}^{(r)}(\omega) G^{(r)}(\omega) X_0(\omega) G^{(s)}(\omega) \mathcal{G}^{(s)}(\omega) W(\omega)$$
$$+ X_0(\omega) D^{(p)}(\omega), \forall \omega$$

by making the assumption that

$$\int dk \, e^{ik(x-x')} \tilde{\psi}^{(i)}(k,z) \tilde{\psi}^{(i)}(k,z) \sim \delta(x-x') \text{ for } i = s,r,$$

of which the validity stems from the fact that $\psi^{(i)} \tilde{\psi}^{(i)} \approx 1$ away from the ghost notches.
Figure 1: Deghosting results on a simple one-reflector data set
Figure 2: Deghosting results on a simple one-reflector data set to which random noise is added beforehand with the denoted SNR.
Figure 3: The BP2004 velocity (a, left) and density (b, right) model.
Figure 4: Detailed view of BP2004 synthetics after reverse-time migration.
Figure 5: Detailed view of the water bottom reflection of BP2004 synthetics.
Figure 6: Spectra of deghosted primaries for a one-reflector synthetic similar to the one described in Figures 1 and 2, for different values of the surface reflection coefficient. Note that the deghosting results are stable as $|R|$ varies.
Figure 7: Deghosting results on a simple one-reflector data to which random noise is added beforehand with the denoted SNR, deghosted using residual (26), i.e., with sparseness but without simultaneous multiple attenuation.
Figure 8: Deghosting results on a simple one-reflectors data set using residual (27), i.e. without sparseness nor simultaneous multiple attenuation.

Random noise with a Signal to Noise Ratio (SNR) between 1 and 1000 was added to the input data before running the deghosting flow (20: input, 21: SNR=1000, 22: SNR=100, 23: SNR=10, 24: SNR=1).