Title: LOAD-STORE DEPENDENCY PREDICTOR USING INSTRUCTION ADDRESS HASHING

Abstract: Methods and processors for managing load-store dependencies in an out-of-order instruction pipeline. A load store dependency predictor includes a table for storing entries for load-store pairs that have been found to be dependent and execute out of order. Each entry in the table includes hashed values to identify load and store operations. When a load or store operation is detected, the PC and an architectural register number are used to create a hashed value that can be used to uniquely identify the operation. Then, the load store dependency predictor table is searched for any matching entries with the same hashed value.
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BACKGROUND

5 Field of the Invention

[0001] The present invention relates generally to processors, and in particular to methods and mechanisms for recording load and store operations in a load-store dependency predictor.

10 Description of the Related Art

[0002] Super scalar processors attempt to achieve high performance by issuing and executing multiple instructions per clock cycle and by employing the highest possible clock frequency consistent with the design. One way to increase the number of instructions executed per clock cycle is by performing out of order execution. In out of order execution, instructions may be executed in a different order than that specified in the program sequence (or "program order").

[0003] Some processors may be as aggressive as possible in scheduling instructions out of order and/or speculatively in an attempt to maximize the performance gain realized. For example, it may be desirable to schedule load memory operations prior to older store memory operations, since load memory operations more typically have dependent instructions. However, in some cases, a load memory operation may depend on an older store memory operation (e.g., the store memory operation updates at least one byte accessed by the load memory operation). In such cases, the load memory operation is incorrectly executed if executed prior to the store memory operation. If a load memory operation is executed prior to a dependent older store memory operation, the processor may need to be flushed and redirected, which will degrade processor performance.

[0004] An operation is older than another operation if the operation is prior to the other operation in program order. An operation is younger than another operation if it is subsequent to the other operation in program order. Similarly, operations may be indicated as being prior to or subsequent to other operations, or may be referred to as previous operations, preceding
operations, subsequent operations, etc. Such references may refer to the program order of the operations. Furthermore, a “load memory operation” or “load operation” may refer to a transfer of data from memory or cache to a processor, and a “store memory operation” or “store operation” may refer to a transfer of data from a processor to memory or cache. “Load operations” and “store operations” may be more succinctly referred to herein as “loads” and “stores”, respectively.

**[0005]** A table may be used to store load-store pairs that have caused previous ordering violations. Mechanisms to identify loads and stores in these tables often rely on the respective program counter (PC) value. Searching for a full PC value in a fully associative structure may be costly in terms of the power used, and so alternatively, a portion of the PC may be used to identify loads and stores. However, if only a portion of a PC is utilized, some amount of aliasing between unique PCs may occur. Furthermore, some load instructions are decoded into a sequence of multiple load operations and some store instructions are decoded into a sequence of multiple store operations. For these instructions, when an ordering violation occurs, it is difficult to differentiate between the multiple load and store operations to determine which specific load operation was dependent on which specific store operation.

**SUMMARY**

**[0006]** Processors and methods for predicting and managing load-store dependencies are contemplated. A processor may include a load-store dependency predictor, and the load-store dependency predictor may be configured to store entries for load-store pairs that are predicted to cause ordering violations. When an ordering violation between a younger load and a dependent older store is detected, this constitutes a training event for the load-store dependency predictor. After the load-store pair has been trained, the predictor may add a dependency to the load the next time the load comes through the dispatch unit. This added dependency indicates the load should not be issued out of a reservation station until the store has been issued.

**[0007]** In one embodiment, a predictor table may be utilized to store load-store pairs that have been found to be dependent. When a younger load issues in front of an older store that shares an address dependency, an entry may be allocated in the predictor table, and in one embodiment, the entry may include a hashed store value and a hashed load value to identify the
store and load, respectively. In one embodiment, the hashed values may be derived from a portion of the program counter (PC) and an architectural register number. For the store, a source architectural register number may be hashed with the PC. For the load, a destination architectural register number may be hashed with the PC. When a store or load operation is dispatched, the hashed value may be created, and then the table may be searched for any matching entries.

[0008] These and other features and advantages will become apparent to those of ordinary skill in the art in view of the following detailed descriptions of the approaches presented herein.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] The above and further advantages of the methods and mechanisms may be better understood by referring to the following description in conjunction with the accompanying drawings, in which:

[0010] FIG. 1 illustrates one embodiment of a portion of an integrated circuit.

[0011] FIG. 2 is a block diagram that illustrates one embodiment of a processor core.

[0012] FIG. 3 is a block diagram illustrating one embodiment of a map/dispatch unit and a reservation station.

[0013] FIG. 4 illustrates a block diagram of one embodiment of a hash generation unit.

[0014] FIG. 5 illustrates a block diagram of another embodiment of a hash generation unit.

[0015] FIG. 6 illustrates one embodiment of a load-store dependency predictor table.

[0016] FIG. 7 is a generalized flow diagram illustrating one embodiment of a method for dispatching load operations in a map/dispatch unit.
FIG. 8 is a generalized flow diagram illustrating one embodiment of a method for processing store operations in a load-store dependency predictor.

FIG. 9 is a block diagram of one embodiment of a system.

FIG. 10 is a block diagram of one embodiment of a computer readable medium.

DETAILED DESCRIPTION OF EMBODIMENTS

In the following description, numerous specific details are set forth to provide a thorough understanding of the methods and mechanisms presented herein. However, one having ordinary skill in the art should recognize that the various embodiments may be practiced without these specific details. In some instances, well-known structures, components, signals, computer program instructions, and techniques have not been shown in detail to avoid obscuring the approaches described herein. It will be appreciated that for simplicity and clarity of illustration, elements shown in the figures have not necessarily been drawn to scale. For example, the dimensions of some of the elements may be exaggerated relative to other elements.

This specification includes references to “one embodiment”. The appearance of the phrase “in one embodiment” in different contexts does not necessarily refer to the same embodiment. Particular features, structures, or characteristics may be combined in any suitable manner consistent with this disclosure. Furthermore, as used throughout this application, the word "may" is used in a permissive sense (i.e., meaning having the potential to), rather than the mandatory sense (i.e., meaning must). Similarly, the words "include", "including", and "includes" mean including, but not limited to.

Terminology. The following paragraphs provide definitions and/or context for terms found in this disclosure (including the appended claims):

“Comprising.” This term is open-ended. As used in the appended claims, this term does not foreclose additional structure or steps. Consider a claim that recites: “A processor
comprising a load-store dependency predictor ....” Such a claim does not foreclose the processor from including additional components (e.g., a cache, a fetch unit, an execution unit).

[0024] “Configured To.” Various units, circuits, or other components may be described or claimed as “configured to” perform a task or tasks. In such contexts, “configured to” is used to connote structure by indicating that the units/circuits/components include structure (e.g., circuitry) that performs the task or tasks during operation. As such, the unit/circuit/component can be said to be configured to perform the task even when the specified unit/circuit/component is not currently operational (e.g., is not on). The units/circuits/components used with the “configured to” language include hardware—for example, circuits, memory storing program instructions executable to implement the operation, etc. Reciting that a unit/circuit/component is “configured to” perform one or more tasks is expressly intended not to invoke 35 U.S.C. § 112, sixth paragraph, for that unit/circuit/component. Additionally, “configured to” can include generic structure (e.g., generic circuitry) that is manipulated by software and/or firmware (e.g., an FPGA or a general-purpose processor executing software) to operate in a manner that is capable of performing the task(s) at issue. “Configured to” may also include adapting a manufacturing process (e.g., a semiconductor fabrication facility) to fabricate devices (e.g., integrated circuits) that are adapted to implement or perform one or more tasks.

[0025] “Based On.” As used herein, this term is used to describe one or more factors that affect a determination. This term does not foreclose additional factors that may affect a determination. That is, a determination may be solely based on those factors or based, at least in part, on those factors. Consider the phrase “determine A based on B.” While B may be a factor that affects the determination of A, such a phrase does not foreclose the determination of A from also being based on C. In other instances, A may be determined based solely on B.

[0026] Referring now to FIG. 1, a block diagram illustrating one embodiment of a portion of an integrated circuit (IC) is shown. In the illustrated embodiment, IC 10 includes a processor complex 12, memory controller 22, and memory physical interface circuits (PHYs) 24 and 26. It is noted that IC 10 may also include many other components not shown in FIG. 1. In various embodiments, IC 10 may also be referred to as a system on chip (SoC), an application specific integrated circuit (ASIC), or an apparatus.
[0027] Processor complex 12 may include central processing units (CPUs) 14 and 16, level two (L2) cache 18, and bus interface unit (BIU) 20. In other embodiments, processor complex 12 may include other numbers of CPUs. CPUs 14 and 16 may also be referred to as processors or cores. CPUs 14 and 16 may be coupled to L2 cache 18. L2 cache 18 may be coupled to BIU 20, which may be coupled to memory controller 22. Other embodiments may include additional levels of cache (e.g., level three (L3) cache). It is noted that processor complex 12 may include other components not shown in FIG. 1.

[0028] The CPUs 14 and 16 may include circuitry to execute instructions defined in an instruction set architecture. Specifically, one or more programs comprising the instructions may be executed by the CPUs 14 and 16. Any instruction set architecture may be implemented in various embodiments. For example, in one embodiment, the ARM™ instruction set architecture (ISA) may be implemented. The ARM instruction set may include 16-bit (or Thumb) and 32-bit instructions. Other exemplary ISA’s may include the PowerPC™ instruction set, the MIPS™ instruction set, the SPARC™ instruction set, the x86 instruction set (also referred to as IA-32), the IA-64 instruction set, etc.

[0029] In one embodiment, each instruction executed by CPUs 14 and 16 may be associated with a PC value. Also, one or more architectural registers may be specified within some instructions for reads and writes. These architectural registers may be mapped to actual physical registers by a register rename unit. Furthermore, some instructions may be broken up into (or otherwise correspond to) a sequence of operations (or micro-ops or “uops”), and each operation of the sequence may be referred to by a micro-op number. For example, in a case where a particular instruction corresponds to 5 micro-ops, the first micro-op may be identified as micro-op “0”, the second as “1”, the third as “2”, and so on. Numerous approaches for identifying micro-ops in a sequence are possible and are contemplated. Each operation of the sequence, while sharing a common PC, may also have a unique architectural register number that differentiates it from other operations of the sequence.

[0030] The term “architectural register” may refer to an architecturally visible register that a software programmer and/or a compiler may identify within the software application. In addition, the term “architectural register” may also be referred to as a “micro-architectural register” in some embodiments. Architectural registers may be associated with a given ISA.
The hardware circuitry in CPUs 14 and 16 may include physical registers, and the architectural registers may be mapped to the physical registers.

[0031] In various embodiments, CPUs 14 and 16 may execute instructions out-of-order, which in some cases may cause ordering violations. For example, in the case of load and store instructions, ordering violations may occur when younger loads execute before older stores with overlapping physical addresses. To avoid or to prevent a repetition of this type of ordering violation, various techniques may be employed to prevent a younger load from being executed prior to an older store upon which it is dependent. In one embodiment, each of CPUs 14 and 16 may include a load-store dependency predictor for keeping track of load-store pairs which are predicted to be dependent and which may also have a tendency to execute out of order. In one embodiment, dependent load-store pairs may be recorded in a table utilizing hashed values to identify the load and store.

[0032] In one embodiment, each hashed value may be created from the PC and one of the architectural register numbers. In another embodiment, each hashed value may be created from the PC and a corresponding micro-op (or uop) number. For a load-store pair recorded in an entry of the load store dependency predictor table, a load may be recorded and identified by its hashed value and the store may be recorded and identified by its hashed value. When a store is dispatched, the hashed store value may be generated and used to search the table for any matching entries. Similarly, when a load is dispatched, the hashed load value may be generated and used to search the table for any matching entries.

[0033] Each of CPUs 14 and 16 may also include a level one (L1) cache (not shown), and each L1 cache may be coupled to L2 cache 18. In one embodiment, L2 cache 18 may be configured to cache instructions and data for low latency access by CPUs 14 and 16. The L2 cache 18 may comprise any capacity and configuration (e.g. direct mapped, set associative). L2 cache 18 may be coupled to memory controller 22 via BIU 20. BIU 20 may also include various other logic structures to couple CPUs 14 and 16 and L2 cache 18 to various other devices and blocks.

[0034] Memory controller 22 may include any number of memory ports and may include circuitry configured to interface to memory. For example, memory controller 22 may be
configured to interface to dynamic random access memory (DRAM) such as synchronous DRAM (SDRAM), double data rate (DDR) SDRAM, DDR2 SDRAM, Rambus DRAM (RDRAM), etc. Memory controller 22 may also be coupled to memory physical interface circuits (PHYs) 24 and 26. Memory PHYs 24 and 26 are representative of any number of memory PHYs which may be coupled to memory controller 22. The memory PHYs 24 and 26 may be configured to interface to memory devices (not shown).

[0035] It is noted that other embodiments may include other combinations of components, including subsets or supersets of the components shown in FIG. 1 and/or other components. While one instance of a given component may be shown in FIG. 1, other embodiments may include two or more instances of the given component. Similarly, throughout this detailed description, two or more instances of a given component may be included even if only one is shown, and/or embodiments that include only one instance may be used even if multiple instances are shown.

[0036] Turning now to FIG. 2, one embodiment of a processor core is shown. Core 30 is one example of a processor core, and core 30 may be utilized within a processor complex, such as processor complex 12 of FIG. 1. In one embodiment, each of CPUs 14 and 16 of FIG. 1 may include the components and functionality of core 30. Core 30 may include fetch and decode (FED) unit 32, map and dispatch unit 36, memory management unit (MMU) 40, core interface unit (CIF) 42, execution units 44, and load-store unit (LSU) 46. It is noted that core 30 may include other components and interfaces not shown in FIG. 2.

[0037] FED unit 32 may include circuitry configured to read instructions from memory and place them in level one (L1) instruction cache 34. L1 instruction cache 34 may be a cache memory for storing instructions to be executed by core 30. L1 instruction cache 34 may have any capacity and construction (e.g. direct mapped, set associative, fully associative, etc.). Furthermore, L1 instruction cache 34 may have any cache line size. FED unit 32 may also include branch prediction hardware configured to predict branch instructions and to fetch down the predicted path. FED unit 32 may also be redirected (e.g. via misprediction, exception, interrupt, flush, etc.).
FED unit 32 may also be configured to decode the instructions into instruction operations (or u-ops). Generally, an instruction operation may be an operation that the hardware included in execution units 44 and LSU 46 is capable of executing. Each instruction may translate to one or more instruction operations which, when executed, result in the performance of the operations defined for that instruction according to the instruction set architecture. FED unit 32 may be configured to decode multiple instructions in parallel.

In various ISA’s, some instructions may decode into a single instruction operation (or op). FED unit 32 may be configured to identify the type of instruction, source operands, etc., and each decoded instruction operation may comprise the instruction along with some of the decode information. In other embodiments in which each instruction translates to a single op, each op may simply be the corresponding instruction or a portion thereof (e.g., the opcode field or fields of the instruction). In some embodiments, the FED unit 32 may include any combination of circuitry and/or microcode for generating ops for instructions. For example, relatively simple op generations (e.g., one or two ops per instruction) may be handled in hardware while more extensive op generations (e.g., more than three ops for an instruction) may be handled in microcode. In other embodiments, the functionality included within FED unit 32 may be split into two or more separate units, such as a fetch unit, a decode unit, and/or other units.

Decoded ops may be provided to map/dispatch unit 36. Map/dispatch unit 36 may be configured to map ops and architectural registers to physical registers of core 30. Map/dispatch unit 36 may implement register renaming to map source register addresses from the ops to the source operand numbers identifying the renamed source registers. Map/dispatch unit 36 may also be configured to dispatch ops to reservation stations within execution units 44 and LSU 46. Map/dispatch unit 36 may include load-store dependency (LSD) predictor 37 and reorder buffer (ROB) 38. Prior to being dispatched, the ops may be written to ROB 38. ROB 38 may be configured to hold ops until they can be committed in order. Each op may be assigned a ROB index (RNUM) corresponding to a specific entry in ROB 38. RNUMs may be used to keep track of the operations in flight in core 30. Map/dispatch unit 36 may also include other components (e.g., mapper array, dispatch unit, dispatch buffer) not shown in FIG. 2. Furthermore, in other embodiments, the functionality included within map/dispatch unit 36 may be split into two or more separate units, such as a map unit, a dispatch unit, and/or other units.
LSD predictor 37 may be configured to train on and predict dependent load-store instruction pairs that are likely to issue out-of-order. LSD predictor 37 may include a table with entries for the load-store pairs that have been trained, and each entry may include information identifying the load and store operations and the strength of the prediction. In one embodiment, a training event may be an ordering violation triggered by the execution of a younger load before an older store with overlapping physical addresses. In one embodiment, the table may be a 256-entry fully associative structure. In other embodiments, the table may have other numbers of entries. In various embodiments, the table may be a content-addressable memory (CAM) for various fields of the table.

When there is an order violation between dependent load and store operations, core 30 may be redirected and resynced. Various corrective actions may be taken as a result of a redirect. At this point, training may be performed for the particular load-store pair that caused the resync. An entry for this particular pair may be allocated in LSD predictor 37, hashed identifiers for both the load and the store may be recorded in the entry, and the strength of the prediction may be set to a high level. Each entry in the LSD predictor 37 may include hashed values derived from a PC and an architectural register number of the given load and store operations. After the training, on a next pass through the pipeline of core 30, when the store from the trained load-store pair is dispatched from unit 36, LSD predictor 37 may be searched for the store’s hashed identifier. The matching entry may be found and armed. When the load from the trained load-store pair is dispatched from unit 36, a search of LSD predictor 37 may be performed for the load’s hashed identifier, and the load’s hashed identifier will match on the armed entry. Then, the load may be dispatched to a reservation station with a dependency, causing the load to wait on the store before issuing from the reservation station.

Execution units 44 may include any number and type of execution units (e.g., integer, floating point, vector). Each of execution units 44 may also include one or more reservation stations (not shown). CIF 42 may be coupled to LSU 46, FED unit 32, MMU 40, and an L2 cache (not shown). CIF 42 may be configured to manage the interface between core 30 and the L2 cache. MMU 40 may be configured to perform address translation and memory management functions.
[0044] LSU 46 may include L1 data cache 48, reservation stations 50 and 52, store queue 54, and load queue 56. Load and store operations may be dispatched from map/dispatch unit 36 to reservation stations 50 and 52. Other embodiments may include other numbers of reservation stations. Operations may issue out of reservation stations 50 and 52 out-of-order. Store queue 54 may store data corresponding to store operations, and load queue 56 may store data associated with load operations. LSU 46 may also be coupled to the L2 cache via CIF 42. It is noted that LSU 46 may also include other components (e.g., register file, prefetch unit, translation lookaside buffer) not shown in FIG. 2.

[0045] A load-store order violation may be detected by LSU 46 at the time the older store is issued. In one embodiment, the store address of the older store may be compared against all younger loads in load queue 56. If a match is detected, then the load operation may have already completed with the incorrect data. This may be corrected in the future by signaling a redirect back to map/dispatch unit 36 using the RNUMs of the load and store operations. Map/dispatch unit 36 may flush the instructions from core 30 pipeline and redirect the front-end of core 30 back to the instruction address of the load, and the load instruction may be refetched. To prevent future redirects, map/dispatch unit 36 may predict and record dependencies for loads on stores in LSD predictor 37 and communicate the predicted dependencies to reservation stations 50 and 52.

[0046] In a typical case, when a store is dispatched, LSD predictor 37 may be searched for the hashed store value, and then if a match is found for the store, then the matching entry in table may be armed (i.e., activated), and then the store RNUM may be written to the entry. A little while later the load may be dispatched, and the load may search across the hashed load values in the table.

[0047] The load may match on any number of entries in LSD predictor 37. In one embodiment, for a real match to occur, the entry needs to be armed. If the load matches on one armed entry, then a dependency to the store RNUM may be created by linking the armed store RNUM to the load. The load may be marked as waiting for that particular store RNUM to issue from a reservation station. In the reservation stations, there may be a dependency field for loads, and the load may be marked as dependent on a given store to issue from one of the reservation stations 50 or 52. So in this case, the load may be marked as waiting for a specific store RNUM, and the load may issue one cycle after the specific store issues.
If the load matches on multiple armed store entries, this may be referred to as a
multimatch case. In this case, the load may wait until all older stores have issued before issuing.
For example, in one embodiment, a bit may be set so that the load may wait for all older stores
to issue before the load issues. This will force all older stores to issue from reservation stations
5 50 and 52 ahead of the load. In one embodiment, each of reservation stations 50 and 52 may
make available the oldest store it contains. Once the load becomes older than both of those
stores, then the load may issue.

When a load matches on an entry in LSD predictor 37 and the entry is armed, this
signifies there is a valid store which the load needs to wait on. The entry may also include an
indicator as to the strength of the prediction. In one embodiment, the indicator may be a counter,
and if the value of the counter is above a threshold, then the entry may be considered a strong,
highly likely prediction and the load-store dependency may be established. The value of the
threshold may vary from embodiment to embodiment. If the load matches on an armed entry,
and the indicator is weak, indicating not to use the prediction, then a dependency may not be
established for the load. If the load-store dependency is established, then the load may pick up
the RNUM of the store, such that the RNUM gets read out of the entry and passed along to the
reservation station with the load when the load is dispatched. The load may also be marked as
having a dependency in the reservation station.

After a load with an established dependency issues, the load store unit can determine
whether the load data was sourced from the data cache or the store queue (or elsewhere). Depending on where the load receives its data, the prediction strength indicator in the
corresponding entry of LSD predictor 37 may be increased, decreased, or left the same. For
example, if the load data was forwarded from store queue 54, then the prediction from LSD
predictor 37 may be considered good. In this case, the data from the store had not yet made it to
cache 48, and so it was beneficial that the load waited for the store. If the load data for this load
operation is still in store queue 54, then this may indicate that there really is a true dependency
between the load and the store. In other words, the data did need to be forwarded from store
queue 54 for the dependent load.
If there is a miss in store queue 54 for the load data, then the dependency may no longer be valid. It is possible that there was a prior dependency, but then the address of the load or the store changed, and the load and store no longer collide. In this case, if the store data is retrieved from cache 48, then the data may have been stored there for a long time. Therefore, determining whether the store data was forwarded from store queue 54 or from cache 48 may indicate whether the prediction was accurate or not. Furthermore, the prediction strength indicator stored in the matching entry of LSD predictor 37 may be updated based on this determination. If the prediction was accurate, such that the load data is forwarded from store queue 54, then the prediction strength indicator may be increased. If the load data comes from cache 48, then the prediction strength indicator may be decreased. In other embodiments, other techniques for determining if the dependency prediction was accurate may be utilized.

It should be understood that the distribution of functionality illustrated in FIG. 2 is not the only possible microarchitecture which may be utilized for a processor core. Other processor cores may include other components, omit one or more of the components shown, and/or include a different arrangement of functionality among the components.

Referring now to FIG. 3, a block diagram of one embodiment of a map/dispatch unit and a reservation station is shown. In one embodiment, map/dispatch unit 60 may include a register mapper 62, a reorder buffer (ROB) 64, a hash generation unit 65, a load store dependency (LSD) predictor 66, and a dispatch unit 68. The register mapper 62 and hash generation unit 65 are coupled to receive ops from a decode unit (not shown), and hash generation unit 65 is coupled to receive PCs from the decode unit. Hash generation unit 65 may also be coupled to receive a load/store (L/S) indicator to determine when hashed identifiers should be generated. LSD predictor 66 is coupled to receive the “Redirect” and “Count Update” signals from a load-store unit (not shown). LSD predictor 66 is also coupled to a replacement pointer which searches LSD predictor 66 for entries that can be discarded when a new entry is allocated.

Register mapper 62 may be configured to map architectural registers to physical registers, and to provide ops and physical register addresses to dispatch unit 68. Dispatch unit 68 may be configured to dispatch ops to reservation stations 70A-N. Dispatch unit 68 may be configured to maintain a free list of reservation station entries in reservation stations 70A-N, and
dispatch unit 68 may generally assign the entries to ops to balance the load between reservation stations 70A-N. For example, dispatch unit 68 may be configured to dispatch an op to the reservation station with the most available entries.

[0055] LSD predictor 66 may be configured to compare the hashed tags of any detected stores and loads to the hashed tags of previously encountered stores and loads that previously caused ordering violations and have been allocated entries in the training table. If a hashed tag matches for a given store, LSD predictor 66 may be configured to arm the corresponding entry in the training table. In one embodiment, LSD predictor 66 may check the strength of prediction indicator before arming the entry. If the indicator is above a threshold then the entry may be armed, and otherwise, if the indicator is below the threshold, then the entry may not be armed. Additionally, LSD predictor 66 may be configured to capture the RNUM assigned to the store as an identifier of the store.

[0056] When a load is detected that matches to the armed entry and the strength of prediction indicator for the armed entry is above the threshold, LSD predictor 66 may be configured to use the store identifier to generate a dependency for the load on the store, preventing the load from being issued by reservation station 70 until after the store is issued. In one embodiment, LSD predictor 66 may be configured to forward the store RNUM to a given reservation station 70 along with an indicator that the load has a dependency. Additionally, if there are multiple matches for the load, then LSD predictor 66 may forward a multmatch indicator to the given reservation station 70. In other embodiments, LSD predictor 66 may be configured to forward multiple store RNUMs in the multmatch case to reservation station 70, and reservation station 70 may be configured to store more than one store RNUM per load. Other embodiments may indicate the store dependencies in other fashions.

[0057] Reservation stations 70A-N are representative of any number of reservation stations which may be utilized as part of a load/store unit (not shown) and/or execution units (not shown). Each reservation station 70A-N may be configured to store operations until the operations are executed by a corresponding functional unit. An example of an entry within reservation station 70A in accordance with one embodiment is shown in FIG. 3. Each of reservation stations 70A-N may include various numbers of entries, depending on the embodiment. Each entry may include a dependency indicator, a multmatch indicator, a store RNUM of a dependency, a load/store (L/S) indicator to indicate if the operation is a load or
store, a PC of an operation, and a LSD predictor (LSDP) entry number. In other embodiments, the entry may include other fields (e.g., source register, destination register, source operands) and/or omit one or more of the fields shown in FIG. 3. Furthermore, other types of entries (e.g., integer, floating point) may be formatted differently.

[0058] LSD predictor 66 may be configured to identify load-store pairs that cause ordering violations based on the redirect indication. The redirect indication may include the load and the store PCs, hashed load and store values, or other load and store identifiers. LSD predictor 66 may thus be trained by stores and loads which cause ordering violations, to prevent such events in the future when the same code sequence is refetched and reexecuted in the processor.

[0059] Hash generation unit 65 may be configured to generate hashed load and store values from the load and store PCs, architectural register numbers, and/or micro-op numbers. When a load or store is received and detected by map/dispatch unit 60, hash generation unit 65 may generate the hashed value in any suitable manner. The hashed values may be used to search LSD predictor 66. If the load or store is received as part of a redirect training event, then the generated hashed value may be stored in a newly allocated entry of LSD predictor 66. While hash generation unit 65 is shown as being located within map/dispatch unit 60 in FIG. 3, it is noted that hash generation unit 65 may be located elsewhere within a processor core in other embodiments.

[0060] In one embodiment, unit 65 may include a buffer for temporarily storing hashed values. If a load-store pair causes an ordering violation and the load-store pair is not yet stored in predictor 66, then a new entry may be allocated in predictor 66 for the load-store pair. The stored hashed values, which were generated to search predictor 66 when the original load and store operations were dispatched, may be written to the new entry. Alternatively, the hashed values may be discarded after the search of predictor 66 is performed, and after an ordering violation, the hashed values may be regenerated when the original instructions are refetched and reexecuted. In this scenario, the hashed values may be written to the newly allocated entry in predictor 66 after the hashed values are regenerated.

[0061] Register mapper 62 may include a memory with an entry for each logical register. The entry for each logical register in the register mapper 62 may store the RNUM of the most
recent op to update the logical register. Additional status may be stored in the rename map entries as well. For example, a bit may indicate whether or not the most recent op has been executed. In such an embodiment, register mapper 62 may receive signals from a given reservation station 70 identifying the ops that have been issued, which may allow register mapper 62 to update the bit. A bit indicating whether or not the most recent op has been retired may also be included.

[0062] It is noted that not all of the connections to the units shown in FIG. 3 are illustrated, and the map/dispatch unit 60 may include additional circuitry implementing other operations, not shown. For example, register mapper 62 and ROB 64 may receive the redirect indications to adjust their mappings to account for the ops being flushed. Additionally, register mapper 62 and ROB 64 may receive an indication of retiring ops to adjust their state to the retirement (e.g., freeing entries for assignment to new ops, updating the architected rename state, etc.). These operations are ancillary to the operation of LSD predictor 66, and thus are not described in more detail herein.

[0063] Turning now to FIG. 4, one embodiment of a hash generation unit is shown. The inputs to hash generation unit for a given operation may be the PC, architectural register number(s), and micro-op number of the given operation. The PC may be coupled to hash function 82, and the architectural register number and micro-op number may be coupled to multiplexer (mux) 80. Mux 80 may or may not be included within a hash generation unit, depending on the embodiment. Mux 80 is shown to illustrate that the architectural register number or micro-op number may be coupled to hash function 82. In some embodiments, mux 80 may be utilized to switch between using the architectural register number and micro-op number based on various operating conditions. In other embodiments, the architectural register number or micro-op number may be coupled to hash function 82 without mux 80, and this may be a hard-wired connection.

[0064] Hash function 82 may generate a hashed value (intermediate result 84) from the inputs of the PC and the architectural register number or micro-op number. The values generated by hash function 82 may also be referred to as hash codes, hash sums, checksums, or hashes. Hash function 82 may utilize a portion or the entirety of the input values to generate a hashed value, depending on the embodiment. Hash function 82 may utilize any type of hashing function to
generate intermediate result 84. For example, in various embodiments, hash function 82 may utilize an XOR function, message digest (MD-5) hash, secure hash algorithm (SHA-1) hash, or any other type of hash function.

[0065] In one embodiment, intermediate result 84 may be hashed against the output of mux 86 by hash function 88. In another embodiment, intermediate result 84 may be the final result and the actual hashed identifier, and the second stage of hashing may be omitted. Mux 86 may or may not be an actual multiplexer within the hash generation unit, depending on the embodiment. Rather, mux 86 is used to illustrate that any portion of the architectural register number, PC, and micro-op number may be combined in any fashion and coupled to the input of hash function 88 to be hashed with intermediate result 84. For example, in one embodiment, only the architectural register number may be coupled to the input of hash function 88. In other embodiments, mux 86 may be utilized and the input that is coupled to hash function 88 may be configurable via the select signal (not shown) to mux 86. Hash function 88 may utilize any type of hashing previously described. Hashed identifier 90 may be generated by hash function 88, and hashed identifier 90 may be utilized by a load-store dependency predictor to identify the respective operation.

[0066] It is noted that in other embodiments, the hash generation unit of FIG. 4 may include other stages beyond hash function 88. For example, additional hash functions may apply further hashing functions to the value generated by hash function 88. In these embodiments, the output generated by hash function 88 may be an intermediate value that is hashed by one or more additional stages of hash functions. The actual configuration of the hash generation unit in FIG. 4 that is implemented may be chosen to achieve a high amount of randomness for the distribution of hashed values. In other words, the hash generation unit may be constructed to disambiguate between different operations in order to prevent aliasing.

[0067] Referring now to FIG. 5, another embodiment of a hash generation unit is shown. FIG. 5 provides a more detailed schematic of a hash generation unit than the generalized block diagram approach illustrated in FIG. 4. It is noted that FIG. 5 illustrates one embodiment of a hash generation unit, and other embodiments may be configured in any of various other manners.
In a first stage of hashing, non-overlapping portions of the PC value may be coupled to the inputs of multi-bit XOR 100. As shown, bits 2:13 of the PC value may be coupled to one input of XOR 100 and bits 14:25 of the PC value may be coupled to the other input of XOR 100. It is noted that other embodiments may utilize other portions of the PC value and other numbers of bits. XOR 100 may perform a multi-bit XOR operation on the inputs, such that bit 2 of the PC value is XORed with bit 14 of the PC value, bit 3 is XORed with bit 15, and so on. The output from XOR 100 may be referred to as intermediate result (IR) 102, which is a 12-bit value. The size of IR 102 may be more or less than 12 bits in other embodiments.

The upper portion of IR 102, bits 6:11, may be coupled to an input of XOR 104. The architectural register (AR) number, bits 0:4, and bit 1 of the PC value may be concatenated and coupled to the other input of XOR gate 104. In other embodiments, the AR number may have more or fewer bits than five, and a portion or the entirety of the AR number may be utilized to generate a hashed identifier. For ARM Thumb 16-bit instructions, bit 1 of the PC value may be utilized in the hashing process to distinguish between different instructions to prevent aliasing. Bit 6 of IR 102 may be XORed with bit 0 of the AR number, bit 7 of IR 102 may be XORed with bit 1 of AR, and so on, and bit 11 of IR 102 may be XORed with bit 1 of the PC value.

The output of XOR 104 may form the upper bits (6:11) of the final value, while the lower bits of IR 102 may form the lower bits (0:5) of the final value. The final value may be the hashed identifier 106 which is utilized to identify load and store operations in a load-store dependency predictor. It is noted that the hashing of bits, the number of bits, which portions of PC and architectural register number that are hashed are specific to one embodiment, and other embodiments may vary the selection of bits that are hashed, the number of hashing stages, the size of the final hashed value, and other elements of the hash generation unit shown in FIG. 5.

Turning now to FIG. 6, one embodiment of a load-store dependency predictor table is shown. Table 110 may include various numbers of entries, depending on the embodiment. Each entry may correspond to a load-store pair that has been predicted to have overlapping addresses and issue out of order. An entry may be allocated in table 110 in response to an ordering violation being detected. In the event that an ordering violation has occurred, a store queue entry may flush the processor, including the load that caused the violation, back to the fetch unit and
Table 110 may be trained on this violation. When the flushed load replays, it should hit in table 110 and wait in a reservation station for the store to issue.

[0072] Table 110 may be configured to allow multiple simultaneous accesses and updates by multiple ops. Furthermore, while table 110 is illustrated as an integrated table, the different fields may be separate tables corresponding to separate memories, with entries of the separate tables associated with each other. For example, the hashed load values 122 may be a separate table, the hashed store values 116 may be a separate table, and a hashed load value 122 may have the same entry number 112 as a corresponding hashed store value 116 for which a specific load-store ordering violation has been detected and trained.

[0073] Each entry may include an entry number 112 by which the entry may be identified. In one embodiment, for a load with a dependency, the load may be dispatched to a reservation station with its respective entry number 112. Each entry may also include a valid indicator 114. Valid indicator 114 may indicate if the entry is a valid entry and if the entry should be used for enforcing a dependency between the load and store indicated by the entry. In one embodiment, the valid indicator 114 may be cleared at reset. Valid indicator 114 may also affect the replacement policy, such that invalid entries may be the first entries that are replaced when new entries are allocated. In some embodiments, valid indicator 114 may not be included in the entries of table 110. Instead, in these embodiments, the value of counter field 124 may be used to indicate if the entry is valid. Other embodiments may exclude counter field 124 in the table and only use the valid indicator 114.

[0074] Each entry may also include a hashed store value 116 to identify the specific store operation. When a store is dispatched, the hashed store values 116 of table 110 may be searched for the specific hashed store value of the dispatched store. Table 110 may be a CAM for the hashed store value field, where each entry in the memory includes circuitry to make the comparison. The hashed store value field may also be a set of registers and comparators that are operated as a CAM. If a dispatched store matches on any entries, then these entries may have the armed bit 120 set. The RNUM of the store may also be written to the store RNUM 118 field of the entry. When a store is issued from a reservation station, then the armed bit 120 may be cleared from any entries of table 110 that were previously armed by that particular store.
When a load is dispatched, the hashed load value 122 of each entry of table 110 may be searched for the specific hashed load value of the dispatched load. Table 110 may be a CAM for the hashed load value field. If a dispatched load matches on any armed entries, then a dependency may be established and enforced for the specific load. If the load matches on an unarmed entry, then a dependency is not established because the corresponding store has either not been dispatched or has already been issued, and therefore an ordering violation should not occur. If the load matches on multiple armed entries, then the load may wait until all older stores have been issued before the load itself issues. If the load matches on a single armed entry, then the store RNUM may be written to the reservation station with the load. There may also be a dependency bit set for the load in the reservation station to indicate that the load has a valid dependency.

Each entry may also include a counter field 124. The value of counter 124 may indicate the strength of the prediction for that particular load-store pair in the entry. In one embodiment, counter 124 may be a two-bit up-down counter. In other embodiment, counter 124 may utilize other numbers of bits. Furthermore, counter 124 may be configured to saturate at its maximum and minimum values.

When a store matches on an entry, the counter value 124 may be checked before arming the entry. If the counter value 124 is below a threshold, then the entry may not be armed. If the counter value 124 is above the threshold, then the entry may be armed. In some embodiments, the entry may be armed without checking the counter value 124. When a load matches on an entry, the counter value 124 may also be checked. Only if the counter value 124 is above the threshold may the dependency be enforced. The value of the threshold may vary depending on the embodiment, and may be adjusted according to specific operating conditions.

In another embodiment, age-out counters may be utilized with the entries of table 110. Each entry may include an age-out counter, and the age-out counter may be set to some initial value when the entry is first allocated. An interval counter may also be utilized to count for a programmable interval, and when the interval counter expires, each age-out counter in table 110 may be decremented. The interval counter may then start over and count for the programmable interval. Each time the interval elapses, each age-out counter in table 110 may be decremented. Any time an entry is accessed or armed by a load-store pair, the age-out counter may be
incremented by a fixed amount. If an entry in table 110 is no longer being used, then eventually its age-out counter will get to zero, at which point the entry may be replaced with a new entry. In other embodiments, table 110 may include additional fields and/or omit one or more fields shown in FIG. 6. Furthermore, table 110 may be formatted differently in other embodiments.

[0079] Referring now to FIG. 7, one embodiment of a method for dispatching load operations in a map/dispatch unit is shown. For purposes of discussion, the steps in this embodiment are shown in sequential order. It should be noted that in various embodiments of the method described below, one or more of the elements described may be performed concurrently, in a different order than shown, or may be omitted entirely. Other additional elements may also be performed as desired. Furthermore, elements of the flowchart may be performed in parallel to allow multiple load operations to be dispatched simultaneously.

[0080] In one embodiment, a load operation may be received by a map/dispatch unit (block 130). The load operation may have been fetched and decoded in one or more prior stages of a processor pipeline. Next, a hashed identifier may be generated from the PC and the architectural register number of the load operation (block 132). In one embodiment, the PC and the destination architectural register number may be used to create the hashed identifier. Then, the load-store dependency (LSD) predictor may be searched for entries with the same hashed identifier as the given load operation (block 134). If a matching entry is found (conditional block 136), and the matching entry is armed (conditional block 138), then the load operation may be dispatched to a reservation station with a dependency (block 140). When a load operation is dispatched with a dependency, a store RNUM and the index number of the matching entry in the LSD predictor may be sent to the reservation station with the load. If an entry is not found (conditional block 136) or the matching entry is not armed (conditional block 138), then the load operation may be dispatched to a reservation station without a dependency (block 142). After block 140, if a load operation is dispatched to a reservation station with a dependency, the load may wait to issue until the corresponding store upon which it is dependent issues.

[0081] Turning now to FIG. 8, one embodiment of a method for processing store operations in a load-store dependency (LSD) predictor is shown. For purposes of discussion, the steps in this embodiment are shown in sequential order. It should be noted that in various embodiments of the method described below, one or more of the elements described may be performed
concurrently, in a different order than shown, or may be omitted entirely. Other additional elements may also be performed as desired. Furthermore, elements of the flowchart may be performed in parallel to allow multiple store operations to be processed simultaneously.

[0082] In one embodiment, a store operation may be received by a map/dispatch unit (block 150). The store operation may have been fetched and decoded in prior stage(s) of a processor pipeline. Next, a hashed identifier may be generated from the PC and the architectural register number of the store operation (block 152). In one embodiment, the PC and the source architectural register number may be used to create the hashed identifier. Then, a load-store dependency (LSD) predictor may be searched for entries with the same hashed identifier as the given store operation (block 154). If any matching entries are found (conditional block 156), then each matching entry may be armed (block 158). If no matching entries are found (conditional block 156), then the LSD predictor may remain unchanged, and the given store operation may be dispatched to the reservation station (block 160). After block 160, when the given store operation issues from the reservation station, any armed entries that were armed by the given store operation may be disarmed (block 162).

[0083] Referring next to FIG. 9, a block diagram of one embodiment of a system 180 is shown. As shown, system 180 may represent chip, circuitry, components, etc., of a desktop computer 190, laptop computer 200, tablet computer 210, cell phone 220, or otherwise. In the illustrated embodiment, the system 180 includes at least one instance of IC 10 (of FIG. 1) coupled to an external memory 182.

[0084] IC 10 is coupled to one or more peripherals 184 and the external memory 182. A power supply 186 is also provided which supplies the supply voltages to IC 10 as well as one or more supply voltages to the memory 182 and/or the peripherals 184. In various embodiments, power supply 186 may represent a battery (e.g., a rechargeable battery in a smart phone, laptop or tablet computer). In some embodiments, more than one instance of IC 10 may be included (and more than one external memory 182 may be included as well).

[0085] The memory 182 may be any type of memory, such as dynamic random access memory (DRAM), synchronous DRAM (SDRAM), double data rate (DDR, DDR2, DDR3, etc.) SDRAM (including mobile versions of the SDRAMs such as mDDR3, etc., and/or low power
versions of the SDRAMs such as LPDDR2, etc.), RAMBUS DRAM (RDRAM), static RAM (SRAM), etc. One or more memory devices may be coupled onto a circuit board to form memory modules such as single inline memory modules (SIMMs), dual inline memory modules (DIMMs), etc. Alternatively, the devices may be mounted with IC 88 in a chip-on-chip configuration, a package-on-package configuration, or a multi-chip module configuration.

[0086] The peripherals 184 may include any desired circuitry, depending on the type of system 180. For example, in one embodiment, peripherals 184 may include devices for various types of wireless communication, such as wifi, Bluetooth, cellular, global positioning system, etc. The peripherals 184 may also include additional storage, including RAM storage, solid state storage, or disk storage. The peripherals 184 may include user interface devices such as a display screen, including touch display screens or multitouch display screens, keyboard or other input devices, microphones, speakers, etc.

[0087] Turning now to FIG. 10, one embodiment of a block diagram of a computer readable medium 230 including one or more data structures representative of the circuitry included in IC 10 (of FIG. 1) is shown. Generally speaking, computer readable medium 230 may include any non-transitory storage media such as magnetic or optical media, e.g., disk, CD-ROM, or DVD-ROM, volatile or non-volatile memory media such as RAM (e.g. SDRAM, RDRAM, SRAM, etc.), ROM, etc., as well as media accessible via transmission media or signals such as electrical, electromagnetic, or digital signals, conveyed via a communication medium such as a network and/or a wireless link.

[0088] Generally, the data structure(s) of the circuitry on the computer readable medium 230 may be read by a program and used, directly or indirectly, to fabricate the hardware comprising the circuitry. For example, the data structure(s) may include one or more behavioral-level descriptions or register-transfer level (RTL) descriptions of the hardware functionality in a high level design language (HDL) such as Verilog or VHDL. The description(s) may be read by a synthesis tool which may synthesize the description to produce one or more netlists comprising lists of gates from a synthesis library. The netlist(s) comprise a set of gates which also represent the functionality of the hardware comprising the circuitry. The netlist(s) may then be placed and routed to produce one or more data sets describing geometric shapes to be applied to masks. The masks may then be used in various semiconductor fabrication steps to produce a semiconductor
circuit or circuits corresponding to the circuitry. Alternatively, the data structure(s) on computer readable medium 230 may be the netlist(s) (with or without the synthesis library) or the data set(s), as desired. In yet another alternative, the data structures may comprise the output of a schematic program, or netlist(s) or data set(s) derived therefrom.
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[0089] While computer readable medium 230 includes a representation of IC 10, other embodiments may include a representation of any portion or combination of portions of IC 10 (e.g., LSD predictor 37, LSU 46).

10 [0090] It should be emphasized that the above-described embodiments are only non-limiting examples of implementations. Numerous variations and modifications will become apparent to those skilled in the art once the above disclosure is fully appreciated. It is intended that the following claims be interpreted to embrace all such variations and modifications.
WHAT IS CLAIMED IS:

1. A load-store dependency predictor configured to record a given operation using an identifier generated by hashing at least a portion of a program counter (PC) value with at least a portion of either or both of a corresponding architectural register number or a micro-op number.

2. The load-store dependency predictor as recited in claim 1, wherein to record a given load operation, the identifier is generated by hashing at least a portion of the PC value with at least a portion of a corresponding destination architectural register number.

3. The load-store dependency predictor as recited in claim 1, wherein to record a given store operation, the identifier is generated by hashing at least a portion of the PC value with at least a portion of a corresponding source architectural register number.

4. The load-store dependency predictor as recited in claim 1, wherein responsive to detecting a dispatch of a given load operation with a respective identifier, the load-store dependency predictor is configured to search a table for the respective identifier, and if a matching entry is found and the matching entry is armed, convey an index number of the matching entry to a reservation station with the given load operation.

5. The load-store dependency predictor as recited in claim 1, wherein the identifier is generated in two hashing stages, wherein a first hashing stage comprises hashing a first portion of the PC value with a second portion of the PC value to generate an intermediate value, and wherein a second hashing stage comprises hashing a portion of the intermediate value with a concatenation of an architectural register number and a third portion of the PC value.

6. The load-store dependency predictor as recited in claim 5, wherein the first portion of the PC value and the second portion of the PC value are non-overlapping portions of the PC value.
7. The load-store dependency predictor as recited in claim 6, wherein the third portion of the PC value is a single bit.

8. A processor configured to:

store entries of load-store pairs that have caused ordering violations in a load-store dependency predictor; and
identify a given operation in the load-store dependency predictor utilizing an identifier generated by hashing at least a portion of a program counter (PC) value of the given operation with an additional attribute.

9. The processor as recited in claim 8, wherein the additional attribute is an architectural register number of the given operation.

10. The processor as recited in claim 8, wherein the additional attribute is a micro-op number of the given operation.

11. The processor as recited in claim 9, wherein for a given load operation, the processor is configured to hash a portion of the PC value with a destination architectural register number.

12. The processor as recited in claim 9, wherein for a given store operation, the processor is configured to hash a portion of the PC value with a source architectural register number.

13. The processor as recited in claim 8, wherein hashing is implemented by performing an XOR function.

14. The processor as recited in claim 8, wherein each entry of the load-store dependency predictor comprises a hashed identifier of a load operation and a hashed identifier of a corresponding dependent store operation.
15. A method comprising:

creating an identifier of a given operation by hashing at least a portion of a program
counter (PC) of the given operation with at least a portion of either or both of an
architectural register number of the given operation or a micro-op of the give
operation; and
predicting load and store operations that are likely to cause an ordering violation and
storing identifiers of the load and store operations in a load-store dependency
predictor.

16. The method as recited in claim 15, further comprising:

creating a first identifier of a first load operation, responsive to receiving the first load
operation in a map/dispatch unit; and
establishing a dependency for a given load operation, responsive to finding the first
identifier in an armed entry in the load-store dependency predictor.

17. The method as recited in claim 16, wherein establishing a dependency for the load operation
comprises dispatching the load operation and an entry number of the armed entry to a
reservation station.

18. The method as recited in claim 15, wherein creating the identifier comprises:

hashing a first portion of the PC with a second portion of the PC to generate a first
value; and
hashing a portion of the first value with the architectural register number.

19. The method as recited in claim 15, wherein a first load operation and a second load operation
share a common PC, wherein the first load operation is associated with a first destination
architectural register number, wherein the second load operation is associated with a second
destination architectural register number, and wherein the second destination architectural
register number is different than the first destination architectural register number.
20. The method as recited in claim 15, wherein a first store operation and a second store operation share a common PC, wherein the first store operation is associated with a first source architectural register number, wherein the second store operation is associated with a second source architectural register number, and wherein the second source architectural register number is different than the first source architectural register number.
### LSD Predictor Table 110

<table>
<thead>
<tr>
<th>Entry Number</th>
<th>Valid</th>
<th>Hashed Store Value</th>
<th>Store RNUM</th>
<th>Armed</th>
<th>Hashed Load Value</th>
<th>Counter</th>
</tr>
</thead>
<tbody>
<tr>
<td>112</td>
<td>114</td>
<td>116</td>
<td>118</td>
<td>120</td>
<td>122</td>
<td>124</td>
</tr>
</tbody>
</table>
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