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(57) ABSTRACT

A system for constructing and storing procedures for
troubleshooting computer networks. A user can design and
add troubleshooting steps, via a GUI, to define the procedure
including annotations. Each step is configured to take an
action on the network. The order of the steps can be
re-arranged via the GUI. The procedure can be stored and
re-executed by another user.
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EXECUTABLE NETWORK
TROUBLESHOOTING PROCEDURE

PRIORITY

[0001] This application claims priority as a continuation to
U.S. Pat. No. 11,528,195, issued on Dec. 13, 2022, entitled
“SYSTEM FOR CREATING NETWORK TROUBLE-
SHOOTING PROCEDURE,” filed on Apr. 3, 2019, which
claims priority as a continuation-in-part to U.S. Pat. No.
10,454,782, issued on Oct. 22, 2019, entitled “SYSTEM
AND METHOD FOR AUTOMATING NETWORK MAN-
AGEMENT TASKS,” filed on Feb. 11, 2015, which claims
priority as a continuation-in-part to U.S. patent application
Ser. No. 13/841,735, entitled “GRAPHIC USER INTER-
FACE BASED NETWORK MANAGEMENT SYSTEM
TO DEFINE AND EXECUTE TROUBLESHOOTING
PROCEDURE,” filed on Mar. 15, 2013 and issued as U.S.
Pat. No. 9,374,278; wherein the entirety of each of the
aforementioned applications is hereby incorporated by ref-
erence. This application further claims priority as a continu-
ation-in-part to U.S. patent application Ser. No. 15/652,797,
entitled “SYSTEM FOR CREATING A NETWORK
TROUBLESHOOTING PROCEDURE,” filed on Jul. 18,
2017, which claims priority to U.S. Provisional Patent
Application No. 62/363,711, entitled “A GUI System For
Automated Computer Network Troubleshooting Task
Steps,” filed on Jul. 18, 2016; wherein the entirety of each
of'the aforementioned applications is hereby incorporated by
reference.

BACKGROUND

[0002] This disclosure relates generally to network man-
agement and graphic user interface based automated proce-
dures in network management. More specifically, it relates
to system and method for automating network management
tasks using graphical user interface and network manage-
ment applications to retrieve and display dynamic network
operating information.

[0003] Note that the points discussed below may reflect
the hindsight gained from the disclosed inventions, and are
not necessarily admitted to be prior art.

[0004] No doubt we are living in a time that almost every
one of us and every single entity is connected by devices and
computers via the Internet, proprietary intra-electronic net-
works through cable or wireless. Data and communications
are being inter-exchanged constantly through the vast and
complex network connections. A single interruption in net-
work communication could mean hundreds of thousands of
dollars in losses and damages. According to some current
conservative estimates, network outages could cost $1,400
per minute on average. Reducing the down time is critical to
the success of business.

[0005] Like the transportation highways in the real world,
the communication highways in the virtual world are
becoming ever more tangled and more complicated each
single minute. Management of these networks is becoming
more challenging at the most basic levels. Identifying a
problematic device from the vast sea of network devices is
literally like finding a needle in a hay stack.

[0006] The conventional way for network troubleshooting
requires a network professional to manually run a set of
standard commands and processes for each of the devices.
However, to become familiar with those commands, along
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with each of its parameters takes years of practice. Also
complicated troubleshooting methodology is often hard to
share and transfer. Therefore even though a similar network
problem happens again and again, each instance of trouble-
shooting may still have to start from scratch. However,
networks are getting more and more complex and it is
increasingly difficult to manage it efficiently with traditional
methods and tools. The following are the key challenges
using conventional ways to troubleshoot network problems:

[0007] Firstly, with text-based Command-Line Interface
(CLI) as the primary method for troubleshooting a network
problem, a network professional usually needs to repeti-
tively execute the same CLI commands and decode key data
from the command output many times for many network
devices. This process is error-prone, strenuous and time
consuming.

[0008] Secondly, currently there is no efficient mechanism
or method to record a troubleshooting process for future
reference. Consequently network professionals cannot share
their troubleshooting knowledge with other network profes-
sionals. Within the same enterprise the same network pro-
fessional may need to spend the same amount of time and
effort to troubleshoot the same problem which had occurred
before.

[0009] A generic network troubleshooting process consists
of the following tasks: Define the problem, Gather the data,
Analyze the data, Eliminate the possible problem causes,
Find the root cause of the problem.

[0010] Many books and papers have been written to
analyze the typical actions and decisions that are taken
during each of these processes and how these could be
planned and implemented via the standard procedures. How-
ever these procedures are static, and the process to gather
and analyze data (usually via CLI commands) is still a very
manual and meticulous process.

[0011] The invention of a computer-aided network engi-
neering system, NETBRAIN™. Workstation (as described
in U.S. Pat. No. 8,386,593 by the inventors of this applica-
tion) provides a graphic user interface (GUI) that renders
network troubleshooting automation possible. In a GUI-
based system, a network structure may be represented with
graphic features (icons, lines and menus) that represent
corresponding features in a physical network. Such visual
representation liberates a network engineer from memoriz-
ing the standard or proprietary protocols and the tedious
manual tasks of typing.

[0012] The inventions provide GUIs for users to write
Executable Procedures without having any programming
background. After a Procedure is created, it can be run in
NETBRAIN™. Workstation in connection with any network
system. From start to finish, troubleshooting with a proposed
solution may just take a few minutes instead of hours or days
traditionally.

[0013] Computer network management and troubleshoot-
ing is complex. There are thousands of shell scripts and
applications for different network problems. The available,
but poorly documented solutions, can be overwhelming for
junior network engineers. Most network engineers learn
troubleshooting through reading the manufacture’s manual
or internal documentation from the company’s documenta-
tion department. But the effectiveness varies. For instance,
the troubleshooting knowledge captured in a document can
only be helpful if the information is accurate and if the user
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correctly identifies the problem. Many companies have to
conduct extensive training for junior engineers.

[0014] However, many computer network problems are
common. It is most efficient by starting to try out a common
troubleshooting procedure. For managed service providers
(MSP), improving the efficiency of their troubleshooting
processes means reduced training cost and increased reli-
ability in providing services to their customers.

[0015] For repeatable diagnostic steps for most commonly
reported problems, especially level one support cases, due to
the sheer number of such “commonly reported problems,”
companies are strongly motivated to reduce human labor in
resolving such issues, or collect accurate and complete
diagnostics dataset in time for further analysis in order to
reduce overall support cost.

[0016] In addition, high turnover rate and low skillset of
level one support engineers suggests a need for enterprises
and MSPs to automate such repeatable action as much as
possible in order to reduce training cost and labor cost for
most simple tasks.

[0017] Many companies currently use documentation,
e.g., troubleshooting procedures, to maintain their knowl-
edge base, but still rely on level one engineers to efficiently
and reliably execute these recorded steps in order to make
the procedures useful.

[0018] For highly repeatable complex multi-step trouble-
shooting processes, there is a need for specific technology
knowledge for problem isolation. Such troubleshooting
“knowledge” may not help a user resolve the entire case, but
can come in handy to help guide the user to diagnose certain
aspects of a problem. Today, this kind of knowledge is
captured only in a company’s internal knowledge base or in
books covering network troubleshooting practices. How-
ever, effective usage of them relies on training and manual
execution of such flows by each individual support engineer.
[0019] But even for those senior network engineers that
may be versed at manually issuing individual CLI com-
mands for network management, they may not have suffi-
cient training and experience for writing executable scripts
for automatic execution and repeated execution.

BRIEF SUMMARY OF THE INVENTION

[0020] The present application discloses new approaches
to troubleshooting a network problem and a GUI system for
standardizing computer network troubleshooting steps for
re-use and knowledge transfer. A system is invented to
define a Procedure which can be automatically executed.
This type of Procedures is called an Executable Procedure.
An Executable Procedure utilizes a visual programming
method to enable a CLI-based troubleshooting processes
executable and re-useable. It emulates the thinking process
of human troubleshooters when they use CLI commands. A
network professional without any programming background
can also effectively program his know-how and the end
result of this programming can be applied to any other type
of network by anyone to troubleshoot a similar type of
network problems.

[0021] Inone embodiment, GUIs are provided to define an
Executable Procedure. The definitions of an Executable
Procedure are divided into a set of visual blocks and each
block can be defined with a visual interface.

[0022] In one embodiment, by using a GUI, a user defines
how to collect data from network devices, how to parse the
key information from the data, and the methods to analyze
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the data and messages to be output when a certain condition
occurs. After a Procedure is defined, the system automati-
cally creates an executable application.

[0023] In one embodiment, the executable application is
enabled to run from within a network map, on one or
multiple network devices or through any other input from a
user. A Procedure can be re-used to troubleshoot another
network problem, create a map, verify the network health
and create a report.

[0024] In one embodiment, functions that group together
a set of processes for gathering data from execution results
of network devices and connections are made accessible
through a set of corresponding GUISs represented as a Parser.
[0025] In one embodiment, functions that group together
a set of processes for analyzing data collected from network
devices and connections are made accessible through a set of
corresponding GUIs represented as a Trigger.

[0026] In one embodiment, a set of GUIs are provided to
visually display an execution of a set of processes and
commands in real time.

[0027] In one embodiment, a set of GUIs are provided to
visually display identified possible errors and warning mes-
sages.

[0028] In one embodiment, a set of GUIs are provided to
visually display a possible solution to a network problem.

[0029] In one embodiment, a set of troubleshooting pro-
cesses and strategies are saved as a Procedure and are made
accessible through a set of user interfaces.

[0030] Inone aspect of the present disclosure, a system for
creating a network management procedure with respect to a
network of devices comprises a computer processor and a
non-transient memory comprising instructions that, when
executed by the computer processor, cause the computer
processor to implement a method comprising: presenting a
graphical user interface (GUI) on a display; presenting a
representation of the network of devices on the display,
wherein the representation include real-time information for
each represented device; accepting from a user, via the GUI,
one or more steps of the network management procedure,
wherein each step is a single independently executable
action with respect to the network; presenting, on the
display, a graphic element corresponding to each accepted
step; and storing the accepted steps as the network manage-
ment procedure for later retrieval, wherein the graphic
element for each step on the display is operable by a GUI
operation applied to the graphic element.

[0031] In another aspect, a system for troubleshooting a
network of devices comprises a computer processor and a
non-transient memory comprising instructions that, when
executed by the computer processor, cause the computer
processor to implement a method comprising: presenting a
graphical user interface (GUI) on a display; presenting a
representation of the network of devices on the display,
wherein the representation include real-time information for
each represented device; presenting, on the display, a list of
one or more stored network management procedures;
accepting from a user, via the GUI, an indication of a listed
network management procedure; retrieving the indicated
network management procedure; presenting, on the display,
one or more steps of the indicated network management
procedure, wherein each step is a single independently
executable action with respect to the network; and present-
ing, on the display, a graphic element corresponding to each
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step, wherein the graphic element for each step on the
display is operable by a GUI operation applied to the graphic
element.

[0032] The disclosed innovations, in various embodi-
ments, provide one or more of at least the following advan-
tages. However, not all of these advantages result from every
one of the innovations disclosed, and this list of advantages
does not limit the various claimed features.

[0033] The advantages of a system with a GUI for pro-
viding user control and access are obvious—dramatically
shortening the learning curves and maximizing efficiency,
and therefore enabling a junior network professional to
consistently perform complicated network management
tasks.

[0034] Further any time saved in troubleshooting may
mean real money for an enterprise that relies on network
stability and network performance. With a visual system
running in real time, any network trouble may be identified
instantly and therefore be fixed in a shorter period of time.
[0035] A well-built Procedure can automatically gather
data, analyze data and eliminate possible causes. Besides
troubleshooting the network problems, the Executable Pro-
cedure can also be used to: Create a map, for example,
mapping an application’s path Procedure. Provide network
compliance or health checks. Create a customized report.
[0036] Additional objects and advantages of the present
disclosure will be set forth in part in the following detailed
description, and in part will be obvious from the description,
or may be learned by practice of the present disclosure. The
objects and advantages of the present disclosure will be
realized and attained by means of the elements and combi-
nations particularly pointed out in the appended claims.
[0037] It is to be understood that the foregoing general
description and the following detailed description are exem-
plary and explanatory only, and are not restrictive of the
invention, as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

[0038] The accompanying drawings, which constitute a
part of this specification, illustrate several embodiments and,
together with the description, serve to explain the disclosed
principles.

[0039] FIG. 1 shows an example functional interaction
flow of an Executable Procedure of a GUI based network
management system, according to some embodiments of the
present disclosure.

[0040] FIG. 2 shows a flow chart of an example execution
flow of an Executable Procedure of a GUI based network
management system, according to some embodiments of the
present disclosure.

[0041] FIG. 3 illustrates an example process for construct-
ing an Executable Procedure, according to some embodi-
ments of the present disclosure.

[0042] FIG. 4 shows an example GUI for managing vari-
ous Executable Procedures, according to some embodiments
of the present disclosure.

[0043] FIG. 5 shows an example method to run an Execut-
able Procedure within a network device map, according to
some embodiments of the present disclosure.

[0044] FIG. 6 shows an example GUI for selecting Pro-
cedures, according to some embodiments of the present
disclosure.
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[0045] FIG. 7 shows an example GUI for displaying
execution results of a Procedure, according to some embodi-
ments of the present disclosure.

[0046] FIG. 8 shows an example Procedure having three
Process Nodes, according to some embodiments of the
present disclosure.

[0047] FIG. 9 shows an example GUI for defining a
Process Node, according to some embodiments of the pres-
ent disclosure.

[0048] FIG. 10 shows an example GUI for defining a CLI
command Probe, according to some embodiments of the
present disclosure.

[0049] FIG. 11 shows an example GUI for defining a
Trigger, according to some embodiments of the present
disclosure.

[0050] FIG. 12 shows an example GUI for defining
parameters to execute a Procedure, according to some
embodiments of the present disclosure.

[0051] FIG. 13 shows an example GUI for defining input
variables to execute a Procedure, according to some embodi-
ments of the present disclosure.

[0052] FIG. 14 shows an example GUI for defining output
variables to execute a Procedure, according to some embodi-
ments of the present disclosure.

[0053] FIG. 15 shows an example GUI for defining a Ping
Probe, according to some embodiments of the present dis-
closure.

[0054] FIG. 16 shows an example GUI for defining a
Traceroute Probe, according to some embodiments of the
present disclosure.

[0055] FIG. 17 shows an example GUI for configuring a
Probe Parser, according to some embodiments of the present
disclosure.

[0056] FIG. 18 shows an example network map created by
using a Procedure, according to some embodiments of the
present disclosure.

[0057] FIG. 19 is a block diagram illustrating example
components of a network management application (Qapp),
according to some embodiments of the present disclosure.
[0058] FIG. 20 shows an exemplary GUI to define an
example procedure of a Qapp, according to some embodi-
ments of the present disclosure.

[0059] FIG. 21 shows an exemplary GUI to define an
example analysis routine of a Qapp, according to some
embodiments of the present disclosure.

[0060] FIG. 22 shows an example GUI to define a textual
alert, according to some embodiments of the present disclo-
sure.

[0061] FIG. 23 shows an example GUI to define a graphi-
cal alert, according to some embodiments of the present
disclosure.

[0062] FIG. 24 shows an example GUI to display a Qapp
execution result for device level data, according to some
embodiments of the present disclosure.

[0063] FIG. 25 shows an example network map to display
a Qapp execution result for interface level data, according to
some embodiments of the present disclosure.

[0064] FIG. 26 is a flow chart of an example method for
creating and executing a Qapp, according to some embodi-
ments of the present disclosure.

[0065] FIG. 27 is a flow chart of an example implemen-
tation of executing a Qapp.

[0066] FIG. 28 schematically shows an example func-
tional structure of an automated and standardized task-
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oriented computer network management system for reuse in
accordance with this application.

[0067] FIG. 29 shows an example GUI of the system of
FIG. 28.
[0068] FIG. 30 schematically shows a flowchart of an

example process for designing a re-useable computer net-
work management task for automatic modularization of the
individual task steps in accordance with this application.
[0069] FIGS. 31-35 show an example GUI for the design
process described in FIG. 30 in accordance with this appli-
cation.

[0070] FIG. 36 shows an example client flowchart GUI for
re-using the modularized steps of a standardized computer
network management task as designed in FIGS. 31-35.
[0071] FIG. 37 shows an example client natural language
GUI for re-using the modularized steps of a standardized
computer network management task as designed in FIGS.
31-35.

[0072] FIG. 38 schematically shows an example client
process for re-using the modularized steps of a standardized
computer network management task in accordance with this
application.

[0073] FIG. 39 shows another example client re-using
modularized steps of a designed computer network manage-
ment task in accordance with this application.

DETAILED DESCRIPTION

[0074] Reference will now be made in detail to exemplary
embodiments of the invention, examples of which are illus-
trated in the accompanying drawings. When appropriate, the
same reference numbers are used throughout the drawings to
refer to the same or like parts.

[0075] The numerous innovative teachings of the present
application will be described with particular reference to
presently preferred embodiments (by way of example, and
not of limitation). The present application describes several
inventions, and none of the statements below should be
taken as limiting the claims generally.

[0076] For simplicity and clarity of illustration, the draw-
ing figures illustrate the general manner of construction, and
description and details of well-known features and tech-
niques may be omitted to avoid unnecessarily obscuring the
invention. Additionally, elements in the drawing figures are
not necessarily drawn to scale, some areas or elements may
be expanded to help improve understanding of embodiments
of the invention.

[0077] The word ‘couple’ and similar terms do not nec-
essarily denote direct and immediate connections, but also
include connections through intermediate elements or
devices. For purposes of convenience and clarity only,
directional (up/down, etc.) or motional (forward/back, etc.)
terms may be used with respect to the drawings. These and
similar directional terms should not be construed to limit the
scope in any manner. It will also be understood that other
embodiments may be utilized without departing from the
scope of the present disclosure, and that the detailed descrip-
tion is not to be taken in a limiting sense, and that elements
may be differently positioned, or otherwise noted as in the
appended claims without requirements of the written
description being required thereto.

[0078] The terms “first,” “second,” “third,” “fourth,” and
the like in the description and the claims, if any, may be used
for distinguishing between similar elements and not neces-
sarily for describing a particular sequential or chronological
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order. It is to be understood that the terms so used are
interchangeable. Furthermore, the terms “comprise,”
“include,” “have,” and any variations thereof, are intended
to cover non-exclusive inclusions, such that a process,
method, article, apparatus, or composition that comprises a
list of elements is not necessarily limited to those elements,
but may include other elements not expressly listed or
inherent to such process, method, article, apparatus, or
composition.

[0079] The aspects of the present disclosure may be
described herein in terms of functional block components
and various processing steps. It should be appreciated that
such functional blocks may be realized by any number of
hardware and/or software components configured to per-
form the specified functions. For example, these aspects may
employ various integrated circuit components, €.g., memory
elements, processing elements, logic elements, look-up
tables, and the like, which may carry out a variety of
functions under the control of one or more microprocessors
or other control devices.

[0080] Similarly, the software elements of the present
disclosure may be implemented with any programming or
scripting languages such as C, C++, Java, COBOL, assem-
bler, PERL, Python, or the like, with the various algorithms
being implemented with any combination of data structures,
objects, processes, routines, or other programming elements.
Further, it should be noted that the present disclosure may
employ any number of conventional techniques for data
transmission, signaling, data processing, network control,
and the like.

[0081] It should be appreciated that the particular imple-
mentations shown and described herein are for explanatory
purposes and are not intended to otherwise be limiting in any
way. Furthermore, the connecting lines shown in the various
figures contained herein are intended to represent exemplary
functional relationships and/or physical couplings between
the various elements. It should be noted that many alterna-
tive or additional functional relationships or physical con-
nections may be present in a practical incentive system
implemented in accordance with the disclosure.

[0082] As will be appreciated by one of ordinary skill in
the art, aspects of the present disclosure may be embodied
as a method or a system. Furthermore, these aspects of the
present disclosure may take the form of a computer program
product on a tangible computer-readable storage medium
having computer-readable program-code embodied in the
storage medium. Any suitable computer-readable storage
medium may be utilized, including hard disks, CD-ROM,
optical storage devices, magnetic storage devices, and/or the
like. These computer program instructions may be loaded
onto a general purpose computer, special purpose computer,
or other programmable data processing apparatus to produce
a machine, such that the instructions which execute on the
computer or other programmable data processing apparatus
create means for implementing the functions specified in the
flowchart block or blocks. These computer program instruc-
tions may also be stored in a computer-readable memory that
can direct a computer or other programmable data process-
ing apparatus to function in a particular manner, such that
the instructions stored in the computer-readable memory
produce an article of manufacture including instruction
means which implement the function specified in the flow-
chart block or blocks. The computer program instructions
may also be loaded onto a computer or other programmable
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data processing apparatus to cause a series of operational
steps to be performed on the computer or other program-
mable apparatus to produce a computer-implemented pro-
cess such that the instructions which execute on the com-
puter or other programmable apparatus provide steps for
implementing the functions specified in the flowchart block
or blocks.

[0083] As used herein, the terms “user,” “network engi-
neer,” “network manager,” “network developer” and “par-
ticipant” shall interchangeably refer to any person, entity,
organization, machine, hardware, software, or business that
accesses and uses the system of the disclosure. Participants
in the system may interact with one another either online or
off-line.

[0084] Communication between participants in the system
of the present disclosure is accomplished through any suit-
able communication means, such as, for example, a tele-
phone network, intranet, Internet, extranet, WAN, LAN,
personal digital assistant, cellular phone, online communi-
cations, off-line communications, wireless network commu-
nications, satellite communications, and/or the like. One
skilled in the art will also appreciate that, for security
reasons, any databases, systems, or components of the
present disclosure may consist of any combination of data-
bases or components at a single location or at multiple
locations, wherein each database or system includes any of
various suitable security features, such as firewalls, access
codes, encryption, de-encryption, compression, decompres-
sion, and/or the like.

[0085] The terms “graphic” or “visual” or “graphic ele-
ment” are used interchangeably and refer to the computer
element that contains at least one interactive element. The
terms refer to those computer elements that can be displayed
on a computer screen with an effect of image or drawing
associated with an interactive computer executable function;
not simply as an input prompt. A graphic computer element
is generally the available element in any current or future
Graphical user Interface computer software design, such as
a button, a hyperlink, a frame, a browser window, a scrolling
bar, a text editor window, etc. In computer technology,
graphical user interface is distinguished from CLI interface,
any ordinary person in the art knows that CLI per se is a text
based interface for operating computer programs.

[0086] A particularly powerful tool for understanding net-
work behavior is through graphic visualization where the
oftentimes complicated interactions between network
devices are vividly represented through drawing and graphs.
A computer-aided network engineering system, NET-
BRAIN™, Workstation, enables automation in network
troubleshooting. A user such as a network professional can
follow a few steps to troubleshoot a network problem
including mapping the problem area, probing from a net-
work map, and comparing the current network state with
baseline data. Using a network management application
known as an Executable Procedure (or Executive Procedure
or simply Procedure), the user can select and execute one or
more suitable Procedures relevant to the network problem
from the network map. The output of the Procedure(s) may
help to identify the cause of the problem.

[0087] According to one embodiment, a graphical repre-
sentation of the network using a map may be output to a
display screen, printer, plotter, or the like. Background
technologies and terminologies for computer network Map
and Path building, particularly Qmap and Qapp technology
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from NetBrain Technologies, Inc. of Burlington, Mass., are
further described in U.S. Pat. Nos. 8,386,593, 8,386,937 and
9,374,278, the contents of each of which is incorporated by
reference herein for all purposes.

[0088] In network troubleshooting, a network engineer
may use a set of commonly used commands, methods, and
tools, either standard or proprietary. For example, these
commands, methods, and tools include the following items:
[0089] The Command Line Interface (CLI): network
devices often provide CLI commands to check the network
status or statistics. For example, in a Cisco 10S switch, the
command “show interface” can be used to show the inter-
face status such as input errors.

[0090] Ping: a simple tool used to check whether a device
is reachable from another device. For example, after a
network reconfiguration, it is normally a best practice to
ping the main servers from the core network devices to
ensure no major outage of key applications.

[0091] Traceroute: a tool to check the route from a device
to a destination device. This tool is useful to troubleshoot a
connectivity problem.

[0092] Configuration management: a tool used to find
differences of configurations of network devices in a certain
period. This is important since about half of the network
problems are caused by configuration changes.

[0093] The term “Object” refers to the term used in
computer technology, in the same meaning of “object ori-
ented” programming languages (such as Java, Common
Lisp, Python, C++, Objective-C, Smalltalk, Delphi, Java,
Swift, C#, Perl, Ruby, and PHP). It is an abstracting com-
puter logic entity that envelopes or mimics an entity in the
real physical world, usually possessing an interface, data
properties and/or methods.

[0094] The term “Device” refers to a data object repre-
senting a physical computer machine (e.g. printer, router)
connected in a network or an object (e.g. computer instances
or database instances on a server) created by computer logic
functioning in a computer network.

[0095] The term “Interface” refers to the set of logic
objects or methods of a Device that are used to communicate
with another Device or data object.

[0096] The term “Topology” refers to the relationships and
connections between Interfaces. For example, L3 topology
refers to logic connections between two Interfaces and 1.2
topology refers to physical connections between two Inter-
faces. There are other types of logical relationship in math-
ematic modeling, such as L1 or other overlay technologies.
In Q-map system, a user can use plug-in scripts to add other
types of logic connections.

[0097] The terms “Q-map” or “Qmap” refers to a map of
network devices created by the computer technology of
NetBrain Technologies, Inc. that uses visual images and
graphic drawings to represent topology of a computer net-
work with interface property and device property displays
through a graphical user interface (GUI). Typically, a com-
puter network is created with a map-like structure where a
device is represented with a device image and is linked with
other devices through straight lines, pointed lines, dashed
lines and/or curved lines, depending on their interfaces and
connection relationship. Along the lines, also displayed are
the various data properties of the device or connection.
[0098] The term “Qapp” refers to a built-in or user defined
independently executable script or procedure generated
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through a graphical user interface as per technology avail-
able from of NetBrain Technologies, Inc.

[0099] The term “GUI” refers to graphical user interface,
programs makes use of a visual paradigm that offers users a
plethora of choices. GUI paradigm or operation relies on
windows, icons, mouse, pointers and scrollbars to display
graphically the set of available files and applications.
[0100] The term “Step” refers to a single independently
executable computer action represented by a GUI element,
that obtains, or causes, a network result from, or in, a
computer network; a Step can take a form of a Qapp, a
system function, or a block of plain text describing an
external action to be executed manually by a user, such as a
suggestion of action, “go check the cable.” Each Step is thus
operable and re-usable by a GUI operation, such as mouse
curser drag-and-drop or a mouse clicking.

[0101] The term “modularized task-oriented standard pro-
cedure” refers to a set of Steps with in-between logic control
to perform a computer network task. The task may be those
operations commonly identified in the computer network
management field. This term is also used interchangeably
with the term “Runbook.” A Runbook (RB) is a modularized
task-oriented standard procedure saved to the present inven-
tive system to be shared with other users.

[0102] The term “Execution Instance” refers to an Object
created to encapsulate the running results from executing a
Step.

[0103] The term “action block™ refers to a set of Steps, that
are grouped together to form a block, to be executed together
and viewed on a monitor at a particular time of operation.
There is an “ordered block” wherein the steps in the block
must be executed following a predefined order, with the
option of logical control, e.g. If-Else, to connect the indi-
vidual steps. There is an “unordered block™ wherein the
steps in the block can be executed in any order or in parallel,
with no pre-defined order or logical relationships between
the individual steps in the same block.

[0104] In the computer network management field, an
automated tool for the convenience in knowledge transfer
and project cooperation is of paramount interest to network
engineers. Generally a network task, for example, a trouble-
shooting task may involve many running steps, and a
network engineer with software-writing skills can write a
scripted procedure to automatically execute these individual
steps. After accomplishing the task and solving the particu-
lar problem, the procedure may no longer be useful to this
engineer. But this procedure and its individual steps can be
very useful for other engineers to solve similar problems in
their network systems. Automation and convenience in
transfer knowledge can be tremendously useful for an enter-
prise in reducing cost and reliability.

[0105] In some aspects of the present disclosure, the term
“users” may refer to network engineers who have a basic
understanding of networking technologies, and are skilled in
operating a network via a device command line interface and
able to interpret a CLI output. Among them there can be two
types of users, one type being those who design and create
the task-oriented standard procedures (Creator, level two
user) and the other type being those who make use of the
created task-oriented standard procedures (User, level one
user).

[0106] The two important actions taken by users are 1) to
execute a standardized procedure and 2) to view the execu-
tion results stored in the Execution Instance. In a typical
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workflow for both Troubleshooting and Routing Task execu-
tion, it is quite common that the person who runs an
execution of a procedure is different from the person who
views the result for further analysis.

[0107] For example, in Troubleshooting Escalation, User
A, a level one engineer, takes a ticket and after finding a
particular standard troubleshooting procedure and follows
the instructions to conduct an initial screening and data
collection. User A creates Qmap with an Execution Instance.
Then the ticket is picked up by a level two engineer. The
level two engineer sees the initial screening result and data
collected and stored for review in the Qmap Execution
Instance record by the level one engineer User A, and
continues to try to solve the problem.

[0108] In an enterprise or MSP organization, a standard
procedure is typically created by a senior network engineer
based on his rich experience of networking technologies and
deep understanding on the enterprise or organization’s own
network architecture and device configuration. The created
standard procedure is then expected to be created once and
used many times as an effective vehicle for knowledge
transfer.

[0109] But even those senior network engineers, who may
be adept at manually issuing individual CLI commands for
network management, may not have sufficient training and
experience for writing executable scripts for automatic
execution and repeated execution. A GUI that helps senior
network engineers to convert their deep understanding of
their network architecture into standardized task-oriented
procedure will be tremendously beneficial for a company.
[0110] Troubleshooting procedures, usually provided by
hardware vendors or experts in the field, may comprise the
following sequence of actions: Execute the CLI, ping,
traceroute, or other commands from one or more network
devices; Find one or more key values from the command
output; Compare the key value(s) with one or more standard
values; Conduct actions depending on the key value(s)
and/or the comparison.

[0111] For example, the actions may include executing
other commands to further troubleshoot the network prob-
lem, determining the cause, and isolating the issue.

[0112] In traditional methods, each of these steps is gen-
erally performed manually on one network device at a time,
which are tedious and error prone.

[0113] Some embodiments of the present disclosure utilize
GUIs to provide a visual presentation of network com-
mands, network executable processes, and/or network stra-
tegic procedures. These commands and processes can be
visually represented, defined, and made accessible through
GUIs and visual symbols.

[0114] Some embodiments may include a GUI to define an
Executable Procedure. This user interface provides an easy
way to define Procedures to allow a user to create a
Procedure without special training in network programming.
After a Procedure is saved, a standalone application con-
taining executable codes may be created. In one example,
creating the standalone application from the Procedure may
be implemented using Python Script. Other suitable types of
programming languages can also be used to convert a
Procedure defined through the GUI to an executable stand-
alone application.

[0115] In some embodiments, the GUI may include a
Probe, a Trigger, and/or a Process Node.
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[0116] A Probe includes a set of functions that retrieve and
parse data from a network device.

[0117] A Trigger includes a set of functions that define the
logic to analyze data.

[0118] A Process Node is a visual representation of a block
of executable codes that generally include zero to multiple
Probes and/or Triggers.

[0119] Some embodiments may include four types of
Probes: a CLI command Probe runs CLI commands, and
parses and analyzes the result; a Configuration Probe ana-
lyzes the configurations; a Ping Probe checks the connec-
tivity between devices; a Traceroute Probe runs the tracer-
oute command between two devices.

[0120] Some embodiments may include an Executable
Procedure (or referred to as a Procedure for simplicity). A
Procedure includes a set of processes and strategies to
achieve a result that can be presented visually through the
GUI. A Procedure may contain multiple Process Nodes and
logic workflows from one Process Node to another.

[0121] Some embodiments may include a Parser. A Parser
includes a set of functions that define how to retrieve data
from the output of an execution of a CLI, ping, traceroute or
any other types of commands. Depending on the format of
the output, four types of Parsers may be provided: Keyword,
Paragraph, Table, and Filter Parsers.

[0122] The configured and saved Executable Procedures
may automate conventional troubleshooting processes. For
example, an Executable Procedure can perform the follow-
ing tasks automatically: Issue a command (CLI command/
ping/traceroute/SNMP) to one or more network devices and
collect the output via a Probe; Parse the command output to
retrieve key data via a Parser; Analyze the key data using a
Trigger; Output possible errors or warnings and advices via
a GUI; and/or Create a network map and/or a document for
an underlying network system or the troubleshooting pro-
cess.

[0123] FIG. 1 shows a GUI-based Procedure system 100
for network management. System 100 includes a GUI 105.
GUI 105 may be used to define an Executable Procedure
107. Executable Procedure 107 may be defined by a set of
visual block-based programming interfaces to allow a user
to effectively program or create network management appli-
cations. After a Procedure is saved, system 100 can create a
standalone application containing executable codes, for
example, using Python Script or any other type of program-
ming language to convert Procedure 107 defined through
GUI 105 to executable codes.

[0124] Executable Procedure 107 can be executed within
a network map 101. For example, in a common scenario, a
user creates network map 101 to include network devices
and/or network interfaces relevant to a network task, and
then selects the relevant Procedures to run within network
map 101. Executable Procedure 107 can also receive user
input, such as input variables 103 through a user input
interface. When Procedure 107 is executed, Procedure 107
can collect data from various types of network devices in a
live network 111 via a live access mechanism 109. The
output of Executable Procedure 107 may include warning or
error messages 113, customized report 115, and a network
map 117 with the problem area being highlighted or noted.
[0125] FIG. 2 shows a flow chart of an exemplary trouble-
shooting process using an Executable Procedure. At step
201, a group of built-in functions may be called and
executed on a network or a network device to collect data.
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The data can be parsed at step 203 to extract key informa-
tion. A Trigger may be used to analyze the extracted key
information at step 205. The analysis result such as error
messages or warnings can be displayed at step 207. A
network map or document may be created to record the
troubleshooting result or process at step 209. Possible solu-
tions may be provided with visual links at step 211. The
knowledge or logic to troubleshoot a network problem may
be included and saved in the Procedure. Therefore, a net-
work professional does not need to memorize manuals or
steps for troubleshooting a common network problem.

[0126] FIG. 3 shows an exemplary Executable Procedure
300 including a Process Node 301, which further includes
one or more Probes (Probel 303, Probe2 302, etc.). Probel
303 may include one or more commands, standard func-
tions, and/or proprietary functions, such as CLLI Command
305, Configuration (DR) 307, Ping 309, and/or Traceroute
311. Process Node 301 may also include one or more Parsers
313, which may include Keyword Parser 315, Table Parser
317, Paragraph Parser 319 and/or Filter Parser 321. Process
Node 301 may also include one or more Triggers 325 that
define various sets of “If” and “Then” analysis logic loops
327 and 329. Trigger 325 may include a plurality of settings.
For example, Trigger 325 may include settings of Threshold,
Compare, Delta, and/or Advanced. Variable output 323 from
Parser 313 may be analyzed automatically with preset
conditions of normality or abnormalities.

[0127] Executable Procedure 300 may include an Over-
view Node 331 that includes the description of Procedure
300 such as what the Procedure does, the author, a sample
map, etc.

[0128] In some embodiments, a Process Node may be a
programming unit of an Executable Procedure. The Process
Node may be configured to finish a task. Each Node may be
executed on a device at a time. In some embodiments, a
built-in logic loop may allow the same logic to be executed
across a dynamic set of devices. A Process Node may
contain zero to multiple Probes and Triggers. A Probe may
retrieve and parse data from a device. A Trigger may define
logic to analyze the data. In some embodiments, four built-in
Probes corresponding to common tools for network man-
agement may be provided.

[0129] CLI command Probe may be configured to run CLI
command and to parse and analyze the result. Configuration
Probe may be configured to analyze configurations. Ping
Probe may be configured to check the connectivity between
devices. Traceroute Probe may be configured to run a
traceroute between two devices.

[0130] Besides the Probes described above, system 100
may also include other Probes such as SNMP Probes. A
SNMP Probe may be configured to retrieve data via SNMP
and to analyze the data.

[0131] A Parser may define how to parse the data from an
output. Depending on the format of the output, the data may
be parsed using a Keyword Parser, a Paragraph Parser, a
Table Parser, or a Filter Parser.

[0132] Keyword Parser may be configured to retrieve an
instance of the data. For example, Keyword Parser may
retrieve the 10S version from the output of a “show version”
command.

[0133] A Paragraph Parser may be configured to parse data
if the original data (e.g., configurations or CLI command
output) include multiple repeating instances. For example,
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Paragraph Parser may retrieve the CDP neighbor entries
from the output of a “show cdp neighbors” command.
[0134] A Table Parser may be configured to parse data if
the CLI command output is formatted as a table. For
example, Table Parser may retrieve EIGRP neighbor details
from a “show ip eigrp neighbor” command.

[0135] A Filter Parser may be configured to filter a partial
data from the original data.

[0136] Data retrieved by a Parser may be stored in one or
more output variables.

[0137] A Trigger may define the control flow to analyze
the output variables retrieved by a Parser. For example, a
Threshold Trigger can run a Parser once and compare a
variable with a threshold value. For example, a Threshold
Trigger can compare the CPU usage of a network device
with a threshold value, such as 90%. If the CPU usage is
higher than this threshold value, a warning message may be
created.

[0138] A Compare Trigger can run a Parser against two
data sources (e.g., live data and baseline data) and check
whether a variable changes. For example, Compare Trigger
can compare configurations retrieved from a live network
with benchmark configurations and output any difference.
[0139] A Delta Trigger can run a Parser twice within a
certain time interval and check whether a variable changes.
For example, a Delta Trigger can retrieve CRC errors of a
network interface within a certain time interval such as 5
seconds. If the CRC errors increase, an error message may
be created indicating that the cable connected to this net-
work interface does not work properly.

[0140] Ifone or more Triggers described above do not find
the problem, an Advanced Trigger with advanced options
may be used.

[0141] An exemplary logic used in a Trigger is as follows:

if (condition 1)
action block 1
else if (condition 2)
action block 2

else
action block 3

[0142] System 100 may conduct an action block under a
corresponding condition. Each action block can include
multiple messages, an expert advice block, a statement
block, an export variable block, and/or a control action
probe.

[0143] A message can be shown in the Message field of a
Procedure Task (e.g., a GUI to show results after a Procedure
is executed). There may be three types of messages: the error
message indicating an error requiring an immediate action,
the warning message indicating something abnormal
occurred, which requires attention, and the information
message.

[0144] The Expert Advice field may be in text format for
the Procedure user to give advice if a specified condition
occurs. It can be displayed in the Procedure Task window
when a user views the detail of a message.

[0145] The Statement field can be any executable code
such as making function calls to draw a map or creating
customized fields for device properties.

[0146] Executable Procedures can be organized by cat-
egory. In one exemplary implementation, in reference to
FIG. 4, a Procedure Center 400 is provided to manage the

Apr. 6, 2023

Procedures. Built-in Procedures for common use cases are
provided under the built-in category 403, but a user-created
Procedure can also be placed and managed here and shared
through a common server. By sharing Executable Proce-
dures inside an enterprise or across network professionals
around the world, some common types of network problems
can be quickly solved by running shared Executable Proce-
dures. There may be provided other categories of Proce-
dures, such as Path Procedure 405, Shared Procedure 407,
and Local Procedure 409.

[0147] At the top of the Procedure Center, there may be
provided a search box 401, where a keyword (for example,
“eigrp”) can be entered and the Procedures matching the
keyword can be found.

[0148] For built-in Procedures, they may be categorized
by the following usage cases: Compliance, Device Level
Check, Draw Map, Interface Level Check, Inventory, Mul-
ticasting, QoS, Routing, Switching, and Verification. A
category can also have subcategories. For example, the
Routing category may have five subcategories: BGP,
EIGRP, ISIS, OSPF, and RIP.

[0149] A Path Procedure may be a special type of Proce-
dure used to discover the path between two end points. There
may be provided with built-in Path Procedures and custom-
ized Path Procedures.

[0150] A Shared Procedure may be saved in a common
database of the network management system and can be
accessed by a client.

[0151] A Local Procedure may only be saved on a local
disk and not shared with others.

[0152] Procedures may often be executed from within a
network topology map. An exemplary common use case is
as follows: a user creates a map for the network devices
relevant to a network (e.g., the problem area of a trouble-
shooting task). The user may then execute one or more
Procedures from within the map to gather data, analyze data,
and identify possible causes.

[0153] FIG. 5 shows an exemplary method to run a
Procedure within a map 500. A run procedure menu 501 may
be added in a float menu 503 of the map. After a user clicks
Run Procedure in menu 501, a window shown in FIG. 6 may
be displayed for the user to select Procedures from the
Procedure Center. The user can click the + sign in front of
any category and select one or more Procedures in the
Procedure Center to run the selected Procedure(s).

[0154] FIG. 7 shows a Procedure Task window 700 to
display Procedure results. The Procedures are listed in Pane
701 and messages relevant to the Procedures are displayed
in Pane 703. If a Procedure is selected in Pane 701, then only
the messages relevant to the selected Procedure are dis-
played in Pane 703. A user can also select the type of
messages to be displayed. For example, the user may check
the Error checkbox and uncheck other checkboxes to only
display error messages. Details of a selected message are
displayed in Pane 705. The command output related to this
message is also shown in Pane 705. Expert advice is shown
in Pane 707 and a trigger to print out this message is shown
in Pane 709. The execution log for the whole Procedure Task
can also be displayed in Pane 705 when the tab Execution
Log 720 is selected. The execution log displays the details
of how the Procedures are executed.

[0155] The network devices on which the Procedures are
executed are listed in Pane 713. A user can use the Select
Seed Devices link to add more devices. Or, the user can
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remove one or more devices by right clicking on a device
and selecting “Remove” from the menu.

[0156] A Procedure Task can be saved as a file by clicking
a Save button 715. The saved Procedure Task can be opened
for future examination or be sent to a peer for review. A Run
Procedure button 717 allows a user to rerun the Procedure
Task.

[0157] FIG. 8 shows a window 800 displaying an exem-
plary Executable Procedure. This example Procedure is used
to check whether the speed or duplex of the neighbor
interfaces are mismatched. Buttons 810 and 820 are used to
define the global input and output variables of the Procedure,
which will be described in greater detail later. The flow chart
shown in the upper pane 830 describes the overall flow of
the Procedure. The Procedure has a summary Node 832 and
one or more Process Nodes. In this example, there are three
Process Nodes 834, 836, and 838. The lower pane 850 shows
the details of the current Node 832 (the Node with the arrow
860 under it). Clicking on another node may set that node as
the current node.

[0158] In summary Node 832, a user can enter a descrip-
tion 852 to describe what the Procedure is for, author
information 854, and contact information 856. An Import
Sample Qmap link 858 can be used to import a map to
illustrate the problems this Procedure is configured to solve.
[0159] In this example, description 852 provides the sum-
mary of the Procedure and steps to solve the problems:

This procedure checks whether speed and duplex values are consistent
across connected interfaces. Discrepancies are highlighted in the map.

Step 1

Get CDP neighbor details on local device to identify adjacent
interfaces

Related command: show cdp neighbors detail

Step 2

Check local interface speed and duplex

Related command: show interface

Step 3

Compare speed/duplex on local interface with speed/duplex on neighbor
interface

Note:
This procedure requires CDP to be enabled on each device.

[0160] Without automation, it may take a few days to
perform these steps. With the Executable Procedure Inter-
face, three process nodes 834, 836 and 838 are created to
execute corresponding steps 1, 2, and 3 in minutes.

[0161] After the Procedure is defined, the user may click
a save button (not labeled) to save the Procedure and a close
button 870 to close. The Procedure may be saved as a file
with the specific file name extension, for example, .qapp
(meaning “quick application”).

[0162] FIG. 9 shows an exemplary method to define a
Process Node. In some embodiments, two options may
control how a Process Node is executed: Loop 920 and
Devices 930. The Loop option defines the loop for the block
of codes corresponding to the Process Node. The Devices
option defines on which network device(s) the Node should
be executed.

[0163] There may be two options for Loop 920: Run Once,
indicating that the Node will only run once for each seed
device, and Loop by Variable, indicating that the Node will
run for each element of the variable.

[0164] There may be three options for Devices Option
930: Seed Device, By Variable, and Dynamic Device.
Default option Seed Device indicates that the Node will run
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on one or more seed devices. The seed device(s) may be
selected by the user while running the Procedure. Option By
Variable indicates that the node will run on the devices
defined by the variable. Option Dynamic Device is used to
run the Procedure recursively until a certain condition is
satisfied. The Dynamic Device option can be used to map
out the topology from a seed device.

[0165] The user can select one of the four types of Probes.
For example, by clicking “add a CLI command Probe” 940
to define the CLI command probe, a window 1000 is shown
(FIG. 10).

[0166] Referring to FIG. 10, a user may first enter the CLI
command in field 1010. In this example, the CLI command,
“show cdp neighbors detail,” is used to retrieve the neighbor
device and connected interfaces. The user may then retrieve
a sample output to define a Parser. The user can click the
Retrieve Sample button 1020 and select a device. The
sample output may be shown in field 1030. The following is
an exemplary sample output:

lablosSwitch3>show cdp neighbors detail
Device ID: 2900XL-1
Entry address(es):

IP address: 192.168.1.210
Platform: cisco WS-C2924C-XL, Capabilities: Trans-Bridge Switch
Interface: FastEthernet0/3, Port ID (outgoing port): FastEthernet0/5
Holdtime : 150 sec
Version :
Cisco Internetwork Operating System Software
108 (tm) C2900x! Software (C2900x1-C3H2S-M), Version 12.0(5)WC5,
RELEASE SOFTWARE (fcl)
Copyright (¢) 1986-2002 by cisco Systems, Inc.
Compiled Tue 28-May-02 11:11 by devgoyal
advertisement version: 2
Protocol Hello: OUI=0x00000C, Protocol ID=0x0112; payload len=27,
value=
00000000FFFFFFFF010121FF000000000000005080703CCOFF0001
VTP Management Domain:
Native VLAN: 1
Duplex: full
Management address(es):
Device ID: NY_POP
Entry address(es):

IP address: 172.22.20.2
Platform: cisco 2500, Capabilities: Router
Interface: FastEthernet0/7, Port ID (outgoing port): EthernetO
Holdtime : 160 sec
Version :
Cisco Internetwork Operating System Software
108 (tm) 3000 Software (IGS-IN-L), Version 11.1(10), RELEASE
SOFTWARE
(fel)
Copyright (¢) 1986-1997 by cisco Systems, Inc.
Compiled Mon 10-Mar-97 15:53 by dschwart
advertisement version: 1
Management address(es):

[0167] Using the provided sample output, the user can
define a set of Parsers in window 1040 for the Procedure to
retrieve data from a running output. Depending on the
format of the output, the user can select four types of
Parsers: Keyword, Paragraph, Table, and Filter Parsers, as
described above.

[0168] The sample output may include multiple neighbors.
The output of each neighbor may have identical formatting.
For this type of output, the Paragraph Parser 1042 may be
selected to parse the data. The Paragraph Identifier 1044 is
the keyword to identify the start of a new paragraph, in this
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sample the keyword is "-------------- ". For each paragraph
the user can define the keyword/variable pair 1046 (Key-
word Parser). The keyword is the string that stays the same
and the variable is a value that can change. In this example,
three keyword variable pairs may be defined:

IP Address: $nbr_ip
Interface: $nbr_intf,
(outgoing port): $local_intf

[0169] The matched values may be highlighted in the
sample output and may also be shown in pane 1050.

[0170] FIG. 11 shows a window 1100 to define an exem-
plary Trigger. The exemplary Trigger 1110 is a Threshold
Trigger that checks whether one of the variables defined in
a Parser is “Not None.” If so, the Threshold Trigger executes
the statements shown in the Statement pane to assign
variables and then exports these variables so that down-
stream process nodes can use the variables.

[0171] FIG. 12 shows an exemplary GUI 1200 with set-
tings to run a Procedure. Three types of settings are shown.
The first type of setting is Data Source 1210. By default, a
standard Procedure can retrieve data from a live network.
However, a user can set the option to use cached data stored
in a data folder. In a Trigger, the current data is compared
with baseline data. By default, the current baseline serves as
the baseline data. The user can also select another data folder
for the baseline data. The second type of setting is Default
Interval for Delta Trigger 1220. For a Delta Trigger, data
will be retrieved twice, with the time interval value defined
here. The third type of setting is Export Global Output
Variable Results 1230. Checking the checkbox of this option
allows exporting global output variables to a selected file
directory.

[0172] A Procedure can have input variables and output
variables, similar to an application. The input variables
allow a Procedure to be executed in different environments
without any modification.

[0173] FIG. 13 shows an exemplary method to define
input variables for an Executable Procedure. To define a
global input variable, a user may click the Define Input
Variable button 1310 at the top of the Procedure window. In
the Define Global Input Variable window 1320, the user may
click the Add button 1330 to add the input variables. In the
Add Global Input Variable window, the user may enter the
variable name and select the type. In this example, the global
variables start with $$ to differentiate from local variables of
a process node. Other symbols may also be used. The
Description is optional, but a meaningful description can
make the Procedure easy to read and use. The Initial Value
is also optional and can be set to the most frequently used
values if possible. The user can click the Multiple Value link
1340 to set more than one value and system 100 may run the
Procedure with each value. This can be convenient in some
cases, for example, if the user creates a Procedure to map a
multicasting source tree. The user can run this Procedure
with the input variable set to multiple sources.

[0174] FIG. 14 shows an exemplary method to define
output variables. One purpose of using the global output
variables is to create a report. For example, a user may want
to create a report to include all devices and neighbor
interfaces having duplex or speed mismatched.
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[0175] To define output variables, the user may click the
Define Output Variables button 1410 at the top of the
Procedure window 1400. In the Define Global Output Vari-
able window 1420, the user may click the Add Table button
1430 to add a variable table or the Add Single button 1440
to add a basic variable. Similar to the global input variable,
the global output variable may start with $$. A table can have
many columns and each column can have different types of
variables.

[0176] Besides the CLI command probe, system 100 may
also support Ping, Traceroute, and/or Configuration Probes.
[0177] FIG. 15 shows an exemplary method to define a
Ping Probe. To define a Ping Probe, a user needs to define
a source 1510 (the device to ping from) and a destination
1520 (the IP to ping to). For source 1510, the user may have
three options: local PC 1512; network server 1514, which is
a specified server used to work as a proxy to the live
network; or selected devices 1516, where the user can define
a list of core devices as the input variables and let system
100 to ping from these devices.

[0178] For destination 1520, the user can either enter the
IP address 1522 to ping from or select a device 1524 and
then an interface on the device. In the example shown here,
the IP Host option is checked and the input variable is
entered, which defines the IP address to ping to.

[0179] FIG. 16 shows an exemplary method to define a
Traceroute Probe. The process of defining a Traceroute
Probe is similar to that of a Ping Probe. Ping and Traceroute
Probes can be defined to run from a list of core network
devices to a list of main servers after a network change. This
automation can be much quicker and more reliable com-
pared to a manual process.

[0180] A Configuration Probe is configured to parse and
highlight configurations. For example, the Configuration
Probes can be used in the following cases: 1) Create a report
for devices containing a particular configuration line. For
example, find devices with “no service password-encryp-
tion” configuration, which violates basic security policies. 2)
Highlight or draw a particular configuration in a Q-map. 3)
Conduct a preliminary check before applying an additional
Procedure. This can improve the performance of the Proce-
dure since the Configuration Probe uses baseline configu-
rations without retrieving data from devices. For example, a
user can check whether OSPF is configured to run on a
router before applying any Procedure to troubleshoot OSPF
routing issues.

[0181] FIG. 17 shows an exemplary method to define a
Configuration Probe. In FIG. 17, the Parser and Trigger of
a Configuration Probe are the same as those of the CLI
command Probe. The differences may be that the Configu-
ration Probe works on configurations and therefore there is
no need to define a CLI command to retrieve data.

[0182] FIG. 18 shows an exemplary network map created
using a Procedure.

[0183] Embodiments consistent with the present disclo-
sure involve system and method for automating network
management tasks. Network management tasks may include
network performance monitoring, network troubleshooting,
network architecture mapping, or other tasks. Automating
network management tasks may be accomplished using one
or more network management applications. For convenience
of description, a network management application is also
referred to as a Qapp, although such an application can have
any name.
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[0184] In some embodiments, a Qapp may include one or
more procedures. The one or more procedures may be used
to retrieve information from a network (e.g., a live computer
network). The Qapp may also include an analysis routine to
define, for example, how to display the information retrieved
using the procedures. The analysis routine may also analyze
the retrieved information and create one or more alerts based
on the analysis. The alerts may include textual alert mes-
sages and graphical alerts. The graphical alerts may include
visual effects made to a map of the network. For example,
one or more portions of the map relevant to the retrieved
information may be highlighted and/or displayed in different
colors.

[0185] In some embodiments, a Qapp may be created
using a GUI. Creating a Qapp may include two steps: the
first step involves defining one or more procedures to
retrieve data from the network; the second step involves
defining an analysis routine for analyzing the retrieved data
and displaying the data.

[0186] A Qapp may be saved and shared among network
professionals. Executing a Qapp may automate network
management tasks such as troubleshooting and performance
monitoring. For example, executing an Qapp can perform
the followings tasks automatically: Describe a network
problem or best practice; Recursively execute one or more
network commands, obtain data from a network based on the
execution of the network command(s), and display the data
on a map of the network; Analyze the data obtained from the
network; Create an alert (e.g., an alert message and/or a
graphical alert) when a certain condition is satisfied, such as
when a threshold value is crossed; and Create and save a
historical chart based on the analysis of the data for playback
and/or future analysis.

[0187] FIG. 19 is a block diagram illustrating exemplary
components of a Qapp 1900. Qapp 1900 may include an
executable procedure 1910 and an analysis routine 1930.
Procedure 1910 can be created via a GUI, such as GUI 105,
to receive from a user a network command to be executed on
a computer network. The network command may include
one or more CLI commands 1912, one or more simple
network management protocol (SNMP) commands 1914,
and/or one or more configuration commands 1916. The
results of the execution of the network command may be
parsed by a parser 1918 to retrieve useful information. For
example, when the results include a network parameter
indicating network operating status, the network parameter
may be identified and stored in a variable 1920. Variable
1920 may be used to transfer information retrieved from the
computer network to an analysis routine 1930 for further
analysis. Analysis routine 1930 may include analytical log-
ics operating on variable 1920 to generate analysis results,
such as an alert 1940, a monitored map 1950, and/or a
variable chart 1960.

[0188] FIG. 20 shows an exemplary GUI 2000 for defin-
ing an exemplary procedure of a Qapp. GUI 2000 includes
an input box 2010 for receiving a network command, such
as a CLI command, to be executed on a computer network.
A user can input a network command, such as “show process
cpu” shown in FIG. 20, to obtain a result from the computer
network (e.g., from a network device) by, for example,
clicking a button 2020 to execute the network command.
Pane 2030 shows the result, which includes information
about CPU utilization. Based on the result, a user may define
a parser, such as a keyword parser shown in FIG. 20, to
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retrieve information associated with a network parameter
based on the result. For example, in the example shown in
FIG. 20, the parser is defined by a pattern in input box 2040,
which includes a first variable $cpul to store information
associated with a first network parameter (e.g., CPU utili-
zation information for one minute) and a second variable
$cpu? to store information associated with a second network
parameter (e.g., CPU utilization information for five min-
utes). Once the parser is defined, the values of these vari-
ables can be viewed in pane 2050.

[0189] Defining a Qapp parser is similar to defining a
procedure parser. However, one difference between these
two types of parsers is that the network command used in a
Qapp can be executed recursively. Accordingly, the Qapp
parser may retrieve information from the recursively
obtained result (e.g., obtained in response to the recursive
execution of the network command) and recursively update
the variable storing the retrieved information. In some
embodiments, the frequency for recursively updating the
variable (also the frequency to recursively execute the
network command) may be defined in an input field 2060
through GUI 2000. For example, FIG. 20 shows an exem-
plary frequency of 2 minutes.

[0190] The value of a network parameter, such as CPU
utilization, may be retrieved by the parser (shown in input
box 2040) and saved in variable $cpul or $cpu2 each time
the network command (shown in input box 2010) is
executed. The settings and configurations of a Qapp, such as
the network command to be executed, the parser used to
retrieve information, and an analysis routine (to be described
in greater detail later), can be packaged together and saved
as an executable network management application (Qapp)
for future use or for sharing with others. When the saved
Qapp is executed, the network instruction (e.g., the CLI
command shown in input box 2010) can be executed recur-
sively (e.g., at a frequency defined in input box 2060). Each
time the network instruction is executed, a result can be
obtained, similar to the result shown in pane 2030 of FIG.
20, except that the value of the CPU utilization may be
changed. The parser defined using the pattern shown in input
box 2040 can retrieve the relevant information (e.g., the
values of CPU utilization) based on the result and store the
retrieved information in variables $cpul and $cpu2. In this
way, the values of these variables can be updated/stored
periodically. A historical chart of the CPU utilization (e.g.,
CPU utilization as a function of time) can be generated using
the data stored in variable $cpul/$cpu2 and displayed to the
user. Because the values of these variables indicate network
parameters of the computer network being managed, the
historical chart can be of a great help to network perfor-
mance monitoring or troubleshooting.

[0191] FIG. 21 shows an exemplary GUI 2100 for defin-
ing an exemplary analysis routine of a Qapp. As shown in
FIG. 21, variables defined using GUI 2000 (e.g., cpul and
cpu2) can be displayed in pane 2110 of GUI 2100. The user
can select any variable such as cpul and click an arrow icon
2120 to add the variable to an analysis tab 2140. Variables
added to analysis tab 2140 may be displayed in a network
map and/or subject to further analysis. Variables may
include device-level variables (or device variables) and
interface-level variables (or interface variables). Device
variables refer to information relating to network devices,
such as CPU utilization shown in FIGS. 20 and 21. Interface
variables refer to information relating to network connec-
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tions, such as cable interfaces, wireless interfaces, etc. As
shown in FIG. 21, analysis tab 2140 includes separate areas
for device variables and interface variables. A Legend link
2130 can show location information for displaying one or
more variables and/or alerts on a network map. For example,
in a pop-up window 2150, device variables 2152 are to be
displayed under their corresponding devices (e.g., Router0O
or Routerl), while interface variables 2154 are to be dis-
played along the connection path between the devices.

[0192] In addition to displaying a variable value on a
network map, the analysis routine also allows a user to
define one or more alerts based on the variable. FIG. 22
shows an exemplary GUI 2200 to define an alert. As shown
in FIG. 22, the analysis routine includes a condition 2210,
which can be defined in a pop-up window 2230 by clicking
a button 2220. In the example of FIG. 22, the alert is a
threshold type alert, as shown in selection list 2232. The
condition to be evaluated is defined by a logic sign 2234 and
a threshold value shown in input box 2236. Here, the current
CPU utilization value (variable cpul) is compared against a
threshold value such as 90%. If the value is equal to or larger
than the threshold, a textual alert, such as alert message 2238
(“Device CPU usage is high!”) is generated and displayed to
the user. In some embodiments, the condition may include
whether a variable (e.g., variable cpul) increases, decreases,
or flaps with time. For example, the condition may be
satisfied when cpul increases. In another example, the
condition may be stratified when cpul fluctuates with time.

[0193] An analysis routine may also include graphical
alerts (also referred to as visual alerts). FIG. 23 shows an
exemplary GUI 2300 to define a graphical alert. In this
example, a device can be represented on a network map as
a graphical indicator and the graphical indicator may be
displayed in three possible colors: red (2312), yellow
(2314), and green (2316). The colors and/or conditions
associated with each color can be defined using tab 2310. In
this example, the device is displayed in red color if cpul
utilization is higher than 90% and in green color otherwise
(note that yellow color is not enabled in this example).

[0194] A Qapp may be executed within a map of the
network. The data retrieved from the live network and
parsed in the Qapp recursively according to the configured
frequency may be displayed and updated in the map. FIG. 24
shows an exemplary GUI 2400 to display a Qapp execution
result for device level data. GUI 2400 may be displayed
when the Qapp defined in FIGS. 20-23 is running to recur-
sively retrieve information from the computer network and
update variables $cpul and $cpu2. GUI 2400 may include a
pane 2410 displaying a network map (e.g., a topology
network map) including a plurality of graphical indicators
depicting network components of the computer network
being managed. For example, the network map may include
a graphical indicator 2412 indicating a WAN in Boston and
a graphical indicator 2414 indicating a WAN in Los Angeles.
The current values of CPU utilization of a network compo-
nent are displayed under the graphical indicator of that
network component, as defined in window 2150 of FIG. 21.
The Qapp may compare the current value of a variable with
a threshold according to the analysis routine defined in GUI
2200 of FIG. 22. For example, the threshold for cpul of the
Boston WAN 2412 may be set to 15. When the value of cpul
is above 15, an alert may be generated. In FIG. 24, the alert
is displayed as a change of color (e.g., from green to red) of
the graphical indicator and a highlighting of the CPU
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utilization value. In some embodiments, the alert may be
generated when the value of a network parameter is beyond
or out of a threshold (for example, above or below the
threshold depending on configurations).

[0195] Inone embodiment, the alert may be removed once
the value of a variable is no longer beyond the threshold. For
example, in FIG. 24, when the value of cpul of Boston WAN
2412 falls back to 10, which is below the threshold of 15, the
color of Boston WAN 2412 may be changed back to green
and the highlighting of cpul may be removed. In another
embodiment, the alert may be removed after a predeter-
mined time period has past following the event that the value
of a variable is no longer above/below the threshold. For
example, in FIG. 24, when the value of cpul of Boston WAN
2412 falls back to 10, which is below the threshold of 15, the
color of Boston WAN 2412 or the highlighting of cpul may
not be changed immediately, but may stay for a predeter-
mined time period. If after the predetermined time period,
the value of cpul is still below the threshold, the color of
Boston WAN 2412 may be changed to green and the
highlighting of cpul may be removed. In yet another
embodiment, the alert may not be removed automatically,
but may stay until further actions.

[0196] In some embodiments, the alert may include a
change of display of at least one of the plurality of graphical
indicators on the network map. The change of display may
include a change of color, a change of size, a change of
shape, a change of highlighting, a change of description, or
a combination thereof.

[0197] In addition to the network map, GUI 2400 may
include a pane 2420 that displays the variables in a table
format. GUI 2400 may also include a pane 2430 to display
a historical chart of a variable in addition to its current value.
For example, pane 2430 displays the values of cpul as a
function of time. Displaying the historical chart may provide
valuable information of the network operation status
because certain network activities may occur in a relatively
short time window and therefore difficult to capture without
historical data. In the example shown in FIG. 24, the peak
CPU utilization of cpul is about 22 and occurs briefly prior
to the current time point. With historical data such as the
chart shown in pane 2430, a user may obtain valuable
information about the network operating status.

[0198] FIG. 25 shows an exemplary network map 2500
having multiple types of alerts. Network map 2500 includes
graphical indicators of network components such as core
network 2512, WAN 2510, and connections 2522, 2520, and
2524. Using a Qapp such as that shown in FIG. 19, a
plurality of network parameters may be monitored by recur-
sively executing network command(s), parsing result(s), and
analyzing the parsed information. The monitored network
parameters (e.g., through their corresponding variables) may
be displayed on network map 2500 in various forms. For
example, CPU utilization values of a network device may be
displayed near the corresponding device. Input/output errors
and status of network interfaces corresponding to a connec-
tion may be displayed near the corresponding connection,
such as connection 2522. When there is no error, the
connection may be displayed in green color (e.g., connection
2522). When one or more errors occur, the error message
may be highlighted (e.g., error message 2530) and the
connection may be displayed in yellow color (e.g., connec-
tion 2520). When the status of a connection is down, the
connection may be displayed in red color (e.g., connection
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2524). As described above, the types of information and
alerts that can be displayed on network map 2500 are not
limited to the color, highlighting, and text, other forms of
display, such as size, shape, font, description, etc., may also
be used to display dynamic network information.

[0199] FIG. 26 is a flow chart of an exemplary method
2600 for creating and executing a Qapp. Method 2600 may
be implemented by system 100. System 100 may include a
processor device and a memory device. The memory device
may store computer codes for automating network manage-
ment tasks associated with a computer network. The pro-
cessor device may be operatively coupled to the memory
device. When the computer codes stored on the memory
device are executed by the processor device, the computer
codes may cause the processor device to perform operations
to implement method 2600.

[0200] At step 2610, a GUI (e.g., GUI 2000, 2100, 2200,
or 2300) may be provided. At step 2620, a network com-
mand (e.g., a CLI command, a SNMP command, a Con-
figuration command, or other command) to be executed on
the computer network may be received through the GUI
(e.g., through input box 2010). At step 2630, system 100
may obtain a result (e.g., result shown in pane 2030) from
the computer network based on an execution of the network
command on the computer network (e.g., upon a click of
button 2020). At step 2640, system 100 may receive a parser
(e.g., parser 2040) for retrieving information associated with
a network parameter (e.g., CPU utilization) based on the
result. The parser may include a variable (e.g., cpul or cpu2
shown in parser 2040) for storing the retrieved information.
At step 2650, system 100 may receive an analysis routine
(e.g., analysis routine defined in tab 2140) for analyzing the
computer network based on variables cpul and cpu2. At step
2660, system 100 may generate a network management
application (a Qapp) based on the parser and the analysis
routine. At step 2670, system 100 may execute the Qapp to
retrieve and parser information from the computer network
recursively and to analyze the information. At step 2680,
system 100 may display analysis result in a GUI (e.g., on
network map 2400 or 2500).

[0201] FIG. 27 is a flow chart of an exemplary implemen-
tation of step 2670 for executing the Qapp. As shown in FIG.
27, at step 2672, the Qapp may recursively execute a
network command (e.g., the network command as defined in
input box 2010) to obtain result information (e.g., result
information similar to those shown in pane 2030) from the
computer network. At step 2674, the Qapp may use a parser
(e.g., parser as defined in input box 2040) to retrieve
information associated with a network parameter (e.g., CPU
utilization) based on the result information. At step 2676, the
Qapp may store the retrieved information in a variable (e.g.,
cpul or cpu2 as defined in parser 2040). At step 2678, the
Qapp may analyze the computer network based on the
variable using an analysis routine (e.g., the analysis routine
defined in FIGS. 21-23).

[0202] The specification has described network manage-
ment systems and methods. The illustrated steps are set out
to explain the exemplary embodiments shown, and it should
be anticipated that ongoing technological development will
change the manner in which particular functions are per-
formed. Thus, these examples are presented herein for
purposes of illustration, and not limitation. For example,
steps or processes disclosed herein are not limited to being
performed in the order described, but may be performed in
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any order, and some steps may be omitted, consistent with
disclosed embodiments. Further, the boundaries of the func-
tional building blocks have been arbitrarily defined herein
for the convenience of the description. Alternative bound-
aries can be defined so long as the specified functions and
relationships thereof are appropriately performed. Alterna-
tives (including equivalents, extensions, variations, devia-
tions, etc., of those described herein) will be apparent to
persons skilled in the relevant art(s) based on the teachings
contained herein. Such alternatives fall within the scope and
spirit of the disclosed embodiments.

[0203] While examples and features of disclosed prin-
ciples are described herein, modifications, adaptations, and
other implementations are possible without departing from
the spirit and scope of the disclosed embodiments. Also, the
words “comprising,” “having,” “containing,” and “includ-
ing,” and other similar forms are intended to be equivalent
in meaning and be open ended in that an item or items
following any one of these words is not meant to be an
exhaustive listing of such item or items, or meant to be
limited to only the listed item or items. It must also be noted
that as used herein and in the appended claims, the singular
forms “a,” “an,” and “the” include plural references unless
the context clearly dictates otherwise.

[0204] Furthermore, one or more computer-readable stor-
age media may be utilized in implementing embodiments
consistent with the present disclosure. A computer-readable
storage medium refers to any type of physical memory on
which information or data readable by a processor may be
stored. Thus, a computer-readable storage medium may
store computer code instructions for execution by one or
more processors, including computer code instructions for
causing the processor(s) to perform steps or stages consis-
tent with the embodiments described herein. The term
“computer-readable medium” should be understood to
include tangible items and exclude carrier waves and tran-
sient signals, i.e., be non-transitory. Examples include RAM,
ROM, volatile memory, nonvolatile memory, hard drives,
CD ROMs, DVDs, flash drives, disks, and any other known
physical storage media.

[0205] In reference to FIG. 28, an automated modulariza-
tion system 2800 for task steps is shown to include a design
module 2810 and a user module 2830. The design module
2810 includes GUI based components to allow a senior
engineer to design and test a full set of procedure for a
particular task. Task design module 2801 guides a senior
engineer to design his/her procedure into multiple sequential
steps, for example, steps 1, 2, 3 at corresponding choices of
graphic elements. Included are underlying functional mod-
ules 2803, 2805, 2807 and for each step, the designer can
place a note at their respective note module 2803 A, 2805 A,
2807 A to explain design logic and purpose. The design GUI
2810 also executes the designed procedure and displays the
running result at a display module 2809, where the designer
can also place a comment at its associated note module
2809A. If the designed procedure runs successfully, design
module 2810 then modularizes each of the steps into an
independent module and deposits them into a deposit store
2820 for other people to use and retrieve. For example, Step
1 of the task procedure becomes step 1 module at store
position 2821 of deposit database (storage) 2820, with an
associated note at position 2821A. Step 2 of the task
procedure becomes step 2 module at store position 2823 of
deposit database (storage) 2820, with an associated note at
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position 2823A. Step 3 of the task procedure becomes step
3 module at store position 2825 of deposit database (storage)
2820, with an associated note at position 2825A.

[0206] The automatic modularization can be realized by
providing a universal starting module 2801 and universal
ending module 2809 in the design GUI 2810, which allows
for taking in the inputting variables and outputting the
running result as variables in a variable holder for next
function block.

[0207] A user GUI 2830 is provided to select any of the
step modules and run the selected step according to his/her
own needs. For example, user GUI 2830 provides a start
module 2831 to allow step 1 module plug-in to form a
module 2833, and executes module 2833 to generate a result
object 2835. Then user GUI 2830 also provides a comment-
ing function 2837 to allow the user input any note for this
run. Result object 2835 and notel-v2 are then saved into
deposit database 2820 for future reference and retrieval for
step 1 module.

[0208] The starting module and result displaying module
in one embodiment are a set of Qmap windows that not only
provide a graphical user interface for a user to select a
computer network environment to run a task-oriented pro-
cedure, but also present a live observation of the execution
of each of the steps of the procedure. Qmap window will
automatically draw out the topologies around a chosen
network device and its surrounding, neighboring network
devices.

[0209] In the present system, many network management
procedures; and troubleshooting protocols are then standard-
ized over a set of network devices, modularized into steps,
and grouped into action blocks. Steps and action blocks are
then tagged with keywords and tasks for keyword searching
and browsing by GUI elements. In one embodiment, the
steps are in the form of Qapps, and the execution results are
recorded with a Qmap.

[0210] In reference to FIG. 29, the runbook 2950 system
includes a GUI 2971 for a level one user to choose and
execute a standard troubleshooting procedure. In GUI 2971,
the upper left panel 2951 allows a user to search for a
standard task-oriented procedure by keywords. For example,
if keyword “traffic slow” is entered, all related modularized
and standardized network procedures will be displayed for
the user to choose in left window panel 2972. Other options
of choices include by source where a user can choose a
source of network, by destination or by a function/task for
a Qapp.

[0211] For example when the user chooses the standard
“traffic slow troubleshooting” procedure at dropdown list
2972, traffic slow troubleshooting procedure 2973 is shown
that includes a set of multiple Steps 2973 and their respec-
tive associated notes 2973 A. Between each of the respective
steps 2973, are the logic controls 2975 which show whether
the prior step has reached successfully to the next step for a
full execution of the procedure. On the right window panel
2960, a network device map 2961 is created or a prior
execution instance is displayed to show the execution result
of each step. A user can click on each of the steps 2973 to
start that step and to see the execution result on the devices
in map 2961. The user can then enter his or her comments
at the step’s note area. Step 2973B provides a health monitor
to see if each of the steps is executed within the set
satisfactory scope.
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[0212] In a real world application, for example, a NOC
engineer receives a complaint of VoIP quality issue, logs in
to this system 2950, searches and finds a standardized VoIP
troubleshooting protocol in the system, and launches the
troubleshooting analysis as follows:

[0213] he prompts the user to enter source IP of the phone
and the destination number. A Qmap is automatically created
for VoIP data flow across data network by the system;
[0214] he follows and clicks the step to create an L2 map
of that data flow;

[0215] he clicks the next step on the screen that automati-
cally executes Qappl to annotate QoS configure;

[0216] he clicks the next step on screen which automati-
cally executes an overall health monitoring Qapp2;

[0217] he clicks the next step on screen that automatically
executes Qapp3 that checks the VoIP quality; and

[0218] he observes the execution results with the Qmap on
the screen to see where the problem has occurred in the user
phone’s network.

[0219] In another example, a NOC engineer receives a
report that a server in a remote site is unresponsive. He then
starts system 2950 to launch a diagnosis as follows:
[0220] he first searches the IP of the server and opens the
site map where the server belongs to on screen;

[0221] using the site map as a reference map, the engineer
finds other execution instances executed at this site recently,
including the associated notes; and

[0222] the engineer then executes the next step that auto-
matically runs the Qapp on the map, and finds that the link
duplex is misconfigured. He then creates a note on this
diagnosis, to remind the other people about this misconfigu-
ration.

[0223] he can also delete a few old and non-useful execu-
tion instances inside that site map.

[0224] In another example, company A has several mul-
ticasting groups deployed across 100 routers. Engineers
need to monitor real-time and diagnose a particular group.
Using system 2950, an engineer can do the following:
[0225] he enters a source address and destination group
(S,G) and the system automatically uses Qapp and creates a
Qmap of the (S,G) multicast flow;

[0226] he executes the next step that automatically runs a
Qapp to annotate the multicast design; and

[0227] he executes the next step that automatically runs
another Qapp to monitor the active multicasting flow in the
Qmap.

[0228] System 2950 includes many built-in task-oriented
standardized action blocks and Steps and procedures for
common problems and troubleshooting. System 2950 also
allows a creator user to create and modularize a task-
oriented standard procedure themselves. In reference to FIG.
30, flow chart 3000 shows the process for a Creator user to
design a modularized task-oriented standard procedure. In
this system, a Creator solves a particular network problem
by going through the process of Create Map—Understand
Network Design—=Monitor Current Status—Historical
Change Analysis. FIGS. 31 to 35 show an example GUI for
this process.

[0229] A creator user at step 3001 logs onto the manager
interface 3100 and creates a new folder at step 3003 in
window panel 3101 and 3103 (FIG. 31). At step 3005 in new
window 3210, he initiates a new task-oriented standard
procedure instance 3211 and is automatically led to next step
by popup window 3212 for creating a map (FIG. 32). He
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also inputs some annotation at window panel 3213. He starts
the standardization 3007 by creating a Qmap at step 3009 via
choices provided in option panel 3215. He can use the built
in functions of Search, A-B path, Open an existing Map, or
use a Qapp to create a Map. Panel 3216 allows him to input
some comments. Creating a map enables a standard running
environment for users to minimizing errors. After this he can
add Steps by selecting stored Qapps in the system at step
3011, or obtain a Qapp by executing a network CLI com-
mand at step 3013. He can further add more logic statements
through GUIs in FIGS. 34 and 35. The system provides
modularized system feature steps, such as Change Analysis
(e.g., step 3015), Execute CLLI Command (e.g. step 3017),
Ping, Traceroute, Telnet, Netflow, IPSLA, etc. for defining a
transit variable 3019 and saving runbook and assigning a
location and name 3021.

[0230] A creator can organize the executable steps into
action blocks in a flowchart 3600 as shown in FIG. 36.
Between each block are logic controls. 3601 represents
troubleshooting procedure for “A to B not reachable” symp-
tom. It automatically goes to action block 3603 that does
“from A’s gateway pings A,” if yes it automatically goes to
action block 3605 “From A’s gateway pings B,” but if action
block 3603 cannot be done, it automatically goes to action
block 3611 to find “If there is an ARP entry in ARP table.”
Steps proceed so on through action block 3617 to action
block 3623 or 3625. The “yes” line of 3603 proceeds from
action block 3605 through action block 3607 either to action
block 3609 or to action block 3615, or proceeds from action
block 3605 through action block 3613 either to action block
3621 or to action block 3619.

[0231] The flowchart “A to B not reachable” troubleshoot-
ing procedure can alternatively be presented in natural
language logic statements as shown in FIG. 37, where the
action blocks are marked with hyperlink color. The flow-
chart blocks 3603 to 3605 etc. are converted into natural
language logic in hyperlink 3701-3715.

[0232] In reference to FIG. 38, a flowchart process 3800
illustrates a user re-using or repeating a troubleshooting
procedure created and shared by another creator. At steps
3801 and 3803, in the system 2950, a user can browse or find
with keyword searching a procedure shared by another user
or the creator that is relevant to his problem at hand. Once
identified, he clicks the procedure and views the details of
the procedure at step 3805. He can further view the stored
execution instance map that is associated with the procedure
by clicking on a graphic element on the screen at step 3807.
There may be many execution versions stored, and each
prior and new execution instance can be associated with a
map, and the execution instance can be stored as map data
within the host’s map. At step 3811 the user can create a new
map and execute the procedure on devices in the new map;
or alternatively, open an existing map and execute the
procedure on the existing map and save the running result as
an instance (Step 3813). At the map level, the user is also
provided with a note to annotate his/her experience with this
procedure. From step 3815 to step 3827, the user can further
choose to execute a single Step or a few Steps in parallel or
in sequence to compare and identify any problems. The user
can also add a Step to the procedure and provide an
annotation for his reasoning and purpose in so doing (Step
3829). User note is provided in free text format 3017 and can
be edited in a rich text editor, for example. The annotation
at Step level is beneficial in that it helps another engineer in
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reviewing the execution data, and saves other users from
providing input again in doing a re-run. The input for
creating a Map includes map name and path, record search
input, A to B Path includes record A, B, Protocol, Path type.
Input for Run Qapp step includes device input, Table input;
Input for Change Analysis includes Data Folder used, Attri-
butes compared, input for CLI Commands executed; input
for Ping/Traceroute includes Destination IP, Source IP or
Device Interface, Segment Size, Packets counts.

[0233] The different categories of output of running an
action Step is displayed in the left corner pane of the GUI at
the alternative choices of 3831, 3833, 3835, 3837 and 3839.
The output includes: Alert information from Qapp Add
Message( ) method and Alert from system level message.

[0234] The system can also monitor results on Map and
chart, the Result on the map including Device and Interface
Label, Device and Interface Note, Alert number on the
badge, and Chart result. Qapp Result at Map Level can still
display Device data Interface data, Device and interface
note, and Highlight and Exported report. The System func-
tion output will save the results from Change Analysis, Ping,
Traceroute functions. The system also allows for Executing
CLI Command at real time to collect raw data.

[0235] Users can also organize their experience into Brief-
cases for quickly locating solutions for problems solved
before, and simply re-run a previously created procedure. In
the organized Briefcase, a user should be able to know which
procedure is most reliable and capable of executing correctly
in his/her responsible network. Briefcase provides an easy
way to find a Map, RB, RBA and Qapp that has tested in the
user’s own network. Briefcase includes “Current running
session,” (built-in) that is all of those procedures currently
running on the user’s terminal side, and the Individual
Qapp’s link. With simple mouse clicking, the user can view
the execution result on the related Map. Briefcase includes
“Recent used” where user can review the executed Qapp in
the recent past. Briefcase includes “Current Map” (built-in)
where all QMaps that are currently open are located. Users
can set up a folder to include running results, QMaps and
Qapp. Briefcase keeps records of the frequently used run-
ning results from procedures, including Alias that is auto-
matically designated for a running result to be sent to a
Briefcase. Briefcase can simply keep a record of a Reference
to a Map, or URL of a Map location.

[0236] In reference to FIG. 39, the flexibility of organi-
zation of the action blocks of steps are illustrated. In block
3910, steps 3901 to 3909 are organized in a sequential order
top down from 3901 to 3906 with 3907 and 3909 at the side.
In block 3920, these steps are organized into three indepen-
dent monitor action blocks 3921, 3922 and 3923. Then, in
block 3930, steps 3901 to 3909 run in a sequential order
from 3901 to 3907, with 3909 and 3904 as the side steps.
Each execution scenario has its own execution instance
displayed in the Qmap at the right side pane.

[0237] The modularized task-oriented standard procedure
is alternatively called a Runbook (RB) operation. A Run-
book GUI includes several elements:

[0238] Target Qmap (P1): user can create Runbook that is
bound to a specific Qmap describing a section of the network
under management. In such a Runbook, each Operation Step
can be pre-configured to act on a selected device on the map.
This association is established and validated at Runbook
Design Time in order to eliminate the uncertainty at runtime.
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[0239] Hidden Page (P1): each procedure instance by
default would be associated with a target Qmap containing
the target devices of this execution. In order to preserve and
present the complete result for each Operation Step in the
Runbook, system automatically builds a hidden map page
for all steps generating a map-based output, such as map-
based monitoring actions. In some interactive troubleshoot-
ing situations, Qmap is used as the working space for the
troubleshooting actions. For Routine Tasks involving large
number of devices, a map may not be feasible or necessary.

[0240] Procedure Annotation (P1): allows user to annotate
the result from the running procedure to put in user’s
comments, such as key finding from the result. This is an
important capability to facilitate the user collaboration
across the case escalation path.

[0241] Interactive Runbook Execution (P1): in the initial
phase, Runbooks will be used solely for interactive scenario
where a user opens a Runbook and manually executes each
Operation Step->interpret the execution outcome->follow
instruction in Runbook to decide which operation step to
take as the next step.

[0242] Auto Execution (P2): the auto execution of the
non-sequential blocks and auto execution for sequential
blocks.

[0243] Scheduled Runbook Execution (P2): allow user to
schedule the execution of a Runbook on a periodic basis.
(Typically this would rely on moving the Qapp execution
onto server. A client based scheduling functionality can be
done, but won’t provide smooth experience.

[0244] Runbook Annotation (RBA) Browse by RB (P1):
RBA can not only be browsed within its host Qmap, but can
also be browsed under its originating Runbook in the
Runbook browser. This will give user the ability to easily
find all past instances when the runbook was executed. This
capability can be useful for scenarios like: programming the
routing configuration screening task in a Runbook, execut-
ing it every morning, and going back to check the result from
yesterday in order to compare it with today’s result. It can
also be used to see the past execution instance for new user
to understand how to use the runbook.

[0245] Runbook statistics (e.g. identify the most fre-
quently used RB) can also be derived from such aggregation.
Rerun RB Steps in an existing RBA (P1): allow user to rerun
any step in a Runbook. This functionality can be very useful
in both troubleshooting and routine task scenarios: During
troubleshooting, user takes over a ticket with a map asso-
ciated. User opens the map and reviews the RBA for past
action and result. User reruns one of the steps to check the
current status and compares with what was collected yes-
terday to see if there is anything different.

[0246] For a configuration screening task runbook con-
taining 4 steps and scheduled to be run at 6 AM every
morning: admin comes at 8 AM to check on the status of
today’s execution and noticed that one of the steps failed
during execution. He immediately triggers a rerun of that
step to catch up on the missed step.

[0247] New RBA Instance from Existing RBA (P2): this
would give user a convenient way to create a new instance
of the same RB in the same host Qmap, without going
through the RB browse and map selection. E.g. I ran a
monitoring task yesterday on this map. Today, I want to run
it again on the same map, 1 will just create a new instance
of the RB from the previous RBA. Note: here if there is any
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modification on the originating RB, user should be prompted
to choose to use the old or new version of the RB.

[0248] It is intended that the disclosure and examples be
considered as exemplary only, with a true scope and spirit of
disclosed embodiments being indicated by the following
claims. As will be recognized by those skilled in the art, the
innovative concepts described in the present disclosure can
be modified and varied over a tremendous range of appli-
cations, and accordingly the scope of patented subject matter
is not limited by any of the specific exemplary teachings
given. It is intended to embrace all such alternatives, modi-
fications and variations that fall within the spirit and broad
scope of the appended claims.

[0249] None of the description in the present disclosure
should be read as implying that any particular element, step,
or function is an essential element which must be included
in the claim scope: the scope of patented subject matter is
defined only by the allowed claims. Moreover, none of these
claims are intended to invoke paragraph six of 35 USC
section 112 unless the exact words “means for” are followed
by a participle. The claims as filed are intended to be as
comprehensive as possible, and no subject matter is inten-
tionally relinquished, dedicated, or abandoned.

1. A method of automating troubleshooting for a network
problem, the method comprising:

calling a group of functions;

executing the called group of functions over a network;

collecting troubleshooting data over the network;

parsing the collected troubleshooting data to extract rel-
evant information;

analyzing the extracted relevant information to identify a

root cause of the network problem; and

providing solutions based on the identified root cause.

2. The method of claim 1, wherein the providing solutions
further comprises:

creating an executable procedure to automate trouble-

shooting the network problem.

3. The method of claim 2, further comprising:

identifying the root cause of the network problem; and

executing the executable procedure to address the net-
work problem.

4. The method of claim 2, wherein a user executes the
executable procedure to address the network problem.

5. The method of claim 1, further comprising:

displaying the extracted relevant information.

6. The method of claim 1, further comprising:

displaying the identified root cause of the network prob-

lem.

7. The method of claim 1, wherein the group of functions
are built-in.

8. The method of claim 1, further comprising:

executing the called group of functions on a device; and

collecting data based on the executing over the device.

9. The method of claim 1, wherein the analyzing is
performed by a threshold trigger, a compare trigger, or a
delta trigger.

10. The method of claim 1, wherein the parsing is
performed on the collected data using a keyword parser, a
paragraph parser, a table parser, or a filter parser.

11. A system for troubleshooting a network of devices, the
system comprising a computer processor and a non-transient
memory comprising instructions that, when executed by the
computer processor, cause the computer processor to imple-
ment a method comprising:
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executing a called group of functions over the devices;
collecting troubleshooting data over the devices;

parsing the collected troubleshooting data to extract rel-
evant troubleshooting information about a network
problem;

analyzing the extracted relevant information to identify a
cause of the network problem; and

providing an executable procedure based on the identified
cause, wherein the executable procedure provides one
or more solutions for the network problem.

12. The system of claim 11, wherein the executable
procedure automatically solves the network problem upon
execution.

13. The system of claim 11, further comprising:
identifying the cause of the network problem; and

receiving instruction for executing the executable proce-
dure to address the network problem.
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14. The system of claim 11, further comprising:

receiving instruction for troubleshooting the network

problem based on the executable procedure.

15. The system of claim 11, wherein a user executes the
executable procedure to address the network problem.

16. The system of claim 11, further comprising:

displaying the extracted relevant troubleshooting infor-

mation; and

displaying the identified troubleshooting results.

17. The system of claim 11, further comprising:

executing the called group of functions on the network;

and

collecting data over the network.

18. The system of claim 11, wherein the analyzing is
performed by a threshold trigger, a compare trigger, or a
delta trigger.

19. The system of claim 11, wherein the parsing is
performed on the collected data using a keyword parser, a
paragraph parser, a table parser, or a filter parser.
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