Abstract: A vehicular camera includes a housing, a lens, an image sensor positioned for receiving images from the lens, a processor, and a memory. The memory contains a plurality of overlays. The processor is programmed to (a) receive first input data from a vehicle in which the camera is to be mounted, wherein the first input data correspond to the configuration of the vehicle, and (b) select a particular overlay to display based at least in part on the input received.
SELF-CALIBRATING VEHICULAR CAMERA

FIELD OF THE INVENTION

[0001] The present invention relates to vehicular cameras and more particularly to rearview vehicular cameras that display overlays onto the camera image.

BACKGROUND OF THE INVENTION

[0002] Vehicular cameras are used for a variety of purposes, such as to assist a driver in avoiding obstacles behind a vehicle when backing up. Some cameras add overlays onto the camera image to assist the driver in determining distances to obstacles behind the vehicle, vehicle trajectory and other useful information. The overlays may be static or may be dynamic. A dynamic overlay is an overlay that is changed by the camera based on certain inputs. For example, some cameras display a predicted vehicle trajectory based on certain factors such as steering wheel angle. The overlays, whether static or dynamic, will change depending on the angle of mounting of the camera, the height of the camera off the ground, distance from the camera horizontally to the rear axle of the vehicle, the steering gear ratio for the vehicle, and possibly other factors. As a result, cameras for different vehicles up until now have had different programming and thus have different part numbers associated with them. This results in a potentially large number of part numbers and inventory. A particular vehicle family, such as a particular truck, may have numerous vehicle configurations that will impact the overlays that are displayed by the rearview camera. Such configurations would include, for example, regular cab with short bed, regular cab with long bed, extended cab with short bed and extended cab with long bed.

[0003] It would be desirable to reduce the number of separate part numbers that are associated with variations on programming for essentially the same camera.

SUMMARY OF THE INVENTION

[0004] In one aspect, the invention is directed to a vehicular camera including a housing, a lens, an image sensor positioned for receiving images from the lens, a processor, and a memory. The memory contains a plurality of overlays. The processor is programmed to:
receive first input data from a vehicle in which the camera is to be mounted, wherein the first input data correspond to the configuration of the vehicle, and select a particular overlay to display based at least in part on the input received.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] The present invention will now be described by way of example only with reference to the attached drawings in which:

[0006] Figure 1 is a perspective view of a vehicle with a vehicular camera in accordance with an embodiment of the present invention; and

[0007] Figure 2 is a cutaway side view of the vehicular camera shown in Figure 1;

[0008] Figure 3 is a schematic illustration of selected components from the camera shown in Figure 1;

[0009] Figure 4 is an illustration of selected overlays that are stored in a memory that is part of the camera shown in Figure 1;

[0010] Figure 5 is a lookup table that is used by the camera to determine which overlay to use on an image; and

[0011] Figure 6 is another lookup table that is used by an enhanced version of the camera to determine which overlay to use on an image.

DETAILED DESCRIPTION OF THE INVENTION

[0012] Reference is made to Figure 1, which shows an exploded view of a vehicular camera 10 for a vehicle 11, in accordance with an embodiment of the present invention. In the embodiment shown, the camera 10 is a rearview camera that is configured to assist a vehicle driver when backing the vehicle up. Referring to Figure 2, the vehicular camera 10 includes an image sensor 12 (e.g. a CCD or a CMOS sensor), a housing 14, a lens 16, and an image processing board 18. The lens 16 transmits and focuses images from behind the vehicle 11 onto the image sensor 12. Referring to Figure 3, the image processing board 18 communicates with and receives images from the image sensor 12 and transmits the images to other vehicular devices, such as an in-cabin display 19. The images are shown at 20.
Referring to Figure 3, the image processing board 18 includes a memory 21 in which is stored a set of overlays 22 (Figure 4) and a processor 24 (Figure 3) which selects an overlay 22 (Figure 4) to add to the images 20 (Figure 3) prior to sending the images to the in-cabin display 19.

[0013] The overlays 22 (Figure 4) are dynamic overlays in the sense that the processor 24 selects different ones to apply to the image 20 depending on certain criteria. For example, in the example shown, the overlays 22 represent predicted vehicle trajectories based on certain data concerning the vehicle 11.

[0014] As shown in Figure 3, the camera 10 receives input data from the vehicle 11 via a bus 28 (eg. a LIN bus). The input data may include first input data which corresponds to the particular configuration of vehicle 11 the camera 10 is mounted to. For example, a particular vehicle family may include a range of vehicle configurations, covering vehicles with 4 different wheelbases. In this simplified example, other aspects of the vehicle configurations, such as the distance from the camera to the rear axle, are the same for each vehicle. The first input data would indicate to the camera 10 which of the 4 different vehicles the camera 10 is mounted to.

[0015] The input data may further include second input data which corresponds to the angle of the steering wheel in the vehicle 11. The steering wheel is shown at 30 in Figure 1.

[0016] The processor 24 uses the first and second input data to identify which overlay 22 to use on the images 20. The processor 24 may achieve this in any suitable way. One such way is by using the first and second input data as input parameters for a lookup table shown at 32 that is stored in the memory 21.

[0017] The lookup table 32 is shown in more detail in Figure 5. As can be seen, and by way of example only, the aforementioned 4 different vehicle configurations are represented at 11a, 11b, 11c and 11d. A set of steering wheel angles are shown at 34 for each of the vehicle configurations 11a-11d. As can be seen, for vehicle configuration 11a (which has a wheelbase of 100°), if the second input data indicated a steering wheel angle of 240 degrees, the processor 24 would add the overlay shown at 22-4 in Figure 4, to the image 20 (Figure 3) prior to transmitting the image 20 with the overlay 22-4 to the in-cabin display 19. As another
example, for vehicle configuration 11c (which has a wheelbase of 120"), if the second input data indicated a steering wheel angle of 460 degrees, the processor 24 would add the overlay shown at 22-7 in Figure 4, to the image 20 (Figure 3) prior to transmitting the image 20 with the overlay 22-7 to the in-cabin display 19.

[0018] It can be seen that the lookup table 32 does not require a substantial amount of the memory 21. Furthermore it can be seen that the total number of overlays 22 that needs to be stored in the memory 21 is no more than would need to be stored for the vehicle configuration 11a. It will be noted that for the 4 vehicle configurations shown in the lookup table 32, 13 of the overlays 22 (ie, overlays 22-1 to 22-13 are common to all of the vehicle configurations, a further one overlay (22-14) is common to 3 of them, a further 2 overlays (22-15 and 22-16) are common to 2 of them, and only 2 overlays (22-17 and 22-18) are unique to one of them. Accordingly, the amount of memory consumed by providing the capability of handling 4 different vehicle configurations is not substantially more than the amount of memory already provided on such image processing boards when handling a single vehicle configuration. Additionally, the use of a lookup table is not computationally stressful for the processor 24.

[0019] However, it is alternatively possible that instead of a lookup table to determine which overlay 22 to use, the processor 24 could use the steering wheel angle data and the vehicle configuration data to calculate the projected vehicle trajectory and to then select an overlay 22 that is suitable. As another alternative, it is possible for the overlays to be mathematically generated by the processor 24 based on the steering wheel angle data and the vehicle configuration data. In other words, the processor 24 could, using the steering wheel angle data and the vehicle configuration data, calculate the curve on which to draw an overlay 22 instead of grabbing a premade overlay 22 from memory. In such an embodiment, the processor 24 could calculate an entirely new overlay each time it samples the steering wheel angle input, or it could calculate an adjustment to make to the previously drawn overlay each time it samples the steering wheel angle input. In either case, the processor 24 would be capable of drawing a continuous range of overlays 22 as compared to embodiments wherein a premade overlay 22 is pulled from memory and used over a range of steering wheel angles. In such an embodiment, the vehicle configuration data can be used to modify the formulas used
by the processor 24 to determine the appropriate curve of the overlay 22. These modifications to the formulas (e.g., values for certain constants in the formulas) may be stored in an array or a lookup table stored in memory 21, and which is accessed by the processor 24 based on the vehicle configuration data. The aforementioned lookup table described above is the preferred approach, however.

[0020] It will be noted that, in part, many of the overlays 22 are common to the different vehicle configurations because the vehicle configurations are part of the same vehicle family. As such, many of the parameters that would impact the appearance of the overlays would be the same for all members of the vehicle family. Such parameters would include for example, the lateral distance of the camera from the edge of the vehicle, the height of the camera from the ground and the angle of the camera relative to horizontal.

[0021] Reference is made to Figure 6, which shows a variant of the lookup table 32 that will be used to describe an enhancement to the embodiment shown in Figures 1-5. In some vehicle families it may be that the vehicle may be fitted with one of two different steering gear mechanisms each with its own gear ratio. The steering gear mechanism is shown in dashed outline at 36 in (Figure 1). The two alternative steering gear mechanisms that could be used in the vehicle are shown at 36a and 36b in Figure 6. As can be seen, the vehicle family shown in Figure 6 includes 5 different vehicle configurations (shown at 11a-11e in Figure 6), each with its own wheelbase. The first steering gear mechanism 36a can be used on 4 of the configurations. The second steering gear mechanism 36b can be used on 3 of the configurations.

[0022] In some cases the particular steering gear mechanism 36 used on the vehicle 11 may not be reflected in the vehicle configuration data (i.e., the first input data) that is transmitted to the camera 10. It will be understood of course that without knowing which steering gear mechanism (more particularly, which gear ratio) is used, the camera 10 does not have enough information based solely on the vehicle configuration and the steering wheel angle to determine the projected vehicle trajectory. In the particular exemplary case shown in Figure 6, if the vehicle configuration data indicates that the vehicle is of type 11a or 11b, the processor 24 would have sufficient data because those configurations only use steering gear mechanism 36a. Similarly, if the vehicle configuration data indicates that the vehicle
is of type 11e, the processor 24 would have sufficient data because those configurations only use steering gear mechanism 36b. However, if the vehicle configuration data indicates that the vehicle is of type 11c or 11d, the processor 24 would not have sufficient data because either steering gear mechanism 36a or 36b could be used with those configurations.

[0023] In order to determine which of the two steering gear mechanisms 36a or 36b is used on the vehicle 11, the camera 10 is activated and notified when the steering wheel 30 (Figure 1) is turned to full lock. The second input data (ie. the steering wheel angle data) is transmitted to the camera 10, and the processor 24 compares it to the maximum steering wheel angle shown in the lookup table 32 (Figure 6) for that particular vehicle configuration. For example, for vehicle configuration 11c, if the steering wheel angle data (ie. the second input data) sent to the camera 10 indicates 680 degrees of rotation, then the processor 24 can determine that the first steering gear mechanism 36a is being used on the vehicle 11. Alternatively, if the steering wheel angle data (ie. the second input data) sent to the camera 10 indicates 590 degrees of rotation, then the processor 24 can determine that the first steering gear mechanism 36b is being used on the vehicle 11.

[0024] While the example overlays shown and described herein relate to the predicted vehicle trajectory, it will be understood that other overlays relating to other vehicle properties could be displayed. Additionally it will be understood that the overlays 22 shown and described may not be the only overlays shown on the images 20. Additionally dynamic and/or static overlays could also be shown on the images by the camera.

[0025] The processor 24 and memory 21 have been shown in Figure 3 to be on an image processing board 18. The image sensor 12 may be attached directly to the board 18. It is alternatively possible for the processor 24 to reside on a separate board (not shown), which is distinct from the board to which the image sensor 12 is attached. In another alternative it is possible for the processor 24 to comprise a processor that is integral with the image sensor 12 and one that is separate from the image sensor 12. In such an alternative, both processors are collectively referred to as processor 24. In yet another alternative, it is possible for the processor 24 to comprise an external processor that is outside the housing 14 of the camera 10 that
cooperates with one or more processors that are contained within the housing 14. In such an embodiment, such an external processor may be positioned anywhere within the vehicle.

[0026] Similarly, the memory 21 may alternatively reside on a board to which the image sensor 12 is integrally attached, or on a board that is separate from the board to which the image sensor 12 is attached. Alternatively the memory 21 may reside in part on the board to which the image sensor 12 is attached and in part on a board that is separate from the board to which the image sensor 12 is attached, in which case the two portions of the memory would collectively be referred to as the memory 21. In yet another alternative, it is possible for the memory 21 to comprise an external processor that is outside the housing 14 of the camera 10 that cooperates with one or more memories that are contained within the housing 14. In such an embodiment, such an external memory may be positioned anywhere within the vehicle.

[0027] While the above description constitutes a plurality of embodiments of the present invention, it will be appreciated that the present invention is susceptible to further modification and change without departing from the fair meaning of the accompanying claims.
CLAIMS:

1. A vehicular camera, comprising:
   a housing;
   a lens;
   an image sensor positioned for receiving images from the lens;
   a processor; and
   a memory,
   wherein the memory contains a plurality of overlays, wherein the processor is programmed to:
   receive first input data from a vehicle in which the camera is to be mounted, wherein the first input data correspond to the configuration of the vehicle, and
   select a particular overlay to display based at least in part on the first input data received.

2. A vehicular camera as claimed in claim 1, wherein the processor is further programmed to receive second input data corresponding to the steering wheel angle, and wherein the overlays contained in the memory include overlays relating to predicted vehicle trajectory.

3. A vehicular camera as claimed in claim 2, wherein, in use, if the vehicle has a first steering gear ratio a first value is transmitted in the second input data to the camera from the vehicle when the steering wheel at full lock, and if the vehicle has a second steering gear ratio a second value is transmitted in the second input data to the camera from the vehicle when the steering wheel at full lock,
   and wherein the processor is further programmed to determine information regarding the steering gear ratio on the vehicle based on the second input data.

4. A vehicular camera as claimed in claim 1, wherein the overlays contained in the memory include at least one first overlay corresponding to a first vehicle configuration and at least one second overlay corresponding to a second vehicle configuration.
5. A vehicular camera as claimed in claim 1, wherein the overlays contained in the memory include at least one first overlay corresponding to a first vehicle configuration and at least one common overlay corresponding to both the first vehicle configuration and a second vehicle configuration.

6. A vehicular camera as claimed in claim 1, wherein the processor determines which overlay to display by accessing a look up table using at least the first input data.

7. A vehicular camera, comprising:
   a housing;
   a lens;
   an image sensor positioned for receiving images from the lens;
   a processor; and
   a memory,
   wherein the memory contains a plurality of overlays, wherein the processor is programmed to select a particular overlay to display based at least in part on the configuration of the vehicle,
   wherein the overlays contained in the memory include at least one first overlay corresponding to a first vehicle configuration and at least one common overlay corresponding to both the first vehicle configuration and to a second vehicle configuration.

8. A vehicular camera, comprising:
   a housing;
   a lens;
   an image sensor positioned for receiving images from the lens;
   a processor; and
   a memory,
   wherein the memory contains a plurality of overlays, wherein the processor is programmed to select a particular overlay to display based in part on the configuration of the vehicle,
wherein the processor is further programmed to receive input data corresponding to the steering wheel angle, and wherein the overlays contained in the memory include overlays relating to predicted vehicle trajectory,

wherein, in use, if the vehicle has a first steering gear ratio a first value is transmitted in the input data to the camera from the vehicle when the steering wheel at full lock, and if the vehicle has a second steering gear ratio a second value is transmitted in the input data to the camera from the vehicle when the steering wheel at full lock,

and wherein the processor is further programmed to determine information regarding the steering gear ratio on the vehicle based on the input data, and to select a particular overlay to display based in part on the determined information regarding the steering gear ratio.

9. A vehicular camera, comprising:
   a housing;
   a lens;
   an image sensor positioned for receiving images from the lens;
   a processor; and
   a memory,

   wherein the memory contains a plurality of overlays including at least one first overlay corresponding to a first vehicle configuration and at least one second overlay corresponding to a second vehicle configuration, wherein the processor is programmed to select a particular overlay to display based at least in part on the configuration of the vehicle.
<table>
<thead>
<tr>
<th>WHEEL BASE (inch)</th>
<th>36a</th>
<th>36b</th>
<th>36c</th>
<th>36d</th>
<th>36e</th>
<th>100&quot;</th>
<th>110&quot;</th>
<th>120&quot;</th>
<th>130&quot;</th>
<th>140&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STEERING GEAR</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>OVERLAY MAP COUNT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RADIUS (mm)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWITCH (deg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>11a</th>
<th>11b</th>
<th>11c</th>
<th>11d</th>
<th>11e</th>
</tr>
</thead>
<tbody>
<tr>
<td>22-1</td>
<td>36a</td>
<td>42500</td>
<td>100&quot;</td>
<td>110&quot;</td>
</tr>
<tr>
<td>22-2</td>
<td>36b</td>
<td>22500</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>22-3</td>
<td>36c</td>
<td>15800</td>
<td>180</td>
<td>190</td>
</tr>
<tr>
<td>22-4</td>
<td>36d</td>
<td>12400</td>
<td>240</td>
<td>250</td>
</tr>
<tr>
<td>22-5</td>
<td>36e</td>
<td>10400</td>
<td>300</td>
<td>320</td>
</tr>
<tr>
<td>22-6</td>
<td></td>
<td>9000</td>
<td>360</td>
<td>380</td>
</tr>
<tr>
<td>22-7</td>
<td></td>
<td>7400</td>
<td>410</td>
<td>430</td>
</tr>
<tr>
<td>22-8</td>
<td></td>
<td>6800</td>
<td>490</td>
<td>510</td>
</tr>
<tr>
<td>22-9</td>
<td></td>
<td>5400</td>
<td>490</td>
<td>510</td>
</tr>
<tr>
<td>22-10</td>
<td></td>
<td>5000</td>
<td>670</td>
<td>690</td>
</tr>
<tr>
<td>22-11</td>
<td></td>
<td>5000</td>
<td>670</td>
<td>690</td>
</tr>
<tr>
<td>22-12</td>
<td>5400</td>
<td>650</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22-13</td>
<td>5400</td>
<td>670</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22-14</td>
<td>5200</td>
<td>690</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22-15</td>
<td>5100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22-16</td>
<td>4900</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22-17</td>
<td>4800</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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