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(57) Abstract: Methods, systems, and media for detecting
usage of a radio channel are provided. In some embodi-
ments, methods for detecting usage of a radio channel are
provided, the methods comprising: collecting noise
samples on the radio channel from a radio receiver; de-
termining a noise empirical cumulative distribution func-
tion using a hardware processor; collecting signal samples
on the radio channel from the radio receiver; determining
a signal empirical cumulative distribution function using a
hardware processor; calculating a largest absolute ditfer-
ence between the noise empirical cumulative distribution
function and the signal empirical cumulative distribution
function using a hardware processor; and determining that
the radio channel is being used when the largest absolute
difference is greater than a threshold using a hardware
Processor.
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METHODS, SYSTEMS, AND MEDIA FOR DETECTING
USAGE OF A RADIO CHANNEL

- Cross Reference To Related Application '

[0001] This application claims the benefit of United States Provisional Patent Application No.
61/422,114, filed December 10, 2010, which is hereby incorporated by reference herein in its

entirety.

Background
[0002] To cope with the recent reality of stringent shortage in frequency spectrum due to the

proliferation of wireless services, cognitive radio has been considered as an attractive technique
to improve spectrum utilization for future wircless systems. In cognitive radio networks, one
important function of secondary transceivers is to determine when primary transceivers are
utilizing a channel, and to access the channel in such a way that it causes little performance
degradation to the primary transceivers. Prévious attempts at detecting the usage of a channel by
onc or more primary transceivers have had limited performance, especially at low signal-to-noise

ratios.

Summary
[0003] In accordance with some embodiments, methods, systems, and media for detecting

usage of a radio channel are provided. In some embodiments, methods for detecting usage of a
radio channel are provided, the methods comprising: collecting noise samples on the radio
channel from a radio receiver; determining a noise empirical cumulative distribution function
using a hardware processor; collecting signal samples on the radio channel from the radio
receiver; determining a signal empirical cumulative distribution function using a hardware
processor; calculating a largest absolute difference between the noise empirical cumulative
distribution function and the signal empirical cumulative distribution function using a hardware
processor; and determining that the radio channel is being used when the largest absolute

difference is greater than a threshold using a hardware processor.
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[0004] In some embodiments, systems for detecting usage of a radio channel are provided, the
systéms comprising: a radio receiver; and at lcast one hardware processor that: collects noise
samples on the radio channel from the radio receiver; determines a noise empirical cumulative
distribution function; collects signal samples on the radio channel from the radio receiver;
determines a signal empirical cumulative distribution function; calculates a largest absolute
difference between the noise empirical cumulative distribution function and the signal empirical
cumulative distribution function; and determines that the radio channel is being used when the
largest absolute difference is greater than a threshold. -

[0005] In some embodiments, non-transitory computer-readable media containing computer-
executable instructions that, when executed by a processor, cause the processor to perform a
method for detecting usage of a radio channel are provided, the method comprising: collecting
noise samples on the radio channel from a radio receiver; determining a noise empirical
cumulative distribution function; collecting signal samples on the radio channel from the radio
receiver; determining a signal empirical cumulative distribution function; calculating a largest
absolute difference between the noise empirical cumulative distribution function and the signal
empirical cumulative distribution function; and determining that the radio channel is being used

when the largest absolute difference is greater than a threshold.

Brief Description Of The Drawings

[0006] FIG. 1is ablock diagram of a cogﬁitive radio network in accordance with some
embodiments.

[0007] FIG. 2 is a flow diagram of an example of a process for detecting usage of a radio
channel usiné a single stage test in accordance with some embodiments.

[0008] FIG. 3 is a flow diagram of an example of a process for detecting usage of a radio

channel using a multiple stage test in accordance with some embodiments.

Detailed Description

[0009] In accordance with some embodiments, methods, systems, and media for detecting
usage of a radio channel arc provided.
[0010] In some embodiments, secondary transceivers can use the Kolmogorov-Smirnov (K-S)

test to determine when primary transceivers are using a radio channel. In applying this test, these

to
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secondary transceivers can compute an empirical cumulative distribution function (CDF) of
some decision statistic obtained from the received signal, and compare it with the empirical CDF
of noise samples from the channel. |

[0011] Turning to FIG. 1, an architecture for a cognitive radio system 100 is shown. As
illustrated, system 100 may include a plurality of radios 102, 104, and 106. These radios may
respectively include transceivers 108, 110, and 112 and antennas 114, 116, and 118. Each
transceiver may include both a receiver and a transmitter in some embodiments. As shown,
these radios may be multi-input multi-output (MIMO) transceivers where each include multiple
antennas (€.g., such as two transmit antennaS and four receive antennas (some of which may also
be transmit antennas)). In some ecmbodiments, these radios may transmit on any suitable
frequencies (e.g., as specified in the IEEE 802.11 standards), may use any suitable modulation
(c.g., such as QPSK modulation), etc.

[0012] As shown, transceivers 108 and 110 may be primary transceivers and therefore have
priority in using a given radio channel on which the radios operate. When these primary
transceivers are using a channel, transceiver 112, which is a secondary transceiver, may
determine that it should not use the channel (e.g., not transmit on the channel). In this way,
transmission from transcciver |12 will not interfere with the transmission of transccivers 108 or
110.

[0013] As also shown in FIG. 1, transceiver 112 may include MIMO transceiver circuitry 120
and a hardware processor 122. MIMO transceiver circuitry 120 may be any suitable MIMO
transceiver circuitry for converting RF signals reccived by antennas 118 into 1Q data 124 and for
converting IQ data 126 into RF signals to be transmitted from antennas 118. For example, in
some embodiments, MIMO transceiver circuitry 120 may be implemented using a transceiver
from Analog Devices, Inc. of Norwood, Massachusetts, or a transceiver from Maxim Integrated
Products, Inc. of Sunnyvale, California. Hardware processor 122 may be any suitable hardware
processor 122 such as any suitable microprocessor, digital signal processor, a controller, etc.
[0014] Although transceiver 112 is only shown in FIG. 1 as including MIMO transceiver 120
and hardware processor 122 for the sake of clarity, any other suitable components and/or
circuitry can be included in transceiver 112. For example, transceiver 112 can include memory,

communication interfaces, display controllers, input devices, etc.
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[0015] Radios 102, 104, and 106 can be implemented in ény suitable devices in some
embodiments. For example, radios 102, 104, and/or 106 can be implemented in mobile
computers, mobile telephones, mobile access cards, wircless routers, wireless access points,
and/or any other suitable wireless device. |
[0016] Any suitable approaches can be used by transceiver 112 to determine it a primary
transceiver 102 or 104 is using a radio channel. For example, in some embodiments, the
presence of one or several primary transceivers transmitting on a given channel can be detected
as usage based on signals observed by transceiver 112.
[0017] Whether a transceiver is transmitting on a channel can be determined in any suitable
manner. For example, in some embodiments, mathematical modcls of sampled signals from a
channel when a transmitter is present and when a transmitter is not present can be formed, and
those models used to perform analysis on a channel under test.
[0018] More particularly, for example, when there are one or more primary transceivers
transmitting on a general multiple-input multiple-output (MIMO) frequency-selective fading
channel, a sampled s[gnal y(t) received by a secondary transceiver, defined as y[n] £ y(nT;)
with 1/7; being the sampling rate, can be modeled by the following equation (1):

y[nl = -1 Zice Hiln s [n — 1] + v[n]. (1
In equation (1): K is the number of transceivers transmitting (€.g., K=2); L is the multipath
channel delay spread in terms of the number of symbol intervals (e.g., L=6); s, [n] € C*t is the
n-th transmitted symbol vector for the k-th primary transceiver with N, being the number of
transmit antennas on that transceiver (e.g., N, = 2); y[n] € C"r is the n-th received signal vector
by the secondary transceiver with N, being the number of receive antennas on the secondary
transceiver (¢.g.. Ny = 6); Hy[n, [] € C¥*Nt is the time-variant MIMO channel tap matrix of the
k-th transceiver; and v[n] € C¥ is the noise vector. A
[0019] When there are no primary transceivers transmitting over the sensed channel, the
sampled signal can be modeled by equation (2) that includes noise only:

yln] = v[n]. 2)
[0020] In accordance with some embodiments, if the reccived signal samples are denoted as
Y £ {y[n],n = 1, ..., M}, the determination of whether a primary transceiver is transmitting can
be performed by testing for the truth of two hypotheses. For example, in such a determination, a

hypothesis H, can state that no primary transceiver is transmitting and thus that ¥ follows the
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model of equation (2), and a hypothesis H; can state that one or more primary transceivers are
transmitting and thus that ¥ follows the model of equation (1).
[0021] [n accordance with some embodiments, there can be several special cases of the general
signal model in equation (1) that are of interest, as follows: (1) slow-fading, frequency-flat
MIMO channels where L=1 and H,[n, 0] = H, ¥n; (2) slow-fading frequency-selective MIMO
channels where Hy[n, [] = H[l], Vn; and (3) MIMO-OFDM channels where L=1, Hy[n, 0] are
obtained by the discrete Fourier transform (DFT) of the time-domain channel coefficients, and n
is the subcarrier index.
[0022] The Kolmogorov-Smirnov (K-S) test is a non-parametric test of goodness of fit for a
continuous cumulative distribution of data samples. It accordance with some embodiments, it
can be used to approve a null hypothesis that two data populations are drawn from the same
distribution to a certain required level of significance. On the other hand, failing to approve the
null hypothesis can be used to show that the two data populations arc from different
distributions.
[0023] In accordance with some embodiments a two-sample K-S test can be used to approve or
fail to approve the null hypothesis. This test can be referred to as a one dimensional (1D) test.
In the two-sample K-S test, a sequence of independent and identically distributed real-valued
data samples z,, z,, ... , zy with the underlying cumulative distribution function (CDF) F(z) can
be observed when one or more primary tranéceivers may or may not be transmitting. For
example, these data samples can be observed in [Q data 124 by hardware processor 122.
Another independent and identically distributed sequence of noise samples &, &, ... , {y, With
the underlying CDF Fy(&) can also be observed when all transceivers are known to not be
transmitting. For example, these data samples can also be observed in 1Q data 124 by hardware
processor 122. The null hypothesis to be tested is: |

Hy:  Fy=Fy. 3)
[0024] In some embodiments, in performing the K-S test, hardware processor 122 can form the
empirical CDF £, from M (e.g., 50) observed signal samples z;, zz, ... , zy using the following

equation (4):

Fi(z) 2 2, (2, < 2), (4)
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where [ () is the indicator function, which equals one if the input is true (e.g., the amplitude, the
quadrature, or any other suitable characteristic of the samples z, is less than or equal to a certain
threshold z) and equals zero otherwise.
[0025] Hardware processor 122 can also form the empirical CDF £y from M) (e.g., 100)
observed noise samples &y, &, ... , {y, using the following equation (5):

Fo(§) £ - Zn2 1En < O). S ()
[0026] In some embodiments, the largest absolute difference between the two CDFs can be
used as a goodness-of-fit statistic as shown in equation (6):

D & SRIF, (W) — Fo(W)l. (6)
In some embodiments, this difference can be calculated by hardware processor 122 using
equation (7):

D 2 max;|Fy(wy) — Fo(wy)), ™
for some uniformly sampled points {w;}. |
[0027] In some embodiments, the hardware processor 122 can calculate the significance level

@ of the observed. value D using equation (8):

F 2 = v Qi p
a2pP(D>D)=Q ([\/'A? +0.12 + ﬁ} D), (8)
with  Q(x) 2 2 Zjay (-1 e 72, 9)
where M is the equivalent sample size, given by:
o~ MM :
M= g (10)

Note that Q(°) is a monotonically decreasing function with Q(0) = 1 and Q(oc) = 0.

[0028] Insome embodiments, the hardware processor 122 can reject the hypothesis Ho at a
significance level a if & = P(D > 5) < a. Thesignificance level a is an input of the K-S test to
specify the false alarm probability under the null hypothesis, i.c.,

a £ P(D = t|H,), (1
where 1 is a threshold value, that can be obtained given a level of significance a by solving
equation (8) and (11) for t.

[0029] Note that the relatidnship of critical value t and the signiﬁcancé level a can depend on

cquivalent sample size M.
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[0030] Hence given a, Hy is accepted, i.e., Fy = Fy, if D < 1; and otherwise Hy is rejected, i.e.,
Fi1# Fo. '
[0031] Because the signals in equation (1) are complex-valued, the corresponding distributions
are two-dimensional (2D). Accordingly, in accordance with some embodiments, a two-
dimensional K-S test can additionally or alternatively be used to approve or fail to approve the
null hypothesis.
[0032] Consider a sequence of 2D real-valued data samples (i, V1), ..., (4 vy). In the 2D K-S
test, the CDFs for all four quadrants (I, 11, 111, and IV) of the 2D planc can be examined by the
hardware processor as follows:

Fl(u,v) £ P(U <u,V <v);

Fl'(u,v) 2 P(U>u,V<v;

F''(u,v) 2 P(U > u,V > v);and

FV(u,v) 2 P(U<uwV >v). (12)
[0033] In some embodiments, the hardware processor can calculate the four empirical CDFs
for the-four quadrants using all possible combinations of the 2D data samples. For example, the

first quadrant empirical CDF can be calculated using equations (13):
Fiu,v) = ;;?z(i,j)E{L...,M}x[1,‘..,M} I(u; < w(v; < v);
Fl'(u,v) = ﬁlz'Z(i,j)e{l,‘..,M]x{l,....M}H(ui > u)l(v; < v);
Fl'(u,v) = ;1;Z(i.j)e(1,....M}x(1,.....w1 I(u; > w)l(v; > v); and

FV(u,v) = Z(z;)e{l MIx(1... my 1(u; < WI(y; > v). (13)
[0034] - In some embodiments, the hardware processor can use the 2D samples directly, rather
than using all possible combinations, for forming the empirical CDFs as follows using equations
(14): '

ﬁll(u, v) = Zn 10y < u)l](vj <),

Fl'(u,v) = TW-Z,",":I I(u; > w)l(y; < v);

Fi'(u,v) =';; M1 I(u; > u)l(v; > v); and

Pl (u,v) = — BN, 1w < w)I(y; > D). (14)
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[0035] In some embodiments, the largest absolute difference between the empirical CDFs
among all four quadrants under fy and H, can be calculated as follows:
D = maxgeq i im.v) MaXycnen | R (Un, V) = Fy (Up, vn)| (15)
As in the 1D test, for a given significance level a or a threshold value 1, using D in equation (15),
the hardware processor can then test to approve or disapprove the hypothesis Hy.
[0036] Tuming to FIG. 2, an example process 200 for detcrmining whether a primary
transceiver is using a radio channel that can-be implemented by hardware processor 122 in
accordance with some embodiments is shown.
[0037] As described above, this process uses empirical cumulative distribution function (CDF)
calculations based on decision statistics {z,}. Any suitable decision statistics can be used to
calculate the CDFs. For example, in some embodiments, because the received signals in (1) and
(2) are complex-valued, the decision statistics {z,} can be formed based on any of various
combinations a signal characteristic (e.g., signal amplitude, signal quadratﬁre, etc.) and a K-S
detector dimensionality (c.g., one dimension (1D), two dimensions (2D), etc.). For example, in
some embodiments, the decision statistics can be formed based on a magnitude-based, 1D K-S
detector from M received signal vectors {y[n],n=1,...,M}, so that M-N, decision statistics can be
obtained as:
Zn-vywr+j = |Yj[00]J=1, o, N n=l, o, M (16)
As another example, in some embodiments, the decision statistics can be formed based on a
quadrature-based, 1D K-S detector from M received signal vectors {y[n],n=1,...,M}, so that
2-M-N, decision statistics can be obtained as:
Zypn-nyn,+j) = RN Zagn-pyne+er = Syinlh =t o Nge=l o Mo (17)
As yet another example, in some embodiments, the decision statistics can be formed based on a
quadrature-based, 2D K-S detector from M feceived signal vectors {y[n],n=1,...,.M}, so that M"N;
decision statistic pairs can be obtained as:
Znetymysj = R{y; 01} S0, =1, o Ny =1, ., M. (18)
[0038] As illustrated, after process 200 begins at 202, hardware processor 122 can obtain noise
statistics by collecting Mp noise-only sample vectors {v[n], n=1,...,My} and form the
corresponding decision statistics (e.g., amplitude or quadraturé statistics) {&,} at 204. These

noise-only samples can be collected in any suitable manner and any suitable number of samples



WO 2012/079080 PCT/US2011/064434

can be collected. For example, these samples may be collected from IQ data 124 at a time when
it is known that no primary transceiver is using the radio channel.

[0039] Then, at 206, the hardware processor can then compute the empirical 1D or 2D noise
empirical CDF F, as described above. '

[0040] Next, hardware processor 122 can collect M received si gnal sample vectors
{y[n),n=1,...,M} and form the corresponding decision statistics (e.g., amplitude or quadrature
statistics) {z,} at 208. These signal samples can be collected in any suitable manner and any
suitablc number of samplcs can be collected. For example, these samples may be collected from
1Q data 124 at a time when a primary transceiver may or méy not be using the radio channel.
[0041] The hardware processor can then compute the empiﬁcal ID or 2D cdf F,, as described
above, at 210.

[0042] At 212, hardware processor 122 can next compute the maximum difference Din

equation (7), and the threshold t based on the given false alarm rate a using equation (8) and

equation (11), as described above. If D > 1, then the hardware processor can determine at 214
that a primary transceiver is using the radio channel and prevent secondary transceiver 112 from
transmitting on the channcl at 216. Otherwi-se, the hardware processor 122 can determine at 214
that no primary transceiver is using the radio channel and cause the secondary transceiver to
transmit on the channel at 218. After 216 or 218, process 200 can terminate at 220.

[0043] It should be understood that some of the above steps of the flow diagram of FIG. 2 can
be exccuted or performed in an order or sequence other than the order and sequence shown and
described in the figure. Also, some of the above steps of the flow diagram of FIG. 2 may be
executed or performed well in advance of other steps, or may be executed or performed
substantially simultaneously or in parallel to reduce latency and processing times.

[0044] In accordance with some embodiments, instead of using a fixed number of samples for
each decision, a decision can be made based on a number of samples that varies based on
conditions. For example, in some embodiments, with each new detected sample, the empirical
CDF F| can be updated and the K-S statistic recvaluated. More particularly, for example, a
sequential K-S test can be formed by concatenating P K-S tests, starting with ¢ samples and
adding ¢ samples at each subsequent stage up to P stages, where P is the truncation point of the

test.
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[0045] FIG. 3 illustrates an example process 300 for determining whether a primary transceiver
is using a radio channel that can be implemented by hardware processor 122 in accordance with
some embodiments.

[0046] As shown, after process 300 begins at 302, hardware processor 122 can obtain noise
statistics by collecting My noise-only sample vectors {v[n], n=1,....Mo} and form the
corresponding decision statistics (c.g., amplitude or quadrature statistics) {&,,} at 304. These
noise-only samplcs can be collected in any suitable manner and any suitable number of samples
can be collected. For example, these samples may be collected from 1Q data 124 at a time when
it is known that no primary transceiver is using the radio channel.

[0047] Then, at 306, the hardware processor can then compute the empirical 1D or 2D noise
empirical CDF F, as described above. |

[0048] Next, hardware processor 122 can collect M=q received signal sample vectors
{y[n],n=1,...,M} and form the corresponding decision statistics (e.g., amplitude or quadrature
statistics) {z,} at 308. These signal samples can be collected in any suitable manner and any
suitable number of samples can be collected. For example, these samples may be collected from
1Q data 124 at a time when a primary transceiver may or may not be ﬁsing the radio channel.
[0049] The hardware processor can then compute the signal empirical 1D or 2D CDF Fi,as
described above, at 310.

[0050] At 312, hardware processor 122 can next compute the maximum difference Din
equation (7) and the threshold t using equation (8) and equation (11). However, unlike what is
described above wherein t is calculated based on the false alarm rate o of the overall single stage
test, here 1 is calculated based on the false alarm probability § of each stage of the P stage test
(by substituting o with 8 in equations (8) and (11)) in order to meet the overall falsc alarm rate a,

where S can be calculated using equation (19):

p=1-Y1-«a (19)
based on the overall false alarm rate « being represented by the following equation:
a=B+(IB A+ .+ (B f=1-0-H". (20)

[0051] If D > 1, then the hardware processor can determine at 314 that a primary transceiver is
using the radio channel and prevent secondary transceiver 112 from transmitting on the channel
at 316. Otherwise, hardware processor 122 can branch from 314 to 318 to determine whether to

truncate the test. The test may be truncated for any suitable reason. For example, in some

10
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embodiments, the test may be truncated after a certain number if loops, comparisons of the
largest absolute difference to the threshold, ete. If so, the processor can determine that no
primary transceiver is using the radio channel and cause the secondary transceiver to transmit on
the channel at 320. After 316 or 320, process 300 can terminate at 322.

[0052] It should be understood that some of the above steps of the flow diagram of FIG. 3 can
be executed or performed in an order or sequence other than the order and sequence shown and
described in the figure. Also, some of the above steps of the flow diagram of FIG. 3 may be
executed or performed well in advance of other steps, or may be executed or performed
sub'stantially simultancously or in parallel to reduce latency and processing times.

[0053] In some embodiments, any suitable computer rcadable media can be used for storing
instructions for performing the processes described herein, can be used as a content distribution
that stores content and a payload, etc. For example, in some embodiments, computer readable
media can be transitory or non-transitory. For example, non-fransiﬁory computer readable media
can include media such as magnetic media (such as hard disks, floppy disks, etc.), optical media
(such as compact discs, digital video discs, Blu-ray discs, etc.), semiconductor media (such as
flash memory, electrically programmable read only memory (EPROM), electrically erasable
programmable read only memory (EEPROM), ctc.), any suitablc media that is not flecting or
devoid of any semblance of permanence during transmission, and/or any suitable tangible media.
As another example, transitory computer readable media can include signals on networks, in
wires, conductors, optical fibers, circuits, any suitable media that is fleeting and devoid of any
semblance of permanence during transmission, and/or any suitable intangible media.

[0054] Although the invention has been described and illustrated in the foregoing illustrative
embodiments, it is understood that the present disclosure has been made only by way of
example, and that numerous changes in the details of implementation of the invention can be
made without departing from the spirit and scope of the invention, which is only limited by the
claims which follow. Features of the disclosed cmbodiments can be combined and rearranged in

various ways.
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What Is Claimed Is:
1. A method for detecting usage of a radio channcl comprising:

(a) collecting noise samples on the radio channel from a radio receiver;

(b) determining a noise empirical cumulative distribution function using a hardwarc
processor;

(¢) collecting signal samples on the radio channel from the radio receiver;

(d) determining a signal empirical cumulative distribution function using a hardware
processor;

(e) calculating a largest absolute difference between the noise empirical cumulative
distribution function and the signal empirical cumulative distribution function using a hardware
processor; and .

(f) determining that the radio channel is being used when the largest absolute difference

is greater than a threshold using a hardware processor.

2. The method of claim |, wherein the radio receiver is part of a transceiver.
3. The method of claim 1, wherein the radio channel is a MIMO channcl.
4, The method of claim 1, further comprising forming decision statistics for the noise

samplés and the signal samples based on amplitude characteristics.

5. The method of claim 1, further comprising forming decision statistics for the noise
samples and the signal samples based on quadrature characteristics.
6. The method of claim 1, further comprising repeating (c), (d), (¢), and (f) when the largest

absolute difference is not greater than a threshold using a hardware processor.

7. The method of claim 6, further comprising determining whether a given number of
comparisons of a largest absolute difference value to the threshold has been performed before

repeating (¢), (d), (¢), and (f).
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8. A system for detecting usage of a radio channel comprising:
a radio receiver; and
at least one hardware processor that:
(a) collects noisc samples on the radio channel from the radio recciver;
(b) determines a noise empirical cumulative distribution function;
(c) collects signal samples on the radio channel from the radio receiver;
(d) determines a signal empirical cumulative distribution function;
(e) calculates a largest absolute difference between the noise empirical cumulative
distribution function and the signal empirical cumulative distribution function; and
(f) determines that the radio channel is being used when the largest absolute

difference is greater than a threshold.
9. The system of claim 8, wherein the radio receiver is part of a transceiver.
.10. The system of claim 8, wherein the radio channel is a MIMO channel.

11.  The system of claim 8, wherein the at Icast onc hardwarc processor also forms decision

statistics for the noise samples and the signal samples based on amplitude characteristics.

12.  The system of claim 8, wherein the at least one hardware processor also forms decision

statistics for the noise samples and the signal samples based on quadrature characteristics.

13.  The system of claim 8, wherein the at least one hardware processor also repeats (c), (d),

(), and (f) when the largest absolute difference is not greater than a threshold.

14.  The system of claim 13, wherein the at lcast one hardware processor also determines
whether a given number of comparisons of a largest absolute difference value to the threshold

has been performed before repeating (c), (d), (e), and (f).
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15. A non-transitory computer-readable medium containing computer-executable instructions
that, when exccuted by a processor, cause the processor to perform a method for detecting usage
of a radio channel, the method comprising:

(a) collecting noise samples on the radio channel from a radio receiver;

(b) determining a noise empirical cumulative distribution function;

(c) collecting signal samples on the radio channel from the radio receiver;

(d) determining a signal empirical cumulative distribution function;

(e) calculating a largest absolute difference between the noise empirical cumulative
distribution function and the signal empirical cumulative distribution function; and

(f) determining that the radio channel is being used when the largest absolute difference

is greater than a threshold.

16.  The non-transitory computer-readable medium of claim 15, wherein the radio receiver is

part of a transceiver.

17.  The non-transitory computer-readable medium of claim 15, wherein the radio channel is

a MIMO channcl.

18.  The non-transitory computer-readable medium of claim 15, wherein the method further
comprises forming decision statistics for the noise samples and the signal samples based on

amplitude characteristics.

19.  The non-transitory computer-readable medium of claim 15, wherein the method further
comprises forming decision statistics for the noise samples and the signal samples based on

quadrature characteristics.
20.  The non-transitory computer-readable medium of claim 15, wherein the method further

comprises repeating (c), (d), (e), and (f) when the largest absolute difference is not greater than a
threshold.

14
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21."  The non-transitory ¢computer-readable medium of claim 20, wherein the method further
comprises determining whether a given number of comparisons of a largest absolute difference

value to the threshold has been performed before repeating (c), (d), (€), and (f).

15
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