Title: EFFICIENT ADDRESS-TO-Symbol TRANSLATION OF STACK TRACES IN SOFTWARE PROGRAMS

Abstract: The disclosed embodiments provide a system for processing data. During operation, the system obtains an attribute of a stack trace of a software program. Next, the system uses the attribute to select an address-translation instance from a set of address-translation instances for processing the stack trace. The system then provides the stack trace to the selected address-translation instance for use in translating a set of memory addresses in the stack trace into a set of symbols of instructions stored at the memory addresses.
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BACKGROUND

Field

[0001] The disclosed embodiments relate to stack traces for application debugging. More specifically, the disclosed embodiments relate to techniques for performing efficient address-to-symbol translation of stack traces in software programs.

Related Art

[0002] A stack trace of a software program is commonly generated in response to a crash, error, and/or other event in the software program. The stack trace may include a sequence of stack frames containing memory addresses of active subroutines at the time of the event. However, such memory addresses may not provide useful information to a developer attempting to debug or analyze the event. Instead, the memory addresses may be translated into symbols representing the instructions, such as names of methods or functions associated with the active subroutines.

[0003] During address-to-symbol translation of stack traces for a software program, a script may invoke a utility for each memory address in a stack trace of the software program. The utility may search a symbol file containing a set of mappings of memory addresses in a given build of the software program to symbols of instructions stored at the memory addresses. After locating the mapping of the memory address to a symbol in the symbol file, the utility may return the symbol, and the script may replace the memory address in the stack trace with the returned symbol. As a result, the performance of the utility and/or script may decrease as the number of stack traces and/or builds for the software program increase.
BRIEF DESCRIPTION OF THE FIGURES

[0004] FIG. 1 shows a schematic of a system in accordance with the disclosed embodiments.

[0005] FIG. 2 shows a system for processing a stack trace of a software program in accordance with the disclosed embodiments.

[0006] FIG. 3 shows an exemplary processing of a stack trace in accordance with the disclosed embodiments.

[0007] FIG. 4 shows a flowchart illustrating the processing of a stack trace of a software program in accordance with the disclosed embodiments.

[0008] FIG. 5 shows a flowchart illustrating the processing of a stack trace by an address-translation instance in accordance with the disclosed embodiments.

[0009] FIG. 6 shows a computer system in accordance with the disclosed embodiments.

[0010] In the figures, like reference numerals refer to the same figure elements.

DETAILED DESCRIPTION

[0011] The following description is presented to enable any person skilled in the art to make and use the embodiments, and is provided in the context of a particular application and its requirements. Various modifications to the disclosed embodiments will be readily apparent to those skilled in the art, and the general principles defined herein may be applied to other embodiments and applications without departing from the spirit and scope of the present disclosure. Thus, the present invention is not limited to the embodiments shown, but is to be accorded the widest scope consistent with the principles and features disclosed herein.

[0012] The data structures and code described in this detailed description are typically stored on a computer-readable storage medium, which may be any device or medium that can store code and/or data for use by a computer system. The computer-readable storage medium includes, but is not limited to, volatile memory, non-volatile memory, magnetic and optical storage devices such as disk drives, magnetic tape, CDs (compact discs), DVDs (digital versatile discs or digital video discs), or other media capable of storing code and/or data now known or later developed.

[0013] The methods and processes described in the detailed description section can be embodied as code and/or data, which can be stored in a computer-readable storage medium as described above. When a computer system reads and executes the code and/or data stored on the computer-readable storage medium, the computer system performs the methods and processes embodied as data structures and code and stored within the computer-readable storage medium.
[0014] Furthermore, methods and processes described herein can be included in hardware modules or apparatus. These modules or apparatus may include, but are not limited to, an application-specific integrated circuit (ASIC) chip, a field-programmable gate array (FPGA), a dedicated or shared processor that executes a particular software module or a piece of code at a particular time, and/or other programmable-logic devices now known or later developed. When the hardware modules or apparatus are activated, they perform the methods and processes included within them.

[0015] The disclosed embodiments provide a method, apparatus, and system for efficiently performing address-to-symbol translation of stack traces in software programs executed on electronic devices. As shown in FIG. 1, an address-translation system 112 may collect stack traces 114 of a software program 110 that executes on a number of electronic devices 102-108. For example, software program 110 may be a native application, mobile application, web application, operating system, virtual machine, database, middleware, and/or other type of software that executes using a call stack. In turn, electronic devices 102-108 may include personal computers (PCs), laptop computers, tablet computers, mobile phones, portable media players, workstations, gaming consoles, and/or other computing devices that are capable of executing software program 110 in one or more forms.

[0016] During execution of software program 110, electronic devices 102-108 may encounter errors, crashes, exceptions, and/or other events that trigger the generation of stack traces 114. For example, stack traces 114 may be included in crash reports, logged errors, and/or other records of events that occur during execution of software program 110 on the electronic devices. In turn, stack traces 114 may facilitate debugging and analysis related to the events. For example, each stack trace may contain a sequence of memory addresses 116 of subroutines that were active at the time at which an event occurred in the software program.

[0017] To facilitate a developer's understanding of stack traces 114, address-translation system 112 may translate memory addresses 116 in stack traces 114 into symbols 118 of instructions stored at the memory addresses. For example, address-translation system 112 may obtain mappings of memory addresses to function names for each build of software program 110. Address-translation system 112 may then use the mappings to replace memory addresses 116 in stack traces 114 with the function names of the corresponding instructions in software program 110. Moreover, address-translation system 112 may use a number of mechanisms to improve the speed and performance of such address-symbol translation, as described in further detail below.

[0018] FIG. 2 shows a system for processing a stack trace of a software program in accordance with the disclosed embodiments. More specifically, FIG. 2 shows an address-
translation system (e.g., address-translation system 112 of FIG. 1) that replaces memory addresses (e.g., memory address 1212, memory address x 214) in a stack trace 202 with symbols (e.g., symbols 228-230) of instructions stored at the memory addresses. The address-translation system includes a selection apparatus 204 and a number of address-translation instances (e.g., address-translation instance 1 206, address-translation instance y 208). Each of these components is described in further detail below.

[0019] Selection apparatus 204 may obtain stack trace 202 from a stack trace repository 234 such as a relational database, distributed filesystem, and/or other storage mechanism. Alternatively, selection apparatus 204 may obtain stack trace 202 from an event stream (not shown). For example, selection apparatus 204 may monitor an event stream containing records of crashes, errors, and/or other logged events in a software program (e.g., software program 110 of FIG. 1) for records containing stack traces related to the events. Each stack trace may include a series of stack frames from a call stack of the software program at the time at which an event that triggered the generation of the corresponding record occurred.

[0020] After a given stack trace (e.g., stack trace 202) is obtained by selection apparatus 204, the selection apparatus may generate a selection 222 of an address-translation instance (e.g., address-translation instance 1 206, address-translation instance y 208) for processing the stack trace. As shown in FIG. 2, selection 222 may be based on one or more attributes 218 of the stack trace and/or a number of instances 220 (e.g. number of address-translation instances) from which selection 222 can be made. More specifically, selection apparatus 204 may select address-translation instances for processing the stack traces by grouping the stack traces by attribute(s) 218. For example, attribute(s) 218 may include a unique identifier for a build of the software program, a platform of the software program, a binary name of a binary included in the build, and/or another value that can be used to partition or shard processing of stack frames across the address-translation instances.

[0021] To make selection 222, selection apparatus 204 may calculate a hash from attribute(s) 218 and number of instances 220 and use the hash to select an address-translation instance for processing the stack trace. For example, selection apparatus 204 may calculate the hash as the unique identifier for the build of the software program (e.g., a build number) modulo the number of address-translation instances. The hash may then be used as an index to identify one of the address-translation instances. Consequently, stack traces with the same build identifier may be assigned to the same address-translation instance.

[0022] After selection 222 is made for a given stack trace, the selected address-translation instance performs address-to-symbol translation of memory addresses in the stack trace. More
specifically, the address-translation instance may obtain a set of mappings (e.g., mappings 224-226) of memory addresses in the software program to symbols (e.g., symbols 228-230) of the corresponding instructions in the software program and use the mappings to replace each memory address in the stack trace with the symbol to which the memory address is mapped. For example, the address-translation instance may obtain a file containing mappings of memory addresses in a specific binary or build of the software program to symbols representing function names in the binary or build. Because the symbols contain human-readable data, such address-to-symbol translation may improve understanding and analysis of the stack trace by a developer and/or another user.

[0023] As shown in FIG. 2, the address-translation instances may obtain the mappings from a number of sources, including a binary store 236 and one or more fallback sources (e.g., fallback source 1 238, fallback source z 240). Moreover, the order in which the address-translation instances search the sources for the mappings may reflect the likelihood that each source contains a set of mappings for a given build. For example, each address-translation instance may search the sources for the mappings in decreasing order of likelihood of containing the mappings.

[0024] Binary store 236 may include binary versions of the software program, as well as mappings of memory addresses in each version to symbols of instructions stored at the memory addresses. For example, the binary store may include different builds of the software program, as well as symbol files containing mappings of memory addresses in the builds to symbols of instructions stored at the memory addresses. Each symbol file may be automatically generated during compilation of a binary file in the corresponding build. In turn, the symbol file may be uploaded to binary store 236 with and/or as a part of the build.

[0025] Because binary store 236 is presumed to contain symbol files for all builds of the software program, binary store 236 may represent a primary source of symbol files containing mappings of memory addresses to symbols for the software program. As a result, an address-translation instance may attempt to locate a set of mappings for a specific build in binary store 236 before searching the fallback sources for the mappings. For example, the address-translation instance may match a build number and/or other attribute 218 of a stack trace to a location of the set of mappings in binary store 236, such as a folder with a name that matches attribute 218. When the folder and/or a symbol file containing the set of mappings is not present in binary store 236, the address-translation instance may obtain the symbol file from a fallback source, such as a database containing custom builds of the software program and/or an archive database.
After obtaining a symbol file containing mappings of memory addresses to symbols for a given build, an address-translation instance may use the symbol file to replace the memory addresses in each stack trace of the build with the symbols to which the memory addresses are mapped. As a given mapping is retrieved from the symbol file, the address-translation instance may cache the mapping in memory and use the cached mapping to replace the same memory address in subsequent stack traces of the build with the symbol. By reading the mapping from memory instead of from the symbol file, the address-translation instance may increase the rate at which the memory addresses in the subsequent stack traces are translated into the symbols.

To further improve performance associated with address-to-symbol translation of stack traces from stack trace repository 234, each address-translation instance may process, in parallel, a number of stack traces for which the address-translation instance is selected. As discussed in further detail below with respect to FIG. 3, each address-translation instance may create a different thread to process stack traces for each binary and/or use a separate instance of a utility to translate the memory addresses into the symbols for each build.

By sharding processing of stack traces across multiple address-translation instances that handle discrete, non-overlapping subsets of stack traces, the system of FIG. 2 may provide efficient scaling of address-to-symbol translation of the stack traces. Additional performance improvements may be obtained by caching the mappings and parallelizing address-to-symbol translation at the address-translation instances, as described below.

Those skilled in the art will appreciate that the system of FIG. 2 may be implemented in a variety of ways. In particular, data repository 234, binary store 236, fallback sources, selection apparatus 204, and the address-translation instances may be provided by a single physical machine, multiple computer systems, one or more virtual machines, a grid, one or more databases, one or more filesystems, and/or a cloud computing system. Selection apparatus 204 and the address-translation instances may additionally be implemented together and/or separately by one or more hardware and/or software components and/or layers. For example, the address-translation instances may execute within separate applications, processes, virtual machines, and/or physical machines.

FIG. 3 shows an exemplary processing of stack trace 202 in accordance with the disclosed embodiments. As mentioned above, stack trace 202 may include memory addresses 302 of instructions that were executed prior to an event in a software program, such as a crash, exception, and/or error. For example, the stack trace may include stack frames in a call stack of the software program at the time at which the event occurred, with each stack frame containing a
position of the stack frame in the call set, an address of the corresponding instruction, and a binary name of the binary to which the instruction belongs. In other words, stack trace 202 may include information that can be used to debug and/or analyze the event.

[0031] Stack trace 202 may also include attribute 218, which is used to select an address-translation instance 310 for processing stack trace 202. Attribute 218 may identify a build of the software program, a name of the software program, a binary used in the software program, a platform of the software program, and/or another value that can be used to shard processing of stack traces across multiple address-translation instances. Moreover, attribute 218 may be selected so that the address-translation instances perform address-to-symbol translation of discrete, non-overlapping sets of stack frames in the stack traces. For example, attribute 218 may include the build and platform of the software program from which stack trace 202 was obtained to enable processing of stack trace 202 and other stack traces from the same build and platform by the same address-translation instance 310.

[0032] To select address-translation instance 310 based on attribute 218, a hash 304 may be calculated from attribute 218 and used as an index for selecting the address-translation instance. For example, a numeric representation of attribute 218 may be divided by the number of address-translation instances, and the remainder of the division may be matched to a numeric identifier for address-translation instance 310.

[0033] After address-translation instance 310 is selected for use in processing stack trace 202, address-translation instance 310 may obtain a symbol file 306 containing mappings 308 of some or all memory addresses 302 in stack trace 202 to symbols 316 of instructions stored at the memory addresses. For example, address-translation instance 310 may match attribute 218 to a location of symbol file 306 in a binary store (e.g., binary store 236 of FIG. 2), such as a directory name in the binary store. If symbol file 306 is not present in the binary store, address-translation instance 310 may obtain symbol file 306 from a fallback source such as a custom build repository and/or an archive repository. Address-translation instance 310 may then store symbol file 306 and/or other symbol files associated with attribute 218 and/or stack trace 202 in a local filesystem for subsequent retrieval and use.

[0034] Next, address-translation instance 310 may generate a set of groupings 318 of memory addresses 302 and use a number of threads 314 to process groupings 318. For example, the address-translation instance may group the memory addresses by binary name and use a separate thread to replace a subset of memory addresses 302 for each binary name with a subset of symbols 316 of instructions stored at the subset of memory addresses. As a result, address-translation instance 310 may parallelize processing of stack traces and/or groupings 318 of
memory addresses in the stack traces, which may allow memory addresses in the stack traces to be translated into symbols more quickly than if stack frames in the stack traces were processed sequentially.

[0035] During processing of groupings 318, threads 314 may initially check an in-memory cache 320 for mappings 308 associated with the groupings. For example, each thread may use a binary name, build number, and memory address in stack trace 202 as a key to a mapping in cache 320. If the mapping is found in cache 320, the thread may replace the memory address in stack trace 202 with the symbol to which the memory address is mapped from cache 320.

[0036] If a thread cannot find a given mapping associated with a given memory address in cache 320, the thread may invoke a utility 322 to retrieve the mapping from a symbol file for the binary name and build number, such as symbol file 306. For example, the thread may pass a path to the symbol file and the memory address to the utility, and the utility may return the symbol to which the memory address is mapped in the symbol file. The thread may replace the memory address in stack trace 202 with the symbol and store the mapping in cache 320 so that address-to-symbol translation of subsequent stack frames associated with the same memory address, build number, and binary name can be performed without re-invoking the utility. Because such subsequent stack frames may share the same attribute 218, the subsequent stack frames may also be directed to address-translation instance 310, thus increasing the use of cache 320 in processing the subsequent stack frames and decreasing lookup of mappings in symbol files by utility 322.

[0037] To further improve retrieval of symbols 316 from symbol file 306 and/or other symbol files by utility 322, each thread may maintain a running instance of the utility for each binary or symbol file containing mappings 308 for which the thread is responsible. In turn, the running instance may return the symbols in the mappings more quickly than if utility 322 were invoked and terminated every time the thread required a lookup of a symbol from the symbol file.

[0038] FIG. 4 shows a flowchart illustrating the processing of a stack trace of a software program in accordance with the disclosed embodiments. In one or more embodiments, one or more of the steps may be omitted, repeated, and/or performed in a different order. Accordingly, the specific arrangement of steps shown in FIG. 4 should not be construed as limiting the scope of the embodiments.

[0039] Initially, an attribute of a stack trace of a software program is obtained (operation 402). The attribute may include an identifier for a build of the software program, a platform of the software program, a name of the software program, an error type, and/or another characteristic of the execution environment from which the stack trace was obtained.
[0040] Next, the attribute is used to select an address-translation instance for processing the stack trace from a set of address-translation instances (operation 404). For example, a hash may be calculated from the attribute and used as an index to a specific address-translation instance. The hash and/or number of address-translation instances may be adjusted to scale processing by the address-translation instances to the number of stack traces and/or builds of the software program. The stack trace is then provided to the selected address-translation instance (operation 406) for use in translating a set of memory addresses in the stack trace into a set of symbols of instructions stored at the memory addresses, as described in further detail below with respect to FIG. 5.

[0041] FIG. 5 shows a flowchart illustrating the processing of a stack trace by an address-translation instance in accordance with the disclosed embodiments. In one or more embodiments, one or more of the steps may be omitted, repeated, and/or performed in a different order. Accordingly, the specific arrangement of steps shown in FIG. 5 should not be construed as limiting the scope of the embodiments.

[0042] First, a set of mappings of memory addresses in a software program to symbols of instructions stored at the memory addresses is obtained (operation 502). The mappings may be included in a symbol file that is generated with a build of the software program. For example, the symbol file may map memory addresses of one or more binaries in the software program to function names of functions stored at the memory addresses. The symbol file may be obtained by matching an attribute of the stack trace (e.g., a build number) to a location of the set of mappings in a binary store (e.g., a directory in the binary store with a name that matches the build number) and retrieving the symbol file from the location. When the symbol file is not present in the binary store, the mappings may be obtained from a fallback source such as a custom build repository and/or an archive repository.

[0043] Next, a memory address is obtained from the stack trace (operation 504). For example, the memory address may be included in a stack frame of the stack trace, along with a position of the stack frame in the stack trace and a binary name of a binary to which the instruction stored at the memory address belongs. The memory address may then be processed based on the availability of a cached mapping (operation 506) of the memory address to a symbol of the instruction. If the cached mapping is available, the cached mapping is used to replace the memory address with the symbol (operation 508). For example, the memory address, a binary name, and a build number associated with the stack trace may be used as a key to the cached mapping, and the key may be used to retrieve the symbol from the cached mapping.
[0044] If the cached mapping is not available, a symbol file is used to replace the memory address with the symbol for the corresponding instruction (operation 510), and the mapping of the memory address to the symbol is cached (operation 512). For example, a utility may be invoked with a path to the symbol file and the memory address, and the symbol may be obtained in response to the invocation. The memory address, binary name, and build number associated with the stack trace may then be mapped to the symbol in memory for subsequent use by the address-translation instance.

[0045] The address-translation instance may perform address-to-symbol translation for remaining memory addresses (operation 514) in the stack trace. Each memory address in the stack trace is obtained (operation 504) and replaced with a symbol from a cached mapping of the memory address to a symbol (operations 506-508), or from a symbol file containing a mapping of the memory address to the symbol (operation 510). Once the mapping is obtained from the symbol file, the mapping may be cached (operation 512) to expedite subsequent translation of the memory address into the symbol. The address-translation instance may further improve processing of the stack trace and other stack traces by processing groupings of memory addresses in the stack traces in parallel, as discussed above.

[0046] FIG. 6 shows a computer system 600 in accordance with an embodiment. Computer system 600 includes a processor 602, memory 604, storage 606, and/or other components found in electronic computing devices. Processor 602 may support parallel processing and/or multi-threaded operation with other processors in computer system 600. Computer system 600 may also include input/output (I/O) devices such as a keyboard 608, a mouse 610, and a display 612.

[0047] Computer system 600 may include functionality to execute various components of the present embodiments. In particular, computer system 600 may include an operating system (not shown) that coordinates the use of hardware and software resources on computer system 600, as well as one or more applications that perform specialized tasks for the user. To perform tasks for the user, applications may obtain the use of hardware resources on computer system 600 from the operating system, as well as interact with the user through a hardware and/or software framework provided by the operating system.

[0048] In one or more embodiments, computer system 600 provides a system for performing efficient address-to-symbol translation for application stack traces. The system may include a selection apparatus that obtains an attribute of a stack trace of a software program and uses the attribute to select an address-translation instance from a set of address-translation instances for processing the stack trace. Next, the selection apparatus provides the stack trace to
the selected address-translation instance for use in translating a set of memory addresses in the
stack trace into a set of symbols of instructions stored at the memory addresses.

[0049] The system may also include the selected address-translation instance. The address-translation instance may obtain one or more symbol files containing a set of mappings of the memory addresses in the software program to the symbols of the instructions stored at the memory addresses. Next, the address-translation instance may use the set of mappings to replace the memory addresses in the stack trace with the symbols. After a given mapping is retrieved from a symbol file, the address-translation instance may cache the mapping and use the cached mapping to replace the memory address with the symbol in a subsequent stack trace of the software program. The address-translation instance may further process one or more stack traces in parallel with the stack trace.

[0050] In addition, one or more components of computer system 600 may be remotely located and connected to the other components over a network. Portions of the present embodiments (e.g., selection apparatus, address-translation instances, stack trace repository, binary store, fallback sources, etc.) may also be located on different nodes of a distributed system that implements the embodiments. For example, the present embodiments may be implemented using a cloud computing system that performs address-to-symbol translation of stack traces from a set of remote software programs.

[0051] The foregoing descriptions of various embodiments have been presented only for purposes of illustration and description. They are not intended to be exhaustive or to limit the present invention to the forms disclosed. Accordingly, many modifications and variations will be apparent to practitioners skilled in the art. Additionally, the above disclosure is not intended to limit the present invention.
What I s Claimed Is:

1. A method, comprising:
   obtaining an attribute of a stack trace of a software program;
   using the attribute to select, by a computer system, an address-translation instance from a
   set of address-translation instances for processing the stack trace; and
   providing the stack trace to the selected address-translation instance for use in translating
   a set of memory addresses in the stack trace into a set of symbols of instructions stored at the
   memory addresses.

2. The method of claim 1, further comprising:
   processing the stack trace, by the selected address-translation instance, by:
   obtaining a set of mappings of the memory addresses in the software program to
   the symbols of the instructions stored at the memory addresses; and
   using the set of mappings to replace the memory addresses in the stack trace with the
   symbols.

3. The method of claim 2, wherein the selected address-translation instance further
   processes the stack trace by:
   for each memory address in the stack trace, caching a mapping of the memory address to a
   symbol of a corresponding instruction; and
   using the cached mapping to replace the memory address with the symbol in a subsequent
   stack trace of the software program.

4. The method of claim 3, wherein using the cached mapping to replace the memory
   address in the subsequent stack trace with the symbol comprises:
   matching the memory address, a binary name, and a build number associated with the
   subsequent stack trace to the symbol in the cached mapping.

5. The method of any of claims 2 to 4, further comprising:
   processing, by the selected address-translation instance, one or more additional stack
   traces in parallel with the stack trace.
6. The method of claim 5, wherein processing the one or more additional stack traces in parallel with the stack trace comprises:
   using a separate instance of a utility for translating the memory addresses into the symbols for each of one or more symbol files comprising the set of mappings of the memory addresses to the symbols.

7. The method of claim 5, wherein processing the one or more additional stack traces in parallel with the stack trace comprises:
   using a separate thread to replace a subset of the memory addresses from a binary in the software program with a subset of the symbols of the corresponding instructions stored at the subset of the memory addresses.

8. The method of claim 2, wherein obtaining the set of mappings of the memory addresses to the symbols comprises:
   matching the attribute to a location of the set of mappings in a binary store; and when the set of mappings is not present in the binary store, obtaining the set of mappings from a fallback source.

9. The method of any preceding claim, wherein using the attribute to select the address-translation instance from the set of address-translation instances for processing the stack trace comprises:
   calculating a hash from the attribute; and
   using the hash to select the address-translation instance for processing the stack trace.

10. The method of any preceding claim, wherein the attribute comprises an identifier for a build of the software program.

11. A non-transitory computer-readable medium storing instructions that, when executed by a processor, cause the process to perform a method of any preceding claim.

12. An apparatus, comprising:
   one or more processors; and
   memory storing instructions that, when executed by the one or more processors, cause the apparatus to:
obtain an attribute of a stack trace of a software program;
use the attribute to select an address-translation instance from a set of address-
translation instances for processing the stack trace; and
provide the stack trace to the selected address-translation instance for use in
translating a set of memory addresses in the stack trace into a set of symbols of
instructions stored at the memory addresses.

13. The apparatus of claim 12, wherein the memory further stores instructions that,
when executed by the one or more processors, cause the apparatus to:
process the stack trace, by the selected address-translation instance, by:

obtaining a set of mappings of the memory addresses in the software program to
the symbols of the instructions stored at the memory addresses; and
use the set of mappings to replace the memory addresses in the stack trace with the
symbols.

14. The apparatus of claim 13, wherein the memory further stores instructions that,
when executed by the one or more processors, cause the apparatus to, on the selected address-
translation instance:

for each memory address in the stack trace, cache a mapping of the memory address to a
symbol of a corresponding instruction; and
use the cached mapping to replace the memory address with the symbol in a subsequent
stack trace of the software program.

15. The apparatus of claim 14, wherein using the cached mapping to replace the
memory address in the subsequent stack trace with the symbol comprises:

matching the memory address, a binary name, and a build number associated with the
subsequent stack trace to the symbol in the cached mapping.

16. The apparatus of any of claims 13 to 15, wherein the memory further stores
instructions that, when executed by the one or more processors, cause the apparatus to, on the
selected address-translation instance:

process one or more additional stack traces in parallel with the stack trace.
17. The apparatus of claim 16, wherein processing the one or more additional stack traces in parallel with the stack trace comprises:
   using a separate instance of a utility for translating the memory addresses into the symbols for each of one or more symbol files comprising the set of mappings of the memory addresses to the symbols.

18. The apparatus of claim 16, wherein processing the one or more additional stack traces in parallel with the stack trace comprises:
   using a separate thread to replace a subset of the memory addresses from a binary in the software program with a subset of the symbols of the corresponding instructions stored at the subset of the memory addresses.

19. The apparatus of claim 13, wherein obtaining the set of mappings of the memory addresses to the symbols comprises:
   matching the attribute to a location of the set of mappings in a binary store; and
   when the set of mappings is not present in the binary store, obtaining the mapping from a fallback source.

20. The apparatus of claim 12, wherein using the attribute to select the address-translation instance from the set of address-translation instances for processing the stack trace comprises:
   calculating a hash from the attribute; and
   using the hash to select the address-translation instance for processing the stack trace.

21. A system, comprising:
   one or more processors; and
   a selection module comprising a non-transitory computer-readable medium comprising instructions that, when executed by the one or more processors, cause the system to:
   obtain an attribute of a stack trace of a software program;
   use the attribute to select an address-translation instance from a set of address-translation instances for processing the stack trace; and
   provide the stack trace to the selected address-translation instance for use in translating a set of memory addresses in the stack trace into a set of symbols of instructions stored at the memory addresses.
22. The system of claim 21, wherein the selected address-translation instance comprises a non-transitory computer-readable medium comprising instructions that, when executed by the one or more processors, cause the system to:

obtain a set of mappings of the memory addresses in the software program to the symbols of the instructions stored at the memory addresses; and

use the set of mappings to replace the memory addresses in the stack trace with the symbols.
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