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ATM TELECOMMUNICATIONS SYSTEMS 
AND METHOD FOR ROUTING NARROW 

BAND TRAFFIC 

Matter enclosed in heavy brackets appears in the 5 
original patent but forms no part of this reissue specifica 
tion; matter printed in italics indicates the additions 
made by reissue. 

TELECOMMUNICATIONS SYSTEM 10 

More than one reissue application has been filed for the 
reissue of U.S. Pat. No. 6,519,257. The reissue application 
Ser: Nos. are: 1 1/759,494; 1 1/759,508; 1 1/759,481, and 
II/055,787. Application Ser: Nos. 1 1/757,494 and 1 1/759, 
508 are divisional applications of parent reissue application 15 
Ser: Nos. 1 1/055,787 and 1 1/759,481 is a continuation of 
parent reissue application Ser: No. 1 1/055,787. 

This invention relates to digital communications systems 
and in particular to systems embodying asynchronous trans 
fer mode (ATM) technology. 2O 

BACKGROUND OF THE INVENTION 

The asynchronous transfer mode (ATM) technology is a 
flexible form of transmission which allows any type of ser 
vice traffic, voice, video or data, to be multiplexed together 
on to a common means of transmission. In order for this to 
be realised, the service traffic must first be adapted typically 
into 53 byte cells comprising 5 byte headers and 48 byte 
payloads such that the original traffic can be reconstituted at 
the far end of an ATM network. This form of adaptation is 
performed in the ATM adaptation layer (AAL). 
A discussion of ATM adaptation of narrow band traffic is 

given in specification No GB-A-2,290,433 (EP 941 1944) 
which describes a system and method in which an adaptive 
virtual junctor is used to adapt an ATM switch to perform a 
narrow band e.g. 64 kb/s, Switching function whereby to 
carry narrow band services on a broadband network 
AS telecommunications networks increase in complexity 

and carry increasing Volumes of traffic, the current proce- 40 
dures for setting up connections between Subscribers are 
limiting the performance of these networks. In particular, 
congestion may be caused by attempting to connect to a 
Subscriber who is already busy, or by attempting to choose a 
route through an already congested part of the network. Thus as 
equipment and resources can be wasted in attempts to set up 
calls which cannot be completed. A further problem is that 
of Scalability. As the network expands to accommodate 
increased traffic and a larger number of subscribers, there is 
an increasing need to facilitate integration of new equipment so 
into an existing network without simply increasing the con 
gestion problem. 

SUMMARY OF THE INVENTION 

The object of the invention is to minimise or to overcome ss 
these disadvantages. 

According to one aspect of the present invention there is 
provided a distributed telecommunications exchange system 
having independent call routing and connection control for 
setting up connections across the system. 60 

According to another aspect of the invention there is pro 
vided a telecommunications system, including an asynchro 
nous transfer mode (ATM) network, and a plurality of adap 
tive grooming routers (AGR) coupled to the network, 
wherein the AGRS comprise a group adapted to function as a 65 
single distributed or virtual transit exchange whereby in use 
to set up narrow band connections across the ATM network. 

25 

30 

35 

2 
According to one aspect of the present invention there is 

provided a distributed telecommunications exchange system 
having means for determining the current status of the sys 
tem whereby to effect routing of narrow band traffic across 
the system. 

According to another aspect of the invention there is pro 
vided a method of communicating resource availability to 
maintain performance of a distributed exchange system 
under overload conditions. 

According to a further aspect of the invention there is 
provided a method of routing telecommunications traffic in a 
system including an asynchronous transfer mode (ATM) net 
work having uncommitted bandwidth, and a plurality of 
adaptive grooming routers (AGR) coupled to the ATM 
network, which AGRS comprise a group adapted to function 
as a virtual transit exchange whose fabric and control are 
distributed over the group, the method including determin 
ing the current system status whereby to set up narrow band 
connections across the ATM network based on that status 
determination. 
The technique provides for the separation of call routing 

and connection control together with the advertising of the 
system status. This ensures a wide range of Scaleability so 
that the application of dynamic trunking technology pro 
vides scaleability in a traffic sense. Further, the separation of 
call routing and connection control provides a distributed 
computing environment which is scaleable and managed by 
this advertisement resource. Because the distributed 
exchange manages its own internal traffic, effectively it pro 
vides means for balancing that traffic to the fabric and makes 
its own internal routing decisions. 

Reference is here directed to our co-pending United King 
dom patent applications Nos. 9410294.4, 9410295.1, 
941 1944.0 and 9502552.4 which relate to arrangements and 
methods for handling narrow band traffic in an ATM com 
munications network. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Embodiments of the invention will now be described with 
reference to the accompanying drawings in which: 

FIG. 1 illustrates an AGR network system that is the pre 
ferred embodiment of a large distributed exchange system; 

FIG. 2 illustrates signalling separation in the network of 
FIG. 1: 
FIG.3 illustrates the provision of advanced services in the 

network of FIG. 1; 
FIG. 4 illustrates the principle of dual homing and diverse 

path routing external narrow-band exchanges to the distrib 
uted exchange system; 

FIG. 5 illustrates the connection of the large distributed 
exchange to a hierarchy of narrow-band exchanges; 

FIG. 6 illustrates an overview of handling a connection 
set-up request and the roles of call routing, connection con 
trol and Voice-path connection termed wormholes; 

FIG. 7 illustrates the principle of using existing N-ISUP 
signalling as the means for routing calls across the distrib 
uted exchange system at the Call Routing layer, 

FIG. 8 illustrates the principle of controlling routing and 
congestion in the Call Routing and Connection Control lay 
ers; 

FIG. 9 shows a AGR protocol stack for the network of 
FIG. 1: 

FIG. 10 illustrates a means for specifying a speech path 
across the distributed exchange system; 
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FIG. 11 illustrates the functional topology of the physi 
cally distributed exchange system; 

FIG. 12 illustrates an arrangement for determining avail 
able trunk capacity on a Virtual Trunk Route (VTR): 

FIG. 13 illustrates an arrangement for determining a Vir 
tual Trunk Groups (VTG) capacity: 

FIG. 14 illustrates an arrangement for advertising conges 
tion on a remote node's VTG in the distributed exchange 
system; 

FIG. 15 illustrates an arrangement for advertising conges 
tion on a remote node's VTR in the distributed exchange 
system; 

FIG. 16 illustrates an extension of the arrangement of 
FIG. 13 for specifying available voice band processor capac 
ity; 

FIG. 17 illustrates a preferred signalling process to create 
a speech path between AVJs in the network of FIG. 1; 

FIG. 18 illustrates the information content required to 
establish or remove a narrow-band connection; 

FIG. 19 illustrates a method for tracing a narrow-band 
connection through the large distributed exchange from a 
trunk circuit; and 

FIG. 20 illustrates the overall protocol for establishing a 
connection end to end in the layers Call Routing and Con 
nection Control and at physical layers; 

DESCRIPTION OF PREFERRED EMBODIMENT 

Referring first to FIG. 1, this depicts the functional archi 
tecture of the Adaptive Grooming Router (AGR) network 
system. The AGR works on the principle of a single fabric 
switch (SFS) incorporating a novel device an adaptive vir 
tual junctor (AVJ), that adapts narrow-band traffic to and 
from the ATM adaptation layer e.g. (AAL-1), and also pro 
vides the means to time Switch narrow-band channels. Using 
a standard ATM switching fabric, the AVJ allows a fully 
Scalable narrow-band exchange to be built, by communicat 
ing through the Switch fabric using a fully interconnected 
mesh of dynamically sized trunk groups or virtual channel 
junctors (VCJ), which gives a non-blocking space Switching 
performance. The AGR extends the scale of this principle to 
the wide area by using dynamically sized Virtual Trunk 
Groups VTGs to construct a fully interconnected mesh of 
AGRS that can dynamically adapt to the community-of 
interest in the wide area network. The network of AGRs is 
termed an AGR network system, and functions as a large 
distributed narrow-band exchange, that at a minimum can 
replace a single transit exchange, and at a maximum replace 
the existing trunk/transit layers of an hierarchical narrow 
band exchange network. The term Adaptive Grooming 
Router (AGR) is used since the node grooms traffic to/from 
local exchanges according to instantaneous demand for a 
trunk/transit connection. The VCJs and VTGs function on 
the principle of dynamic structured data transfer (DSDT) to 
provide a end-to-end narrow-band connection capability, 
and the ability to perform path tracing. 
The capacity of a single AGR node is dependent on the 

size of the host ATM Switch, the number of connected AVJ 
devices and the capacity of the AVJ device itself. Further, the 
AVJ device can be dedicated to perform either a trunking 
function (termination of synchronous narrow-band circuits) 
or a grooming function (generation of traffic groups for 
transmission across the WAN) equivalent to a tandem 
switching function of NB networks. Therefore both the over 
all capacity of the node and the mix of traffic (intra and inter 
node) can be dimensioned according to need. For example, 
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4 
consider a node built using 8,000 channel AVJ devices, 
hosted to a 10 Gb/s ATM switch. A total of 11 fully intercon 
nected AVJ devices with four dedicated to trunking and 7 to 
grooming yields node with a total of 70,000 circuits (32,000 
TDM trunks and 28,000 WAN trunks). In this configuration 
the node can terminate up to 28,000 Erlangs of traffic from 
the synchronous local exchange network with over 80% of 
this traffic capable of being carried across the WAN. If 
however, the amount of WAN traffic is less, then one or more 
of the grooming AVJ devices could be sacrificed for a further 
trunking AVJ thus increasing the amount of synchronous 
trunking capacity. 

For AGR network resilience, a minimum of two VTGs 
will interconnect all of the nodes within a network. The 
capacity of the routes can be dimensioned according to the 
communication demand—high capacity VTGs connecting 
high traffic routes, 47 trunks and up and low capacity VTGs 
connecting low demand routes 6-46 trunks. In this manner 
the overall grooming capacity of a node can be flexibly 
dimensioned to connect to either a very large number of 
nodes (with modest traffic on each route) or to a lower num 
ber of nodes (but with a large amount of inter-nodal traffic or 
a mix of both. As an example, consider the node described 
above, with 28,000 inter-nodal trunks. In one configuration 
this could support 178 similar nodes each node intercon 
nected by two VTGs with an average capacity of 80 trunks 
(the capacities of the individual VTGs can of course dynami 
cally increase and decrease according to demand). In this 
manner a network capacity of over 5,000,000 narrow-band 
trunks can be supported with over 80% of this traffic able to 
traverse the WAN at any one time. 

FIG. 1 also shows the manner in which the AGR node 
provides e.g. N-ISDN SS7 signalling capability and call 
routing. 
The arrangement provides a means for establishing, main 

taining and removing connections in an AGR network. The 
AGR network system is controlled from a proxy call routing 
server in an ATM network to provide new services to users in 
the network, Stemming directly from the aforementioned 
separation of call routing from connection control which is 
illustrated in FIG. 2 which illustrates the manner in which 
adaptating signalling physical layers to ATM allows evolu 
tion from STP based signalling to signalling as an ATM 
network service. 
FIG.3 illustrates the principle of an AGRNS that provides 

a connection engine, controlling narrow-band connections 
between endpoints specified by the local Call Routing 
subsystem, or by a proxy server. Therefore the proxy server 
may implement signalling systems that go beyond the capa 
bilities of the N-ISDN SS7 signalling subsystem in the AGR 
node, and provide for example multimedia services and con 
trol the point-to-multipoint hardware capability of the AGR. 
In the example illustrated, the D channels of ISDN Primary 
Rate Access are routed to a frame processor located in the 
ATM network, accessed by a Virtual Channel Connection. 
The frame processor takes HDLC frames and adapts them 
to/from AAL-5. The D channels may carry HDLC frames 
that are adapted to the broadband MTP-2 protocol Signalling 
ATM Adaptation Layer (SAAL) and then routed to the proxy 
server. The HDLC frames may contain any layer 3 or higher 
layer of the OSI model as signalling messages for direct 
interpretation by the software within the proxy server. These 
messages are translated into commands that use the Applica 
tions Interface of the connection control of the AGR node or 
are formed into SS7 messages or any other suitable proxy 
signalling protocol that can be interpreted by the Connection 
Control layer of the AGR software to instruct it to control 
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narrow-band connections between specified endpoints. By 
separating the service aspect from the connection aspect in 
this manner, new services may be made available in the net 
work. 

Referring now to FIG. 4, this illustrates the principle of 
dual homing of narrow-band exchanges to the AGR network 
system. In hierarchical narrow-band transit networks, a local 
exchange in the lowest tier must prioritise its traffic across 
many Small routes depending on geographical destination of 
a call and traffic congestion levels. Since the AGR network 
system performs a grooming and dynamic handling of traffic 
demand, the local exchange can now simply “hook on to 
the AGR network system using a large Voice route. The large 
Voice route has increased Erlang efficiency, and providing 
two large Voice routes provides a degree of resilience if the 
traffic is balanced across the two routes. The AGR network 
system can also make use of the dual homing facility to 
balance traffic internally, since there is a choice of destina 
tion AGR when communicating with any dual homed 
narrow-band local exchange. 

FIG. 5 illustrates the connection of the AGRNS into an 
existing narrow-band network hierarchy of exchanges. In 
such a narrow-band network it is traditional to provision the 
network to have a choice of routes with priority given to the 
most direct route between exchanges. However the routes 
will be sized such that they experience a differing degree of 
blocking probability that decreases with decreasing priority, 
Such that a backbone route via exchanges in the highest tier 
has a much lower blocking probability than routes directly 
between local exchanges. The AGRNS may be deployed to 
replace just one Such exchange in tiers 2 or 3, or to provide a 
backbone narrow-band network using ATM transport that 
could replace part or all of the narrow-band transport and 
exchanges. This would ultimately form a single tier transit 
network. Consequently, the AGRNS must in general be able 
to cope with the prioritisation of voice routes that connect it 
to the narrow-band transit hierarchy. These voice routes 
would suffer congestion because of occupancy and also 
exchange processor activity, as described in the ITU White 
Book Standards on SS7. Internally the AGRNS must cope 
with the shared utilisation of the ATM transport and with the 
blocking caused by fragmenting its grooming capacity 
across a number of physical devices. The load balancing 
arrangement shown in FIG. 5 exploits the dual or multi 
homed connectivity in the narrow-band network to even out 
traffic occupancy on external Voice routes and internal trunk 
groups so as delay the onset of congestion and maintain 
carried traffic levels under overload conditions by rejecting 
offered traffic at the periphery of the AGRNS. 

Reference is now made FIGS. 6 to 20 which illustrate 
stages of the connection set up in the network of FIG. 1 in 
response to a set up request. The diagram of FIG. 6 shows 
two separate functions, call routing and connection control. 
FIG. 6 also shows the stages of progression of the call. The 
incoming initial address message (IAM), which may com 
prise the initial address message of the number 7 signalling 
system, goes to call routing which makes decisions based on 
a digit analysis by using as many digits as it needs to deter 
mine the outgoing Voice route or set of Voice routes in the 
narrow-band network (see FIG. 2b) and it may, if necessary, 
wait for other signalling messages. Once call routing has 
chosen the candidate set of Voice routes it can then make 
decisions based on static prioritisation of those Voice routes. 
I.e. a voice route through a local exchange can be used in 
preference to one through a transit exchange, which prefer 
ably is used less often. The call routing then makes an 
assessment of congestion on those Voice routes. This could 
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6 
either be a total circuit occupancy of the voice route or it 
could be congestion associated with an exchange and the 
processing power it has available to handle signalling 
messages, e.g. in accordance with ITU standards on SS7. It 
will be appreciated that congestion can arise both from 
excess voice route utilisation which is using up circuits in 
those Voice routes and from exchange loading which is a 
congestion indication which is exchange specific but not 
necessarily associated with the Voice route which is to go 
between the AGR network system and the exchange. 

Connection control is responsible for ensuring that a con 
nection can be made between the end points P and Q through 
the AGR network system. Messages can be passed from call 
routing (CR) to connection control (CC) which can then 
eliminate routes with respect to internal congestion, or may 
be continually passed from connection control to CR Such 
that call routing may eliminate candidate routes in priority 
order. Internal congestion can be due to having to share the 
ATM network with other types of traffic so that voice traffic 
demands have to compete with other demands for the same 
resources, and also because inherently in the design of the 
AGR there is a fragmentation of resources in the physical 
devices. Whilst there may be a certain amount of capacity 
available on a pooled resource, it may in fact be fragmented 
over a number of physical devices and therefore steps should 
be taken to balance the load between the physical devices. It 
is possible to arrive at a situation where the carrying capacity 
is much less than the design capacity because this capacity 
cannot be accessed fully as a result of fragmentation. In Such 
circumstances connection control eliminates the correspond 
ing route and then passes the message back to call routing 
for forwarding to a destination AGR. 

Thus, the destination AGR choice is based on the highest 
priority accessible, reachable, voice route which immedi 
ately identifies the AGR from which that voice route ema 
nates so from that point on signalling messages are for 
warded to the outgoing (OG) call routing on the other side of 
the network. At that stage the outgoing Call Routing is 
responsible for determining whether it can make a particular 
trunk circuit selection. A Voice route consists of many trunk 
circuits, so call routing has to deal with the possible race 
conditions of incoming signalling on that side which may 
want to select the same voice circuit, because they are both 
way circuits, from that same Voice route. There may be vari 
ous circuit selection policies. Call routing monitors the 
progress of those signals and will then perform the final 
selection of the trunk circuit in that given voice route with 
respect to whether there is a race condition, which is termed 
glare, and also taking into account whether certain circuits 
are out of service, not provisioned, or the type of call, e.g. 
whether it is a test call. Once the circuit has been selected, 
call routing passes this information to connection control 
and begins the third stage of the process to actually connect 
the voice path between the end points P and Q, either in a 
unidirectional or bidirectional manner in the network 
system, this being referred to as a worm which is a specifica 
tion of the nodes that the voice path will pass through. The 
content of the worm specifies the connection of the circuit at 
each stage of the connection in turn from trunking AVJ to 
grooming AVJ and back from grooming AVJ to trunking AVJ 
in the other remote AGR. Essentially the mechanism is 
driven by the worm being passed forward in a chain and then 
passed back as a form of acknowledgement. Once it has 
reached the outgoing stage again then the trunking AVJ 
responsible passes it to connection control which passes out 
a message to Call Routing which can then send out the out 
going IAM signal. This illustration of the worm is in fact a 
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main path which shows the whole passage of a call set up. 
The call handling that is encompassed on the AGR has taken 
into account external and internal congestion. When the call 
routing is a proxy call routing, i.e. the AGR were just provid 
ing a connection entity, it is connection control’s responsi 
bility to handle internal congestion, and the particular form 
of call routing or special services would take into account 
their own means of determining external congestion, for the 
signalling scheme in use, and the handshake between Call 
Routing and connection control and the selection of the out 
going Voice route applies equally to these proxy servers. 

FIG. 7 shows how the existing SS7 signalling scheme can 
be used to signal messages to and from the AGR network 
system. In FIG. 7, local exchange LEA is a local exchange 
but it is also providing a signalling transfer point for local 
exchange LEB, so that local exchange LEB signals its mes 
sages through local exchange LEA. The AGR network sys 
tem consists of AGRs 41 to 44, one of which (41) is the 
incoming AGR. 

Outgoing AGRS are illustrated just to illustrate a means 
for balancing traffic load to local exchange LEC which hap 
pens to be dual homed onto these two outgoing AGRs. The 
local exchange LEA can select a destination point code. The 
LEA when it has performed digit analysis on the call derives 
a destination point codes (DPC) and from the destination 
point code derives particular signalling route and then a par 
ticular signalling link set and a particular signalling link to 
reach the AGR system layer MTP-3 (Message Transfer Part 
3) whereby to determine whether the messages are indeed 
for this AGR, which from the DPC determines whether the 
messages are being forwarded to another exchange, either in 
the AGR system, or external to the AGR system, or whether 
they have in fact been routed incorrectly. From the destina 
tion point code and the originating point code, the MPT-3 
can tell whether to handle this message internally, which is 
passed to the narrow band ISDN User Part (NIS UP), and 
determines whether the message came from local exchange 
LEB or from local exchange LEA, in which case it may be 
handled accordingly, or whether the destination point code 
differs from the AGR in this case, LEC, in which case there 
is an STP function whereby messages are forwarded to 
MTP3 in one of the outgoing AGRs using SAAL which is 
the broadband signalling ATM adaptation layer. If the desti 
nation point code and originating point code imply a signal 
ling route, the message is passed to N-ISUP, which from the 
destination point code and the originating point code associ 
ates that signalling route with a particular incoming Voice 
route, and the CR entity that takes the signalling messages 
and, by digit analysis, determines the possible set of destina 
tion point codes, i.e. the point code implies a possible set of 
outgoing Voice routes that connect between the AGR net 
work system and destination NB exchanges which therefore 
implies a possible set of outgoing AGRS which head-up 
those voice routes. Once a choice of voice route has been 
made with due consideration to load balancing, internal 
congestion, to determine which is the outgoing AGR, a simi 
lar scheme from Call Routing down through N-ISUP down 
to MTP3 signals the outgoing exchange, for example the 
local exchange LEC. Thus, the destination point code of the 
AGR is now replaced with the destination point code of 
exchange LEC, the originating point code is now replaced 
with that of the AGR network system rather than exchange 
LEA or LEB. The destination point code, will imply a par 
ticular voice route between that originating point code and 
the new destination point code, local exchange LEC which 
would imply a particular signalling route and therefore a 
particular signalling link set. 
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8 
Referring now to FIG. 8, this illustrates the way in which 

call routing prioritises Voice routes statically or dynamically 
according to network congestion statistics. Statically means 
a static prioritisation of route according to the three tier net 
work where there is a first priority, a second priority and so 
on, or joint first priority, and dynamically means the use of 
more advanced algorithms such as dynamic call routing 
algorithms. 

Call routing passes the set of potential destination AGRs 
to Connection Control. Connection Control is aware of the 
topology of the AGR network system, which AGRs are con 
nected together by virtual trunk groups. There may be more 
than one virtual trunk group (VTG) between any given pair 
of AGRs. Therefore there is a choice for load balancing 
between VTGs, but combined with the candidate set of 
AGRs there could be more than one VTG to choose from 
overall. Connection control maps the set of AGRs onto the 
set of candidate VTGs which are carried in virtual paths in 
the ATM sense, referred to as virtual trunk routes, and con 
nection control can establish from the set of VTGs those 
Voice routes which are not reachable due to internal conges 
tion. By knowing the capacity available on the VTGs, 
because these are dynamically sized, connection control 
knows from congestion criteria whether it can dilate any 
particular VTG and what the greatest likelihood of success 
will be for any given choice. This provides a tacility to block 
routes which are unreachable in the network at the outset. By 
rejecting calls with as Small amount of processing as pos 
sible then, when the system is heavily overloaded there is 
reduced processing and signalling generated for calls which 
can not currentlby be established across the network. By 
providing this essentially negative feedback scheme, a call 
can be rejected at the periphery of the AGR network before 
an abortive attempt to route the call across the network and 
thus a high degree of carried traffic can be maintained. Con 
nection control does not necessarily know the prioritisation 
of voice routes, but it will eliminate those voice routes which 
are not reachable without actually changing the priority and 
therefore it can achieve a load balancing capability with 
Voice routes which are of equal priority or may have changed 
their dynamic priority from the call routing perspective. Call 
routing can thus select one given route which has a high 
degree or certainty of Success and therefore need be only 
indirectly aware of the internal resource availability. 
A preferred AGR connection protocol stack is illustrated 

by way of example in FIG. 9. 
FIG. 10 shows the final stage of the path set up process at 

which, having selected the outgoing circuit, with knowledge 
of the incoming circuit, the Voice path is now to be set up 
therebetween. Because the AGRs have fixed topology, they 
have an inter-AGR stage which is shown in Zone B in this 
figure. This is the VTG the virtual trunk group and intra 
AGR which is the Virtual Channel Junctor VCJ, which is for 
most purposes identical to the VTG and works on substan 
tially identical principles. In this ATM based domain it is 
necessary to connect from the trunking AVJs, which inter 
face with trunk circuits directly to intermediate stages which 
are called grooming AVJs because they groom traffic from 
and to the wide area (the inter-AGR traffic) and finally to the 
trunking AVJ which is associated with circuit P. The worm 
thus contains five identifying features which are illustrated 
here as being, the outgoing circuit O, the next stage which 
identifies a grooming AVJ that will connect us to our chosen 
VTG, which therefore implies a particular VCJ, the VTG 
chosen by Connection Control and the VCJ which will take 
us to the trunking AVJ which interfaces directly with circuit 
P. By passing this worm forward from controllers built into 
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the AVJ, they can each set up their connection maps to 
ensure that there is a voice path continuously from circuit P 
to circuit Q in either a unidirectional or a bidirectional 
scheme and that could form a forward or a reverse voice 
path. Passing the worm to and fro to one end and then back is 
a ready form of acknowledgement of the signalling scheme. 

FIG. 11 illustrates the functional topology of the system 
and shows a method for achieving both load balancing 
through a number different routes between AGRs and also 
for providing physically diverse routes for resilience pur 
poses. Each AGR consists of trunking AVJs, and grooming 
AVJs which interface to a wide area network which has an 
ATM switch. This is a non-blocking ATM switch described 
earlier. Any local traffic in an AGR would simply be passed 
between its trunking AVJs. Any wide area network would be 
passed to a grooming AVJ for grooming on to a VTG. To 
achieve physically diverse paths one must ensure that those 
paths pass through a minimum of at least two Switches in the 
ATM network. These switches are the two VC cross 
connects shown and since a VTG is a virtual channel 
connection, it can be cross-connected at the VC level and by 
ensuring the ability to connect between any pair of AGRs by 
passing through at least two VC cross-connects in the net 
work ensures a physically diverse path because the cross 
connects must be distinct, and therefore use distinct ports, 
and therefore there is no single point of failure on those 
routes. In the path between an AGR and a cross-connect 
there is a virtual trunk route (VTR) which in ATM terms is a 
virtual path. A VTR can pass through any number of inter 
mediate switches in the ATM network functioning as virtual 
path cross-connects which have not been shown for clarity, 
but logically it is a path from AGR to VC cross-connect and 
whatever bandwidth is associated with the virtual trunk route 
as it emanates from the AGR is identical to the capacity it 
has arrives at the virtual cross-connect. Thus each VTG and 
its potentially physically diverse pair is contained in at most 
two VTRs between any two AGRS. Thus an AGR can deter 
mine in its local section of VTR1 to the left hand side, VTR2 
to the right hand side, what capacity has been negotiated 
with the ATM network, and what the available bandwidth is 
currently for calls in progress. VTGs are carried within Vir 
tual trunk routes and a virtual trunk route can comprise a 
number of VTGs, which are segregated at and multiplexed at 
the VC cross-connect, hence the utilisation of VTR1 is not 
necessarily the capacity of VTR2, there being no necessary 
association. AGR.1 is aware of the capacity and utilisation of 
VTR1 on the left hand side, and the AGR2 on the right hand 
side knows the capacity and utilisation VTR2 then the end to 
end capacity and utilisation is known through the ATM 
network, whatever the number of intermediate switching 
stages, and there is no isolated section whose capacity and 
utilisation could not be determined in this manner, hence the 
AGRNs can determine the congestion level in the network. 

Referring now to FIG. 12, this shows a method of deter 
mining the spare capacity on a virtual trunk route. The Vir 
tual trunk route statistics are processed by a VTR capacity 
monitor which retains the maximum VTR size which is the 
bandwidth/capacity negotiated with the ATM network, and 
the maximum bandwidth that one could use on the route. 
Some of this bandwidth may be reserved for maintenance 
purposes, but the rest is devoted to VTG bandwidth. The 
VTR CU also has information on the VTGS that the VTR 
comprises and, by Subtracting the current absolute sizes of 
the VTGs from the maximum usable bandwidth of the VTR, 
results in the spare capacity of the VTR, and whether that 
route is be congested or not. The VTRCU is ideally located 
in the Connection Control layer of the AGR control system. 
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10 
A VTR is a shared resource in the Connection Control, 

and therefore interrogation for its spare capacity can be 
single threaded on a call by call basis, providing a ready 
means to share out the spare capacity. The VTRCU informa 
tion could be updated every time a call is modified in a VTG; 
it comprises as a means to reduce signalling, one could have 
a fixed time interval, for update, between which the VTRCU 
grants a credit per interval to each VTG it comprises based 
on that VTG’s absolute—and change in utilisation in the 
previous interval, or any other appropriate scheme is 
applicable, so in this manner the VTR capacity monitor need 
not be precise in operation. When the VTR capacity monitor 
has crossed a certain predefined threshold, and there may be 
several Such thresholds, it flags processed calls a corre 
sponding degree of congestion, and thresholds would be 
determined according to a desired network performance and 
efficiency. Bandwidth for VTRs may be decided according 
to desired network performance and those thresholds can be 
used as an indication of internal congestion in place of or in 
conjunction with the absolute spare capacity, the indication 
of having crossed the threshold may provide a direct means 
of comparison and suitability between candidate VTRs in 
routing a call, and as a means for data/signalling compres 
S1O. 

FIG. 13 illustrates the provision of grooming capacity 
information in the AVJ device. Whilst there may be spare 
capacity on a VTR, the VTGs it comprises could be con 
trolled by distinct physical devices, i.e. grooming AVJs. 
Consequently whilst there may be spare capacity in the VTR 
there may no longer be any capacity on a grooming AVJ that 
controls a VTG of interest, i.e. a VTG that is candidate for 
end-to-end routing. A grooming AVJ can signal call-by-call 
or, on occasion, the current sizes of the VTGs that it operates 
to the respective VTR CUs, such that they know the size of 
VTGs, but a grooming AVJ can also send its spare grooming 
capacity resource, and associate that spare resource with the 
relevant and respective VTGs to which it may apply in 
unequal measure due to implementation compromises. 
Thus, the VTR capacity monitor can check the quality of a 
candidate route to VTG resolution, whether it has crossed a 
threshold of congestion or whether any of the VTGs have 
crossed a threshold of congestion by lack of capacity on their 
grooming AVJ. VTGS may include padding to ensure con 
stant end-to-end delay in the network. When some or all the 
channels in a given VTG are not used, by specifying some 
minimum number of channels in a VTG, one ensures maxi 
mum end-to-end delay, and if those channels are not used 
then they are padded, but because they are padded, adding a 
channel to the VTG would not in fact increase the VTG size, 
so that capacity extra to the spare grooming AVJ capacity. 
Under those situations the AVJ grooming spare capacity can 
be ignored. So now we have a complete picture in the VTRs 
capacity monitor of any local congestion. 

FIG. 14 illustrates the process of advertising local condi 
tions to the far end through the VTGs, i.e. the AGRs to which 
a local AGR is connected. Advertising local congestion in 
terms of crossed thresholds or obsolete utilisation can be 
done on a relatively infrequent basis and it provides the other 
end with information of the remote VTR section congestion, 
because being able to dilate and increase a channel in a VTG 
at the local end is necessary but not a sufficient means to 
ensure there is capacity at a remote end. This is a preferred 
means to ensure to a very high probability that calls will be 
connected on first attempt by making at the outset a proper 
assessment of whether a particular AGR is reachable by any 
given path and therefore reject blocked traffic at source and 
hence the advantage of no impairment to the amount of car 
ried traffic under overload conditions local or remote or uni 
versal. 
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A VTR capacity monitor can advertise its local congestion 
status in terms of thresholds or absolute capacity to all or 
select remote VTR capacity monitors to which it is 
connected, by VTGs through the VTGs it comprises, by 
using for example the ATM F5 cell method or any other 
equivalent signalling scheme which can be associated with a 
virtual channel connection or VTG. AVTRCU can advertise 
to all those VTRCUs or to a selection, based on any selection 
criteria, for example geographical distance or logical hierar 
chical placement. The VTGs could be given for example a 
geographic location or, reach or distance indicator, and 
thereby the congestion could be sent out as an indication to 
only a local area if the distance is below a certain threshold 
with an associated congestion threshold, thereby only AGRs 
within a given geographic locale will get signalled first and 
as congestion increases then it could spread to the wider 
AGR network system. One can envisage any scheme of 
selection criteria for any advantageous purpose, which may 
be select or universal in application. A VTR capacity moni 
tor obtains remote VTR congestion indication for any VTG 
that it comprises and with regard to FIG. 10a, congestion 
indications of remote grooming capacity by identical means 
and criteria from a remote VTR CU or remote grooming 
AVJ, for any VTG it comprises, and it can supply Connec 
tion Control an overall preference by applying any type of 
weighted cost function to the local and remote congestion 
indicators and Connection Control can decide thereby the 
best routing policy with relatively up-to-date local informa 
tion and relatively out-of-date advertised remote information 
prior to making any call connection, to select a reachable 
Voice route and then forwarding the signalling remote AGR 
where its Connection Control may re-examine the best VTG 
route from the remote perspective, where it will have an 
up-to-date picture of its own congestion and a relatively 
up-to-date picture of the emanating AGR at the local end and 
a more up-to-date picture at the point when the final selec 
tion of VTG is made to send the worm back across the net 
work to complete the Voice path connection. 
As shown in FIG. 15, the scheme described above with 

reference to FIG. 14 can be extended to the provision of 
Voice band processors in any given connection. An example 
of this would be an echo canceller or half echo canceller, 
where the exchange in its call routing from the signalling 
will decide, because of the length of the route, or other rel 
evant criteria on a need to apply echo cancellation for 
example because the call has or will cross some certain delay 
budget. Because a grooming AVJ has a natural loop back 
capability where it simply is grooming aggregated local traf 
fic for the wide area network, there is traffic between its 
ATM domain and its TDM domain and then being mapped 
back into the ATM domain almost immediately, in perform 
ing the grooming function. This traffic may be diverted most 
advantageously through a voice band processor, for example 
a half echo canceller, connecting to the grooming AVJs, this 
being the preferred embodiment although all other place 
ments of echo cancellers or voice bands in the end to end 
connection may be applied in the ATM or TDM domain. The 
capacity of the half echo cancellers, because they operate by 
a paired user port and network port, also represent a resource 
depleted by utilisation. The grooming AVJ is aware of and 
controls the maximum capacity of the half echo canceller to 
which it is immediately attached, and during configuration is 
informed which timeslots the echo canceller is connected to. 
Because the grooming AVJ knows the identity of those 
timeslots and whether they have a half echo canceller config 
ured for them, it can automatically determine what the half 
echo canceller capacity is that is connected to it, and it can 
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12 
report this together with its own capacity to the VTR capac 
ity monitor. In the United States, inter-exchange carriers on 
Some of their long-routes always need half echo cancellers, 
but they have a statistical distribution of the need for half 
echo cancellers. One example would be 30% of all routes 
having a need for half echo cancellers. By statistically dis 
tributing half echo canceller capability across all the groom 
ing AVJs serving Such routes, whatever grooming AVJ is 
chosen there is a statistical chance of having half echo can 
celler capability if it is necessary. This has the advantage 
over the use of dedicated grooming AVJs for half echo can 
cellers by providing greater utilisation efficiency and avoid 
ance of resonance depletion through fragmentation. Connec 
tion control may select a VTG without congestion and 
satisfy the criteria of echo canceller resource if applicable. 
The half echo cancellers can be readily enabled and disabled 
by simple loop back control within the grooming AVJ which 
is another means of inclusion or exclusion of the half echo 
canceller in the path and this is the preferred means of 
accommodating signalling schemes which introduce echo 
cancellers at the outset of a call and then exclude them sub 
sequently through Subsequent signalling to ensure optimal 
placement closest to called party. The grooming AVJs can 
optimise this function by finding other timeslot means to 
loop back which do not utilise the half echo canceller 
resources. The VTR capacity monitor is thus a single refer 
ence for all the resources necessary to connect a particular 
Voice path through the network system. 

Referring now to FIGS. 17 to 20, these show in sequence 
the means for actually setting up the Voice path between 
trunk circuits P and Q. 

This incorporates a 5 part protocol for signalling over to a 
cascade of an arbitrary number of multiple stages. Each 
stage comprises an ingress and a egress process defined with 
respect to the ATM domain, egress being traffic that ema 
nates from the ATM domain into the TDM domain in all 
cases. The egress process keeps a record of free channel 
timeslots and therefore dictates where the offset in any given 
trunk group, VTG or VCJ of a new channel is going to be by 
determining where a free timeslot is in relation to the other 
active channels already in the trunk group and therefore the 
offset into that group when the new channel is added. A 
similar process applies to the criteria for removal of an exist 
ing channel from the trunk group. Using the offset the egress 
process can signal to the ingress process which is respon 
sible for assembly of that trunk group into ATM cells, and 
the ingress process is responsible for adding the channel 
through the dynamic structure data transfer function of our 
earlier patent, and the agress process can detect the occur 
rence of changes in trunk group size and therefore knows 
that the channel has been connected and can receive Subse 
quently further changes on that particular VTG cor VCJ. 
This operation process, firstly is single threaded by VTG or 
VCJ, and the figure illustrates the two parts of the process, 
firstly signalling an offset from egress to ingress, and sec 
ondly making the change to trunk group size, and forward 
ing the next stages offset as a fully pipelined process in a 
unidirectional manner, in which, connecting a voice path in 
the upstream direction from P to Q is achieved by signalling 
in the reverse direction from Q to P which is a preferred 
embodiment, because it minimises the signalling transac 
tions involved, but does not imply the exclusion of signalling 
in the same direction as the Voice circuit and moreover the 
unidirectional mechanism may be used to effect a bidirec 
tional mechanism by signalling first from Q to P and then in 
an identical manner for the reverse downstream Voice path 
signalling from P to Q. Once an egress process has signalled 
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an ingress process, the ingress process can transfer signal 
ling to the egress process in the same AVJ for example, the 
grooming AVJ at stage 2 which in turn determines the offset 
it needs for the VTG between stage 3 and 2 and signals to 
that ingress process in stage 3 and so on through the system. 
The offset may be embodied in a cell referred to as a worm 
which passes to and fro to set up a bidirectional Voice path. 
Provision is made for AVJ stages 2, 3 and 4 to reject the 
connection because the congestion indication given by the 
VTR capacity monitor could be out of date with respect to 
the true capacity status in any AVJ because of delay race 
for-resource conditions in the AGR network system. 
Therefore, a backtracking capability is built into the AVJ 
connection entities and provision is made for the means to 
function correctly in the absence of an advertising mecha 
nism in part or in total. Provision is also made for correct 
operation in the absence of a VTR capacity monitor by a 
backtrack capability or similar recovery means. The AVJs at 
stages 1 and 2, may optionally have capability to send a 
digital signature thereby guarding against any false simula 
tion of that identity intentionally or otherwise. This provides 
a means of authentication Such that each trunking AVJ at the 
end of a communication path known that it has connected 
the voice path through to AGR network correctly providing 
analogous integrity checks in existing narrow-band 
exchanges which have, for example, a additional integrity 
pattern or other signalling schemes to ensure proper cross 
connection of narrow band channels through the fabric. We 
envisage sending a digital signature for unambiguously 
identifying the identities of the trunking AVJs at each end, 
and the circuits P and Q prior to or Subsequent to completion 
of the voice path, in the bandwidth of that voice path on 
erection, or prior to dissolution of that voice path in order to 
provide a means to ensure continual integrity checking on 
operations pertaining to network connectivity. The grooming 
AVJs are free to choose any free time slot in their connection 
map. This need not be prescribed by the worm, but the worm 
can be annotated with that information so that connection 
control software can readily use the returned worm acknowl 
edgement to check that the AVJ devices are performing the 
intended function. This is not a strict requirement, there still 
being a means for disconnection of any trunk circuit Q from 
any trunk circuit P by a Voice path trace operation. 

FIG. 18 shows an example of the main contents of the 
worm. At the top of the diagram are illustrated functional 
stages in which TID means Trunking Identity, GID means 
Grooming Identity and the suffix denotes the local and 
remote ends. The remote end AGR is the incoming end of the 
call, and the local end is the outgoing end of the call since 
the worm begins at the outgoing end. The incoming half 
echo canceller and the outgoing half echo canceller, are posi 
tioned relative to the respective ends of the call. The incom 
ing side is the left hand side, the remote side, because call 
routing forwarded messages to the right hand side and the 
preferred embodiment is to send information in the back 
wards direction initially to minimise transactions. The items 
in heavy type are those items which are necessary to connect 
a unique path through the system. It should be noted here that 
the remote trunking time slot P and the remote trunking AVJ 
identity can be forwarded from the remote end as part of a 
call routing signalling message and no other topology infor 
mation regarding the remote AGR is required. For example, 
under fault or maintenance a remote AGR could indepen 
dently change its configuration, and the information for 
warded need only be valid on a call-by-call basis. There is a 
window of opportunity of call-by-call resolution for making 
configuration changes without affecting any other calls in 
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progress in the system. The trunking AVJ ID at the local end, 
the trunking time slot and the grooming identity which heads 
the selected VTG are all locally stored topological informa 
tion. The inclusion or exclusion of echo cancellers is a call 
by-call decision process. The central part of FIG. 18 shows 
that in the AGR network system which connects to periph 
eral exchanges, any signalling for inclusion or exclusion of 
incoming or outgoing echo cancellers is associated with the 
respective side of the call, the exchange on the local side 
only affects incoming echo cancellers. The exchange on the 
remote side can be arranged to signal only for outgoing half 
echo cancellers and this avoids the need to store any infor 
mation or configuration Supervision of echo cancellers in the 
remote AGR, and local information need be retained during 
the lifetime and dissolution of a call. The lower portion of 
FIG. 18 shows three main types of worm operation namely, 
the connect, the disconnect and the modify commands. The 
connect command is for setting up the initial voice path and 
the items which are greyed out are those which can be anno 
tated by the grooming AVJs and stored by connection control 
if necessary, but which are not absolutely necessary for the 
system operation. In total these comprise an indication of 
inclusion or exclusion half echo cancellers and a specifica 
tion of the exact route that the voice path should take. This 
facilitates the setting up of point to multi-point connections 
in the AGR network system. The disconnect command can 
optionally include the local information which is circled in 
the figure. In a point-to-multipoint connection, then this 
information would be needed to specify unambiguously the 
grooming AVJ identity and there may be more than one 
Voice path through that same grooming AVJ, distinguished 
by the grooming time slots, which must be passed back from 
the original connect message. In a point-to-point connection 
using for example SS7 signalling, these circled pieces of 
information are not necessary because any time slot P to any 
other time slot Q has just one unique connection. A discon 
nection can be facilitated by a bare minimum of information 
of just one end of the connection, for example timeslot Q, 
and both are not necessary to be known as described herein. 
The notepad area is used for annotation as the worm is 
passed forward, for example to hold the offset into the trunk 
group between each Successive AVJ stage. It is distinct from 
the annotated information uniquely identifying the Voice 
path Such as the choice of a grooming time slot. The modify 
command is associated with further Subsequent inclusion or 
exclusion of echo cancellers in the Voice path, which is just 
one specific example of path modification, all types of modi 
fication are envisaged, in this particular case it may be desir 
able to move a grooming time slot away from a half echo 
canceller device to a grooming time slot which is a simple 
loop-back function or vice versa, to free up resources by 
inverting the original echo canceller indication with an 
optional facility to specify the grooming time slot and the 
worm could be subsequently annotated with the new time 
slot, specifying at minimum, the thinking time slot, the 
grooming AVJ identity, the indication of half echo canceller 
and for point-to-multipoint connections above the grooming 
time slots and the VTG. 

FIG. 19 shows the way in which a voice path is traced 
through the AGR network system. The trunking time slot is 
common to both the ingress and the egress process for a 
both-way circuit, and is readily available in the TDM 
domain. Hence the trunking time slot for both ingress and 
egress processes with respect to the ATM is known Such that, 
at Step 1, the trunking timeslot location in the egress connec 
tion map contains a particular VCJ identity and the connec 
tion entity for that VCJ the offset of that trunking time slot in 
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the VCJ trunk group, Trunking Time Slot (TTS) in the 
upstream direction. That offset can be passed to the next AVJ 
stage, the grooming AVJ. Since VCJs are configured as 
reciprocating pairs, at step 2, knowing the upstream VCJ 
also means knowing the downstream VCJ. The ingress pro 
cess can then, from the VCJ connection map, determine the 
offset of the trunking time slot TTS (step 3) in that particular 
VCJ, the offset downstream, offset D. (step 4) The offset of 
the upstream and the downstream direction in the trunking 
AVJ have now been determined and can be passed by signal 
ling as described above to the grooming AVJ in the next 
stage of the connection. At the grooming AVJ, from the off 
set in the upstream direction in the given VCJ, the ingress 
process at step 2 can determine the grooming timeslot in the 
upstream direction (step 3) which is the timeslot used in the 
upstream direction on the VCJ side and on the VTG side. 
From the grooming timeslot in the upstream direction the 
egress process can determine the VTG from the contents of 
the location in the map and in an identical manner to the 
trunking AVJ stage, can determine the offset of that groom 
ing timeslot in the VTG trunk group, the offset in the 
upstream direction (step 3). From the offset in the down 
stream the egress process can determine the particular 
grooming timeslot in the downstream trunk group that 
occurs at that offset (step 5) and consequently from comple 
mentary pair of the upstream VTG, it determines the down 
stream VTG at step 4. The ingress process can thus deter 
mine the offset in the downstream direction of that grooming 
timeslot in that particular downstream VTG also at step 5. 
and thus the offset in the downstream direction and the offset 
in the upstream direction can be signalled to the next groom 
ing or trunking stage, and the process can continue in a 
cascade in a similar manner so as to determine the complete 
voice path through to the trunk circuit P at the remote end. 
This provides resilience of the system, for as long as the 
hardware is reliable. Even where the software could be 
largely out-of-date, it could always recover the hardware 
state and determine what voice paths are established in the 
network, and resume full operation Subsequently. 

FIG. 20 shows the overview of the whole wormhole pro 
tocol. Step 1 shows the ITU SS7 message, i.e. the IAM 
message identifying trunk circuit P. This also contains 
dialled digits which call routing processes, determines the 
Voice route by consideration for external congestion and a 
prioritised set of external voice routes (step 2) which it 
passes to connection control at step 3. Connection control 
checks the internal congestion from the VTR capacity moni 
tors and, if necessary, (step 4), connection control may also 
initiate any SS7 loop back continuity checks on trunk circuit 
P or any other type of continuity check appropriate to the 
signalling system employed. Connection control eliminates 
those routes which are unreachable through internal conges 
tion and puts forward its preferred route for load balancing 
where there is an equal external voice route. Call routing 
determines the final choice of voice route and forwards the 
message. At step 5 the outgoing call routing selects the out 
going trunk circuit and resolves any glare (contention for 
trunk circuits that may be coming in from its own incoming 
process on this AGR). Once the circuit is selected, connec 
tion control checks internal congestion again through the 
VTR capacity monitors and makes a final selection of the 
VTG that connects the associated pair of AGRs and creates a 
worm which comprises sufficient topological information to 
connect trunk circuit Q to trunk circuit P via the chosen VTG 
and forwards this at step 7 to the connection entity inside the 
trunking AVJ hosting Q, which may also initiate a continuity 
check or any other scheme provided by the signalling system 
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on trunk circuit Q step 8. The worm is passed forward 
through the grooming AVJ stages which may optionally 
include or exclude half echo cancellers in this path initially, 
and they may be excluded at any later stage by a modified 
worm. The grooming AVJ forwards the worm through the 
VTG to the remote AGR on the incoming side (step 9) which 
connects the path through to trunk circuit P and also then 
passes the worm back in the reverse direction (step 10) to set 
up in the reverse direction. As a form of acknowledgement, 
the annotated information as to what the path was in the 
worm information is stored in connection control at both 
ends so that the path can be torn down from either end using 
any of the existing schemes in the signalling system. Once 
the worm has passed back to the outgoing side it is passed 
back to connection control and call routing which will then 
signal an outgoing IAM message (step 11) So as to enable 
through-connections which are shown as Switches in FIG. 
20. It thus facilitates the connection of a voice path through 
this single large distributed exchange system. Step 12 is an 
optional stage to check the integrity of the Voice path to 
enable the through connection and the outgoing IAM mes 
Sage. 
The arrangement and method described provide for the 

distribution of the exchange in terms of its fabric and its 
control and its enabling technologies with reference to the 
dynamic structure data transfer. There is uncommitted band 
width within the fabric and consequently routing decisions 
can be fully independent of the operation of this distributed 
fabric. The distributed fabric can, because of this unallocated 
bandwidth use separate connections to the control layer for 
establishing the connections through the fabric and this in no 
way compromises external decisions that are made except 
when an overload situation is encountered. An advertising 
process provides knowledge of the distributed fabric. This 
includes local knowledge about a remote site Such that rout 
ing decisions can be made and modified where necessary So 
as to reject traffic at Source. The dynamic trunking enables 
the separation of call routing and connection control. The 
arrangement also provides a means of ensuring stability 
under overload situations and minimising the cost of han 
dling traffic which would be rejected by destinations. 
The separation of call routing and connection control 

together with advertising the system status ensures a wide 
range of scalability So that the application of dynamic trunk 
ing technology provides Scalability in a traffic sense. 
Further, the separation of call routing and connection control 
provides a distributed computing environment which is 
scaleable and managed by this advertisement resource. 
Because the distributed exchange manages its own internal 
traffic, effectively it provides means for balancing that traffic 
to the fabric and makes its own internal routing decisions. 
Once that network grows through its scalability, a local 
exchange can dual home on to it and allow it to make its own 
routing decisions. The local exchange does not have to make 
any individual routing decisions to a variety of traffic 
exchanges. The separation further provides a facility to Sup 
port a wide range of services using other signalling schemes. 
The fabric provides a connection engine that can accommo 
date a wide variety of signalling protocols appropriate for 
the type of service to be provided and that can set up connec 
tions. 
The full knowledge of the network connectivity and the 

release of resources can be enabled by any node within the 
network, as it can trace through all connections from any 
starting point. This can be used to Support failure recovery. 

It will be appreciated that although the arrangement and 
method have been described above with particular reference 
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to current standard protocols, such as SS7 signalling, it is in 
no way limited to the use of these particular protocols. 
What is claimed is: 
1. A telecommunications system comprising: 
an asynchronous transfer mode (ATM) network; and 5 
a plurality of adaptive grooming routers (AGRs) coupled 

to the network, each AGR comprising an ATM switch 
including at least one adaptive virtual junctor (AVJ) for 
adapting narrowband traffic received at said AGR 
to/from the ATM adaptation layer, 

wherein the AGRs are interconnected across the ATM net 
work by virtual trunks and are arranged to function as a 
distributed narrowband exchange to set up narrowband 
connections across the ATM network. 15 

2. A telecommunications system as claimed in claim 1, 
wherein a plurality of local exchanges are coupled to the 
network and wherein the local exchanges are dual homed to 
the network. 

3. A telecommunications system as claimed in claim 2, 
wherein the network incorporates means for load balancing 
of traffic originating from the local exchanges. 

4. A telecommunications system as claimed in claim 1, 
wherein the virtual transit exchange comprising the AGRS 
incorporates independent connection control and call rout 
ing functions. 

5. A telecommunications system as claimed in claim 4. 
wherein the call routing function is adapted to perform a 
selection of potential Voice routes and to prioritise that selec 
tion. 30 

6. A telecommunications system as claimed in claim 5. 
wherein said prioritisation is performed from an assessment 
of congestion of said potential Voice routes. 

7. A telecommunications system as claimed in claim 4. 
wherein the service and connection aspects of the connec 
tion control function are separated whereby to facilitate Sup 
port of advanced services and a plurality of connection mod 
els. 

8. A telecommunications system as claimed in claim 5. 
wherein said call routing function incorporates means for 
determining availability of a destination and for rejecting at 
source traffic to that destination in the event that the destina 
tion is unavailable. 

9. A telecommunications system as claimed in claim 1 and 
incorporating means for providing a narrow band multicast 
function. 

10. A telecommunications system as claimed in claim 1 
and incorporating means for Voice path tracing whereby to 
effect failure recovery. 

11. A telecommunications system as claimed in claim 1 
including means for determining the current traffic status of 
the system whereby to effect routing of narrow band traffic 
across the system. 

12. A method of routing handling telecommunications 
traffic in a telecommunications system, the method compris 
ing the steps of: 

an asynchronous transfer mode (ATM) network; and 
interconnecting a plurality of adaptive grooming routers 

(AGRs) coupled to the an asynchronous transfer 
mode (ATM) network, each AGR comprising an ATM 
Switch including at least one adaptive virtual junctor 
(AVJ) for adapting narrowband traffic received at said 
AGR to/from the ATM adaptation layer the intercon 
necting being by virtual trunks across the ATM 
network, 

wherein the AGRs are interconnected across the ATM 
network by virtual trunks and are arranged arranging 
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the routers to function as a distributed narrowband 
exchange to set up narrowband connections across the 
ATM network, and 

adapting narrowband traffic received at a said router 
to/from an ATM adaptation layer. 

13. A method as claimed in claim 12, wherein compris 
ing determining a set of potential voice routes are deter 
mined for a connection and wherein a prioritisation of 
prioritizing said routes is performed from an assessment of 
congestion of said potential voice routes. 

14. A method as claimed in claim 13, wherein compris 
ing determining the availability of a destination is deter 
mined and rejecting traffic to that destination at Source in 
the event that the destination is unavailable. 

15. A method as claimed in claim 12, wherein compris 
ing determining the current traffic status of the system is 
determined prior to effecting routing of narrowband traffic 
across the system. 

16. A telecommunications system comprising: 
an asynchronous transfer mode (ATM) network; and 
a plurality of adaptive grooming routers (AGRs) coupled 

to the network, each AGR comprising an ATM switch 
including means for adapting narrowband traffic 
received at said AGR to/from the ATM adaptation layer, 

wherein the AGRs are interconnected across the ATM net 
work by virtual trunks and are arranged to function as a 
distributed narrowband exchange to set up narrowband 
connections across the ATM network. 

17. A telecommunications system comprising: 
a broadband digital communications network, and 
a plurality of adaptive grooming routers (AGRs) coupled 

to the network, each AGR comprising a traffic switch 
including at least one adaptive virtual junctor (AVU) for 
adapting narrowband traffic received at said AGR 
to/from the network, 

wherein the AGRs are interconnected across the network 
by virtual trunks and are arranged to fitnction as a 
distributed narrowband exchange to set up narrowband 
connections across the network. 

18. A telecommunications system according to claim 17, 
wherein a plurality of local exchanges are coupled to the 
network. 

19. A telecommunications system according to claim 18, 
wherein the local exchanges are dual homed to the network. 

20. A telecommunications system according to claim 19, 
wherein the network incorporates means for load balancing 
of traffic Originating from the local exchanges. 

21. A telecommunications system according to claim 17, 
wherein the distributed narrowband exchange incorporates 
independent connection control and call routing functions. 

22. A telecommunications system according to claim 21, 
wherein the call routing function is arranged to perform a 
selection of at least one potential voice route. 

23. A telecommunications system according to claim 21, 
wherein the call routing function is arranged to perform a 
selection of potential voice routes and to prioritise that 
selection. 

24. A telecommunications system according to claim 23, 
wherein said prioritisation is performed from an assessment 
of congestion of said potential voice routes. 

25. A telecommunications system according to claim 21, 
wherein connection control and call routing fitnctions are 
separated whereby to facilitate support of advanced services 
and a plurality of connection models. 

26. A telecommunications system according to claim 21, 
wherein said call routing finction incorporates means for 
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determining availability of a destination and for rejecting at 
source traffic to that destination in the event that the destina 
tion is unavailable. 

27. A telecommunications system according to claim 17 
and incorporating means for providing a narrow band mul 
ticast fitnction. 

28. A telecommunications system according to claim 17 
and incorporating means for voice path tracing whereby to 
effect failure recovery. 

29. A telecommunications system according to claim 17 

5 

10 including means for determining the current traffic status of 
the system whereby to effect routing of narrow band traffic 
across the system. 

30. A telecommunications system according to claim 17, 
wherein the network is a packet-switched network. 

31. A telecommunications system according to claim 17, 
wherein the network is a connection-Oriented network. 

32. A telecommunications system according to claim 31, 
wherein the network is an asynchronous transfer mode 
(ATM) network. 

33. A telecommunications system according to claim 32, 
wherein the traffic switch is an ATM traffic switch and the 
AVJ is for adapting narrowband traffic received at a said 
AGR to/from an ATM adaptation layer for the ATM network. 

34. A telecommunications system according to claim 17, 
wherein the network is a wide area network (WAN). 

35. A method of handling telecommunications traffic in a 
telecommunications system, the method comprising the steps 
of: 

interconnecting a plurality of routers coupled to a broad 
band digital communications network, the intercon 
necting being by virtual trunks across the network, 

arranging the routers to function as a distributed narrow 
band exchange to set up narrowband connections 
across the network, and 

adapting narrowband traffic received at a said router 
to/from the network. 

36. A method according to claim 35, comprising deter 
mining one or more potential voice routes for a connection. 

37. A method as claimed in 35, comprising determining a 
set of potential voice routes for a connection and prioritizing 
said routes from an assessment of congestion of said poten 
tial voice routes. 

38. A method as claimed in 35, comprising determining 
the availability of a destination and rejecting traffic to that 
destination at source in the event that the destination is 
unavailable. 

39. A method as claimed in 35, comprising determining 
the current traffic status of the system prior to effecting rout 
ing of narrowband traffic across the system. 

40. A method according to claim 35, wherein the network 
is a packet-switched network. 

41. A method according to claim 35, wherein the network 
is a connection-Oriented network. 

42. A method according to claim 41, wherein the network 
is an asynchronous transfer mode (ATM) network. 

43. A method according to claim 35, wherein the network 
is a wide area network (WAN). 

44. An adaptive grooming router (AGR) for use in a tele 
communications system comprising a broadband digital 
communications network to which the AGR may be coupled, 
the AGR comprising: 

a traffic switch including at least one adaptive virtual 
junctor (AVU) for adapting narrowband traffic received 
at said AGR to/from the network, and 

an interface for interconnecting the AGR with one or more 
other AGRs across the network by virtual trunks, 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

20 
wherein the AGR is arranged to fitnction as at least part of 

a distributed narrowband exchange for setting up nar 
rowband connections across the network. 

45. An AGR according to claim 44, wherein the AGR 
incorporates a connection control function. 

46. An AGR according to claim 45, wherein the AGR 
incorporates a call routing function. 

47. An AGR according to claim 46, wherein the connec 
tion control function and the call routing functions are inde 
pendent. 

48. An AGR according to claim 46, wherein the call rout 
ing function is arranged to perform a selection of at least 
One potential voice routes. 

49. An AGR according to claim 46, wherein the call rout 
ing function is arranged to perform a selection of potential 
voice routes and to prioritise that selection. 

50. An AGR according to claim 49, wherein said prioriti 
sation is performed from an assessment of congestion of said 
potential voice routes. 

51. An AGR according to claim 46, wherein the connec 
tion control and call routing functions are separated 
whereby to facilitate support of advanced services and a 
plurality of connection models. 

52. An AGR according to claim 46, wherein said call rout 
ing fitnction incorporates means for determining availability 
of a destination and for rejecting at source traffic to that 
destination in the event that the destination is unavailable. 

53. An AGR according to claim 44, wherein the network is 
a packet-switched network. 

54. An AGR according to claim 44, wherein the network is 
a connection-Oriented network. 

55. An AGR according to claim 54, wherein the network is 
an asynchronous transfer mode (ATM) network. 

56. An AGR according to claim 55, wherein the traffic 
switch is an ATM traffic switch and the AVJ is for adapting 
narrowband traffic received at said AGR to/from an ATM 
adaptation layer for the ATM network. 

57. An AGR according to claim 44, wherein the network is 
a wide area network (WAN). 

58. A method of routing traffic in a telecommunications 
system the method comprising the steps of 

interconnecting a plurality of routers across a broadband 
digital communications network by virtual trunks, 

setting up narrowband connections across the network 
using the virtual trunks, the plurality of routers thereby 
being arranged to function as a distributed narrowband 
exchange, and 

adapting narrowband traffic received at One of said rout 
ers to/from the network. 

59. A method according to claim 58, comprising the step 
of: 

determining One or more potential voice routes for a con 
nection. 

60. A method according to claim 58, comprising the steps 
of: 

determining a set of potential voice routes for a connec 
tion, and 

prioritising said routes from an assessment of congestion 
of said potential voice routes. 

61. A method according to claim 58, comprising the steps 
of: 

determining the availability of a destination, and 
rejecting at source traffic to that destination in the event 

that the destination is unavailable. 
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62. A method according to claim 58, comprising the steps 64. A method according to claim 58, wherein the network 
of: is a connection-Oriented network. 

65. A method according to claim 64, wherein the network 
is an asynchronous transfer mode (ATM) network. 

routing narrowband traffic across the system in depen- 66. A method according to claim 58, wherein the network 
dence on the determined current traffic status. is a wide area network (WAN). 

63. A method according to claim 58, wherein the network 
is a packet-switched network. k . . . . 

determining the current traffic status of the system, and 


