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Fig. 5

(57) Abstract: Disclosed is a method and apparatus for detecting and ranging cloud features. The method comprises: obtaining im-
age data(e.g. using a camera (200); classitying, as a cloud feature, an image segment (502 -508) of the image data; determining a
plurality of moments of the image segment (502 -508); using the determined plurality of moments, determining a geometric repres -
entation of that image segment (502-508); and, using the geometric representation, determining a distance between the cloud feature
represented by that image segment (502 -508) and an entity that obtained the image data.
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DETECTING AND RANGING CLOUD FEATURES

FIELD OF THE INVENTION

The present invention relates to the detection and ranging of cloud

features.

BACKGROUND

In situations such as autonomous control of aircraft it can be desirable to
automatically detect cloud features without relying on human vision/input. A
system that detects cloud features can be combined with a route planner or the
like to help an aircraft avoid bad weather or other crafts/objects that may not be
visible through clouds. Further, obtaining range information relating to cloud
features is complicated due to cloud motion and the typically small triangulation

baseline.

SUMMARY OF THE INVENTION

In a first aspect, the present invention provides a method of detecting
and ranging cloud features. The method comprises: obtaining image data;
classifying, as a cloud feature, an image segment of the image data;
determining a plurality of moments of the image segment; using the determined
plurality of moments, determining a geometric representation of that image
segment; and, using the geometric representation, determining a distance
between the cloud feature represented by that image segment and an entity

that obtained the image data.

The geometric representation may be a rectilinear or curvilinear
representation. The geometric representation may be a parametric
representation. The geometric representation may be a digital model. The

geometric representation may be an ellipse.

Determining the geometric representation of the image segment may

comprise determining a centroid of the image segment and, using the
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determined centroid, determining the geometric representation. Determining the
geometric representation of the image segment may comprise determining
major and minor axes of the image segment and, using the determined major

and minor axes, determining the geometric representation.

Determining a distance may comprise determining a time-to-collision
between the cloud feature represented by that image segment and an entity
that obtained the image data, and, using the determined time-to-collision,

determining the distance.

Determining a plurality of moments may comprise determining at least
the first four moments of the image segment. The moments of the image

segment may be discrete versions of Cartesian moments.

The image data may define a plurality of pixels and, for each pixel, a
respective luminance value. The step of classifying may comprise: defining one
or more intervals for the luminance values of the pixels; partitioning the image
data into one or more image segments, each respective image segment
containing pixels having a luminance value in a respective interval, and
classifying, as a cloud feature, each image segment containing pixels having

luminance value greater than or equal to a threshold luminance value.

Obtaining the image data may comprise capturing, using one or more
cameras, an image. The camera may be mounted on an aircraft. The method

may further comprise, controlling the aircraft based on the determined distance.

In a further aspect, the present invention provides apparatus for
detecting and ranging cloud features. The apparatus comprises. a sensor
configured to obtain image data; and one or more processors configured to:
classify an image segment of the image data as a cloud feature; determine a
plurality of moments of the image segment; using the determined plurality of
moments, determine a geometric representation of that image segment; and,
using the geometric representation, determine a distance between the cloud

feature represented by that image segment and the sensor.

In a further aspect, the present invention provides an aircraft comprising

apparatus according to the preceding aspect.
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In a further aspect, the present invention provides a program or plurality
of programs arranged such that when executed by a computer system or one or
more processors it/they cause the computer system or the one or more
processors to operate in accordance with the method of any of the above

aspects.

In a further aspect, the present invention provides a machine readable
storage medium storing a program or at least one of the plurality of programs

according to the preceding aspect.

BRIEF DESCRIPTION OF THE DRAWINGS
Figure 1 is a schematic illustration (not to scale) of a scenario 101 in
which an aircraft is flying in the vicinity of a cloud formation;

Figure 2 is a schematic illustration (not to scale) showing further details

of the aircraft;

Figure 3 is a process flow chart showing certain steps of a process of

controlling the aircraft;

Figure 4 is a process flow chart showing certain steps of a cloud

detection process;

Figure 5 is a schematic illustration (not to scale) showing a segmented

image produced during the cloud detection process;

Figure 6 is a process flow chart showing certain steps of a cloud ranging

process,;

Figure 7 is a schematic illustration (not to scale) illustrating an image

produced during the cloud ranging process; and

Figure 8 is a schematic illustration (not to scale) illustrating an image

produced during the cloud ranging process.

DETAILED DESCRIPTION
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Figure 1 is a schematic illustration (not to scale) of a scenario 101 in

which an aircraft 102 is flying in the vicinity of a cloud formation 104.

The aircraft 102 is an unmanned autonomous aircraft. The aircraft 102
implements a cloud detection and ranging process to facilitate navigation with
respect to the cloud formation 104. An embodiment of a cloud detection and
ranging process is described in more detail later below with reference to Figures
3 to 8.

Figure 2 is a schematic illustration (not to scale) showing further details
of the aircraft 102.

In this embodiment, the aircraft 102 comprises a visible light detecting
camera 200, a processor 202, a clock 204, an inertial measurement unit (IMU)
206, and a controller 208.

The camera 200 is a video camera capable of producing a sequence of
image-based data in a suitable manner and data format. The camera 200 is
configured to capture images of a scene external to the aircraft 102. In this
embodiment, the camera 200 is configured to capture image in front of the
aircraft 102, in the direction of travel of the aircraft 102. The camera 200 is
coupled to the processor 202 such that images captured by the camera 200

may be sent from the camera 200 to the processor 202.

The clock 204 is configured to measure the time-of-day local to the
aircraft 102. The clock 204 may automatically update with respect to, for
example, local time zones in which the aircraft 102 is operating. This updating
of the clock 204 may be performed, for example, using GPS measurements of
the aircraft 102. The clock 204 is coupled to the processor 202 such that time-
of-day measurements taken by the clock 204 may be sent from the clock 204 to

the processor 202.

The IMU 206 is an electronic device configured to measure the position,
orientation, and velocity of the aircraft 102. In this embodiment, the position of
the aircraft 102 is a global positioning system (GPS) measurement of the

aircraft’s location. The IMU 206 is coupled to the processor 202 such that
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measurements of the aircraft's position, orientation, and velocity taken by the
IMU 206 may be sent from the IMU 206 to the processor 202.

The processor 202 is configured to receive and process measurements
received from the camera 200, the clock 204 and the IMU 206, as described in
more detail later below with reference to Figure 3 to 8. An output of the
processor 202 is a control signal for controlling operation of the aircraft 102. The
processor 202 is coupled to the controller 208 such that the control signal
determined by the processor 202 may be sent from the processor 202 to the

controller 208.

The controller 208 is configured to control the aircraft 102 in accordance

with the control signal received from the processor 202.

Figure 3 is a process flow chart showing certain steps of a process of
controlling the aircraft 102 in which an embodiment of the cloud detection and

ranging process is implemented.

At step s2, a process of detecting clouds is performed. The cloud
detection process is described in more detail later below with reference to

Figure 4.

At step s4, respective ranges between the aircraft 102 and the clouds
detected at step s2 are determined. The cloud ranging process is described in

more detail later below with reference to Figure 6.

At step s6, using the output from the cloud detection process and the
cloud ranging process performed at step s2 and s4 respectively, the processor
202 determines a control signal for controlling the aircraft 102, and sends the
determined control signal to the controller 208. The controller 208 controls the
aircraft 102 in accordance with the received control signal, for example so as to

avoid the clouds of the cloud formation 104.

Returning to the description of step s2, Figure 4 is a process flow chart
showing certain steps of an embodiment of the cloud detection process.
Although the cloud detection process of Figure 4 is described below as being
performed based on a single image captured by the camera 200, it will be

appreciated by the skilled person that, in practice, the camera 200 captures a
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video or image sequence and that the process of Figure 4 may be continuously

performed or updated as new images are captured.

At step s8, the camera 200 captures an image of a scene in front of the
aircraft 102. In particular, the camera 200 captures an image along a direction
of travel of the aircraft 102. The camera 200 captures an image of the cloud

formation 104.

In this embodiment, the image captured by the camera 200 is in a red-
green-blue (RGB) format, i.e. each pixel in an image is assigned a coordinate

[R, G, B] representative of its colour in the RGB colour space.

The camera 200 sends the captured image of the scene to the processor
202. In some embodiments, the camera 200 acquires and sends 5megapixel

images to the processor 202 at a rate of 15Hz.

At step s10, the processor 202 converts the received image into the hue-
saturation-luminance (or hue-saturation-lightness) (HSL) coordinate system.
The HSL coordinate system is a cylindrical coordinate representation of the
RGB colour space. Any appropriate process may be used by the processor 202
to convert the received image from the RGB coordinate system into the HSL

coordinate system.

After conversion into the HSL format, each pixel in the captured image is

assigned a coordinate [H, S, L] in the HSL space.

At step s12, the clock 204 measures the time-of-day local to the aircraft
102 at which the image was captured. The clock 204 then sends the time-of-day

measurement to the processor 202.

At step s14, the IMU 206 measures the orientation of the aircraft 102
when the image was taken. In other words, the heading or facing of the aircraft
102 when the image was captured is measured. The IMU 206 then sends the
orientation measurement to the processor 202. In some embodiments, the IMU
206 sends navigation data (including orientation measurements) to the

processor 202 at a rate of 50Hz.

In this embodiment, the camera 200 has a fixed facing relative to the

aircraft 102. Thus, a measured orientation of the aircraft 102 at the point in time
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at which the image was captured by the camera 200 specify a direction in which
that image was captured by the camera 200. In some embodiments, a camera
mounted to a steerable turret may be used to capture image data, and

measurements of the cameras facing may be taken.

At step s15, the processor 202 analyses the HSL-format image to

determine a maximum luminance value Lnax in that image.

In this embodiment, maximum luminance value Lnax in an image is the

maximum of the luminance (L) coordinate of all the pixels in that image.

At step s16, using the time-of-day measurement taken at step s12, and
the aircraft orientation measurement taken at step s14, the processor 202

determines a luminance threshold value Lt. Lt is less than Liax.

Use of the luminance threshold value Lt is described in more detail later

below.

In this embodiment, the Lt is a function of the time-of-day measurement
and the aircraft orientation measurement. In other embodiments, Lt is a function
of only one of the time-of-day measurement and the aircraft orientation
measurement. In other embodiments, Lt is a function of one or more further
parameters instead of or in addition to one or both of the time-of-day
measurement and the aircraft orientation measurement. For example, in some
embodiments, Lt is a function of a measurement of ambient light level in which
the aircraft 102 is flying. In some embodiments, Lt is a heuristic which may be

learnt or based upon, for example, previous aircraft sorties and operations.

In some embodiments, determining the value of Lt comprises looking up
the Lt value in a look-up table using the time-of-day measurement and/or the

aircraft orientation measurement.

At step s18, using the time-of-day measurement taken at step s12, and
the aircraft orientation measurement taken at step s14, the processor 202

determines a luminance interval value Liq.

Use of the luminance threshold value Lt is described in more detail later

below.
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In this embodiment, the Ly is a function of the time-of-day measurement
and the aircraft orientation measurement. In other embodiments, L IS a
function of only one of the time-of-day measurement and the aircraft orientation
measurement. In other embodiments, Liy is a function of one or more further
parameters instead of or in addition to one or both of the time-of-day
measurement and the aircraft orientation measurement. For example, in some
embodiments, Liy is a function of the computational power of the processor 202
available for performing the cloud detection process. In some embodiments, Lint
is a heuristic which may be learnt or based upon, for example, previous aircraft

sorties and operations.

In some embodiments, determining the value of Li; comprises looking up
the Lt value in a look-up table using the time-of-day measurement and/or the

aircraft orientation measurement.

At step s20, the processor 202 segments the HSL-format image of the
scene in-front of the aircraft 102 into separate regions using the determined
maximum luminance value Lmax, the luminance threshold value Ly, and the

luminance interval value L.

In this embodiment, the segmentation of the image is performed as

follows.

Firstly, an interval space between Lnax and Lt is defined. The interval

space comprises a plurality of intervals between Lyaxand L, i.e.

[I—max, I—max—1], [I—max-1, I—max-z], seey [I—T+2, I—T+1], [I—T+1, I—T];

where [Li+1, L includes all luminance values less than or equal to L+ and
greater than L; In some embodiments, the interval [Lt+1, Lt] includes all

luminance values less than or equal to L1+ and greater than or equal to L.

In this embodiment, the size of each interval within the interval space is
equal to Lin. In other words, for each interval [Li+1, Li] in the interval space, L+ —
Li = Lint

Secondly, each pixel in the HSL-format image is assigned to an interval
in the interval space (or to a further interval [Lt, 0] which contains all luminance

values less than Lt and greater than or equal to zero) depending upon its
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luminance coordinate value L. Thus, in effect, each pixel in the image is

assigned a label.

Thirdly, adjacent pixels in the image that are assigned to the same
interval in the interval space (i.e. have been assigned the same label), are

grouped together to form image segments.

Thus, the HSL-format image is segmented into groups of pixels having

similar luminance characteristics.

At step s22, the processor 202 classifies as “cloud” each segment in the
image that contains pixels that have been assigned to an interval in the interval

space between Lyax and L.

Also, the processor 202 classifies as “not a cloud” each segment in the
image that contains pixels that have not been assigned to an interval in the
interval space between Lnax and L, i.e. pixels that are assigned to [Lr, 0]. In this
embodiment, the segments that contain pixels that have not been assigned to
an interval in the interval space between Lnax and Lt contain only those pixels
that have a luminance value that is less than Lt. In some embodiments, the
segments that contain pixels that have not been assigned to an interval in the
interval space between Lnax and Lt may be assigned a different label or be
classified in a different way, for example, those segments may be classified as

“sky” or “ground”.

Figure 5 is a schematic illustration (not to scale) showing the segmented

image 500 produced by the processor 202 at step s22.

In this embodiment, the image 500 comprises a plurality of image
segments, namely a first segment 502, a second segment 504, a third segment
506, and a fourth segment 508.

The first segment 502 comprises pixels that have been assigned to the
interval [Lmax, Lmax-1]. As the pixels in the first segment 502 have been assigned
to an interval in the interval space between Ly and Ly, the first segment 502 is
assigned the label “CLOUD”. The “CLOUD” label and the [Lmax Lmax1] interval
that have been assigned to the first segment 502 are shown in Figure 5, in a

dotted box located in the first segment 502.
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The second segment 504 comprises pixels that have been assigned to
the interval [Lmax1, Lmax-2]. As the pixels in the second segment 504 have been
assigned to an interval in the interval space between Lnax and L1, the second
segment 504 is assigned the label “CLOUD”. The “CLOUD” label and the [Lmax
1, Lmax2] Interval that have been assigned to the second segment 504 are

shown in Figure 5, in a dotted box located in the second segment 504.

The third segment 506 comprises pixels that have been assigned to the
interval [Lt+1, L7]. As the pixels in the third segment 506 have been assigned to
an interval in the interval space between Lnax and Ly, the third segment 506 is
assigned the label “CLOUD”. The “CLOUD” label and the [Lt+1, Lt] interval that
have been assigned to the third segment 506 are shown in Figure 5, in a dotted

box located in the third segment 506.

The fourth segment 508 comprises pixels that have a luminance
coordinate value less than L. Thus, the pixels in the fourth segment 508 are not
assigned to an interval in the interval space between Lnax and Ly, and so the
fourth segment 508 is assigned the label “NOT CLOUD”. The “NOT CLOUD”
label that has been assigned to the fourth segment 508 is shown in Figure 5, in

a dotted box located in the fourth segment 508.

Thus, the processor 202 detects the presence of clouds in the images

captured by the camera 200.

In some embodiments, the segments in the image that are classified as
‘CLOUD” may be further classified depending upon the luminance interval

assigned to the pixels in that segment.

In some embodiments, one or more segment in the segmented image
may be labelled as a particular type of cloud depending upon the luminance
interval assigned to that segment. For example, a segment may be further
classified as a stratus cloud, and assigned a “STRATUS” label by the processor
202, if it contains pixels assigned to any of the intervals [L;, Li+1], [Li+1, Lis2], or
[Li+2, Lis3].

In some embodiments, one or more segments in the segmented image

may be labelled as having certain cloud characteristics or properties depending
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upon the luminance interval assigned to that segment. For example, a segment
may be further classified as a cloud associated with an increased risk of aircraft
icing, and assigned an “ICE RISK” label by the processor 202, if it contains
pixels assigned to the interval [L;, Lj+1] or [Lj+1, Lj+2]. Also for example, a segment
may be further classified as a cloud associated with an increased lightning
strike risk, and assigned a “LIGHTNING RISK” label by the processor 202, if it

contains pixels assigned to the intervals [Lg, Lx+1].
Thus, the cloud detection process of step s2 is provided.

Returning to the description of step s4, Figure 6 is a process flow chart
showing certain steps of an embodiment of the cloud ranging process for
determining a range between the aircraft 102 and the clouds detected at step s2
(which correspond to the image segments 502, 504, 506). Although the cloud
ranging process of Figure 6 is described below as being performed based on
the single image 500 captured by the camera 200, it will be appreciated by the
skilled person that, in practice, the camera 200 captures a video or image
sequence and that the process of Figure 3 may be continuously performed or

updated as new images are captured.

At step s24, for each segment of the image 500 that has been classified
as “cloud’, the processor 202 determines the centroid of that segment. Any

appropriate centroid determination process may be used.

Thus, in this embodiment, the processor 202 determines a respective

centroids for the first, second, and third image segments 502, 504, 506.

In this embodiment, the centroid, or geometric centre, of a two-
dimensional image segment is the arithmetic mean ("average') position of all

the pixels in that image segment.

At step s26, for each segment of the image 500 that has been classified
as “cloud’, the processor 202 determines the major and minor axes of that
segment. Any appropriate axes determination process may be used. For
example, in some embodiments, the covariance matrix of an image segment
may be determined, and the eigenvectors of that covariance matrix determined.

The eigenvalues of the covariance matrix of an image segment may correspond
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to the lengths of the major and minor axes of that image segment. The
eigenvectors of the covariance matrix of an image segment may correspond to

the orientations of the major and minor axes of that image segment.

Figure 7 is a schematic illustration (not to scale) illustrating the

information determined by the processor 202 at step s26.

The first image segment 502 has previously been labelled as “CLOUD”.
Thus a centroid of the first image segment 502, which is hereinafter referred to
as the “first centroid” and indicated in Figure 7 by the reference numeral 702,
has been determined. Also, major and minor axes of the first image segment
502, which are hereinafter referred to as the “first major axis” 703a and the “first

minor axis” 703b, have also been determined.

The second image segment 504 has previously been labelled as
“‘CLOUD”. Thus a centroid of the second image segment 504, which is
hereinafter referred to as the “second centroid” and indicated in Figure 7 by the
reference numeral 704, has been determined. Also, major and minor axes of
the second image segment 504, which are hereinafter referred to as the
“second major axis” 705a and the “second minor axis” 705b, have also been

determined.

The third image segment 506 has previously been labelled as “CLOUD”.
Thus a centroid of the third image segment 506, which is hereinafter referred to
as the “third centroid” and indicated in Figure 7 by the reference numeral 706,
has been determined. Also, major and minor axes of the third image segment
506, which are hereinafter referred to as the “third major axis” 707a and the

“third minor axis” 705b, have also been determined.

The fourth image segment 508 is not labelled as “CLOUD”. Thus, in this
embodiment, a centroid and major/minor axes are not determined for this

segment 508.

At step s28, for each segment of the image 500 that has been classified
as “cloud”, the processor 202 determines a plurality of image moments of that

segment.
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In this embodiment, a plurality of discrete versions of Cartesian moments
are determined for each of the image segments that have been classified as
“‘cloud”. Preferably, discrete versions of at least the first four Cartesian
moments, l4, Iz, I3, and |4 are determined for each of the image segments that
have been classified as “cloud”. For example, the discrete versions of the first
five Cartesian moments, |y, I, I3, ls, and Is may be determined. In some
embodiments, for one or more of the image segments, one or more different
image moments instead of or in addition to the discrete versions of the
Cartesian moments may be determined, for example, central moments. The first
moment |1 of an image segment may be a moment of inertia of that image

segment.

At step s30, for each segment of the image 500 that has been classified
as “cloud’, using the centroid, the major and minor axes, and the image
moments of that image segment, the processor 202 determines an ellipse that

best represents that image segment.

In other words, in this embodiment, using the first centroid 702, the first
major and minor axes 703a, 703b, and image moments of the first image
segment 502, the processor determines a first ellipse that is representative of
the first image segment 502. The processor 202 also determines a second
ellipse that is representative of the second image segment 504 in the same way
mutatis mutandis. The processor 202 also determines a third ellipse that is
representative of the third image segment 506 in the same way mutatis

mutandis.

Figure 8 is a schematic illustration (not to scale) illustrating the first
ellipse 802, the second ellipse 804, and the third ellipse 806 that are
representative of the first image segment 502, the second image segment 504,

and the third image segment 506 respectively.

In this embodiment, any appropriate method of determining the ellipses
802, 804, 806 may be implemented.

The first centroid 702 is the centre of the first ellipse 802. The first major
and minor axes 703a, 703b are the major and minor axes respectively of the

first ellipse 802. Similarly, the second centroid 704 is the centre of the second
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ellipse 804, and the second major and minor axes 705a, 705b are the major
and minor axes respectively of the second ellipse 804. Similarly, the third
centroid 706 is the centre of the third ellipse 806, and the third major and minor
axes 707a, 707b are the major and minor axes respectively of the third ellipse
806.

The ellipses 802, 804, 806 are geometric parametric models of the
‘cloud” image segment that are generated using the moments extracted from

those image segments.

In this embodiment, the ellipses 802, 804, 806 are curvilinear models of
the “cloud” image segments. Also, the ellipses are digital models representative
of the “cloud” image segments. In other embodiments, different models of one
or more of the image segments may be determined instead of or in addition to
an ellipse. For example, in some embodiments, a different curvilinear geometric
representation of an image segment, e.g. a circle or an oval, may be used. In
some embodiments, a rectilinear geometric representation of an image
segment, e.g. a polygonal representation, may be used. Preferably image
segments are represented by geometric models or representations formed by,
or characterized by, points, lines, curves, or surfaces. More preferably, the
geometric representations of image segments are in the form of relatively

simple geometric forms, such as circles, ellipses, rectangles, and triangles.

Advantageously, the ellipses 802, 804, 806 tend to be very stable

representations of the cloud segments.

In some embodiments, the ellipses 802, 804, 806 are maximally stable
extremal regions (MSER). Further information on MSER and the
extraction/detection of MSER from images may be found, for example, in J.
Matas, O. Chum, M. Urban, and T. Pajdla. "Robust wide baseline stereo from
maximally stable extremal regions.", Proc. of British Machine Vision
Conference, pages 384-396, 2002, which is incorporated herein by reference in

its entirety.

Advantageously, as more images of the scene are captured and the

image segmentation and the ellipses 802, 804, 806 are updated, the ellipses



10

15

20

25

30

WO 2016/116724 PCT/GB2015/050123

-15-

802, 804, 806 tend to exhibit similar properties to each other and the clouds that

they represent (e.g. motion due to wind etc.).

At step s32, the IMU 206 measures the position and velocity of the
aircraft 102. The measurements of the aircraft’'s position and velocity taken by
the IMU 206 are sent from the IMU 206 to the processor 202.

At step s34, using the measured position and velocity of the aircraft 102,
for each of the determined ellipses 802, 804, 806, the processor 202
determines a “time-to-collision” between the aircraft 102 and the cloud
represented by that ellipse 802, 804, 806.

To calculate the time to collision for an ellipse 802, 804, 806, the
processor 202 may calculate the rate of change of the size of that ellipse in the

image 500, and use the aircraft’s position and velocity.

In some embodiments, the processor 202 assumes that the ellipses (i.e.
the clouds) are stationary, and that only the aircraft 102 is moving. However, in
other embodiments, a velocity of a cloud/ellipse may be calculated, for example,
using measurements of the wind speed and direction relative to the aircraft 102,
which may be taken by one or more appropriate sensors mounted on the
aircraft 102.

At step s36, for each of the ellipses 802, 804, 806, using the “time-to-
collision” determined for that ellipse 802, 804, 806, the processor 202
determines a range between the aircraft 102 and the cloud represented by that
ellipse 802, 804, 806. Measurements of the velocity of the aircraft 102 may be

used to determine the cloud ranges.

In some embodiments, the major and minor axes of an ellipse may be
converted into azimuth and elevation coordinates, for example, from an origin
located at a current position of the aircraft 102. Cloud ranges and angular
extents from the point of view of the aircraft 102 may be in the form of azimuth,

elevation, and range coordinates.
Thus, the cloud ranging process of step s4 is provided.

Returning to the description of step s6 of Figure 3, control signal for

controlling the aircraft 102 may be determined using the azimuth, elevation, and



10

15

20

25

30

WO 2016/116724 PCT/GB2015/050123

-16 -

range properties of the detected clouds. The aircraft 102 may be controlled so
as to avoid the detected clouds. In some embodiments, only those clouds
having been assigned certain labels are avoided, for example, in some
embodiments, only clouds having been labelled as ICE RISK or LIGHTNING

RISK are actively avoided.

Using the above described cloud detection process, different cloud
structures within a region of cloud may be detected. Thus, different parts of a
cloud formation having different properties and characteristics may be detected.
Thus, it tends to be possible to differentiate areas of cloud that may be
hazardous to the aircraft from those that are relatively safe, and the aircraft may
be controlled accordingly. Thus, the above described method and apparatus

tends to reduce or eliminate the unnecessary avoidance of cloud.

Advantageously, the parametric representations of the clouds used in the
above described cloud ranging process tend to be stable, i.e. unchanging over

time. Thus, the cloud ranging process tends to be advantageously robust.

Advantageously, the above described method allows for the autonomous
operation of an aircraft. In particular, the autonomous navigation of an aircraft
through or within the vicinity of a cloud formation is facilitated. The aircraft may

avoid at least the most hazardous regions of cloud.

The above described cloud detection and cloud ranging processes tend
to be relatively simple and relatively computationally inexpensive to perform

compared to conventional cloud detection/ranging techniques.

The appearance of clouds (e.g. the colours of the clouds) tends to
change depending on, for example, the time of day, the time of year, and the
weather. For example, clouds and the sky tend to appear redder at dawn and
dusk. Advantageously, the above described method tends to be robust to such
changes in the colours of clouds. This may, for example, be as a result of
performing image segmentation based on luminance measurements, as
opposed to on a colour basis as is typically used in conventional cloud

detection/ranging processes in which images tend to be in the RGB format.



10

15

20

25

30

WO 2016/116724 PCT/GB2015/050123

-17 -

Obtaining range information to cloud features tends to be difficult, for
example, due to cloud motion and the typically small triangulation baseline. The

above described methods advantageously tend to traverse these difficulties.

Apparatus, including the processor 202, for implementing the above
arrangement, and performing the method steps to be described later below,
may be provided by configuring or adapting any suitable apparatus, for example
one or more computers or other processing apparatus or processors, and/or
providing additional modules. The apparatus may comprise a computer, a
network of computers, or one or more processors, for implementing instructions
and using data, including instructions and data in the form of a computer
program or plurality of computer programs stored in or on a machine readable
storage medium such as computer memory, a computer disk, ROM, PROM

etc., or any combination of these or other storage media.

It should be noted that certain of the process steps depicted in the
flowcharts of Figures 3, 4, and 6 and described above may be omitted or such
process steps may be performed in differing order to that presented above and
shown in the Figures. Furthermore, although all the process steps have, for
convenience and ease of understanding, been depicted as discrete temporally-
sequential steps, nevertheless some of the process steps may in fact be

performed simultaneously or at least overlapping to some extent temporally.

In the above embodiments, the aircraft is an unmanned autonomous
aircraft. However, in other embodiments, the aircraft is a manned aircraft. Also,
in some embodiments, the aircraft may be a semi-autonomous aircraft or
controlled by a human pilot (e.g. a human located at a ground-base). In
embodiments in which the aircraft is controlled by a navigator or pilot, a display
device can be used to display the detected clouds and/or range information to
help the navigator or pilot fly the aircraft. For example, a display may be
produced that shows the images of any of Figures 5, 7, and/or 8 providing

information regarding the positions of detected clouds.

In the above embodiments, the cloud detection and cloud ranging
processes run in an on-line to navigate the aircraft. However, in other

embodiments, systems may run in off-ine modes. In some off-line
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embodiments, the processor may receive input from a data source in the form

of a video and navigation logdfile.

In the above embodiments, aircraft position, orientation, and velocity
measurements are provided by the IMU to the processor for use in the cloud
detection and ranging processes. In some embodiments, other data instead of
or in addition to the aircraft position, orientation, and/or velocity measurements
may be used by the processor. Examples of such data include but are not
limited to latitude, longitude, altitude, pan, tilt, roll and rates data. Such data
may be provided to the processor by the IMU or a different system on-board or

remote from the aircraft.

In the above embodiment, the cloud detection and ranging process is
used to navigate an aircraft. However, in other embodiments, the cloud
detection process and/or the cloud ranging process may be used for a different
appropriate purpose, for example, an output of the detection process and/or the
cloud ranging process may be transmitted from the aircraft to an entity remote
from the aircraft for the purpose of, e.g., navigating one or more further aircraft

or forecasting weather.

In the above embodiments, clouds are detected using the cloud detection
process described above with reference to Figure 4. However, in other

embodiments, a different appropriate cloud detection process is used.
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CLAIMS
1. A method of detecting and ranging cloud features, the method
comprising:
obtaining image data;

classifying, as a cloud feature, an image segment (502 - 508) of the

image data;
determining a plurality of moments of the image segment (502 - 508);

using the determined plurality of moments, determining a geometric

representation of that image segment (502 - 508); and,

using the geometric representation, determining a distance between the
cloud feature represented by that image segment (502 - 508) and an entity that

obtained the image data.

2. A method according to claim 1, wherein the geometric representation is a

rectilinear or curvilinear representation.

3. A method according to clam 1 or 2, wherein the geometric

representation is a parametric representation.

4. A method according to any of claims 1 to 3, wherein the geometric

representation is a digital model.

. A method according to any of claims 1 to 4, wherein the geometric

representation is an ellipse (802 — 806).

6. A method according to any of claims 1 to 5, wherein determining the
geometric representation of the image segment (502 - 508) comprises
determining a centroid (702 — 706) of the image segment (502 - 508) and, using

the determined centroid (702 — 706), determining the geometric representation.
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7. A method according to any of claims 1 to 6, wherein determining the
geometric representation of the image segment (502 - 508) comprises
determining major and minor axes (703 — 707) of the image segment (502 -
508) and, using the determined major and minor axes (703 — 707), determining

the geometric representation.

8. A method according to any of claims 1 to 7, wherein determining a
distance comprises determining a time-to-collision between the cloud feature
represented by that image segment (502 - 508) and an entity that obtained the
image data, and, using the determined time-to-collision, determining the

distance.

9. A method according to any of claims 1 to 8, wherein determining a
plurality of moments comprises determining at least the first four moments of

the image segment (502 - 508).

10. A method according to any of claims 1 to 9, wherein the moments of the

image segment (502 - 508) are discrete versions of Cartesian moments.

11. A method according to any of claims 1 to 10, wherein:

the image data defines a plurality of pixels and, for each pixel, a

respective luminance value; and
the step of classifying comprises:

defining one or more intervals for the luminance values of the

pixels;

partitioning the image data into one or more image segment (502 -
508)s, each respective image segment (502 - 508) containing pixels

having a luminance value in a respective interval; and
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classifying, as a cloud feature, each image segment (502 - 508)
containing pixels having luminance value greater than or equal to a

threshold luminance value (Ly).

A method according to any of claims 1 to 11, wherein:

obtaining the image data comprises capturing, using one or more

cameras (200), an image (500);

the camera (200) is mounted on an aircraft (102); and

the method further comprises, controlling the aircraft (102) based on the

determined distance.

13.

Apparatus for detecting and ranging cloud features, the apparatus

comprising:

14.

a sensor (200) configured to obtain image data; and
one or more processors (202) configured to:

classify an image segment (502 - 508) of the image data as a

cloud feature;

determine a plurality of moments of the image segment (502 -
508);

using the determined plurality of moments, determine a geometric

representation of that image segment (502 - 508); and,

using the geometric representation, determine a distance between
the cloud feature represented by that image segment (502 - 508) and the

Sensor.

An aircraft (102) comprising apparatus according to claim 13.
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15. A program or plurality of programs arranged such that when executed by
a computer system or one or more processors it/they cause the computer
system or the one or more processors to operate in accordance with the

method of any of claims 1 to 12.

16. A machine readable storage medium storing a program or at least one of

the plurality of programs according to claim 15.

SUBSTITUTE SHEET (RULE 26)
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