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Beschreibung
TECHNISCHES GEBIET

[0001] Die vorliegende Erfindung bezieht sich allge-
mein auf das Gebiet von Speicherzugriff und - steue-
rung und im Besonderen auf ein Konfigurieren von
Speichern.

HINTERGRUND

[0002] In einem konvergierten System stellt Vir-
tualisierung eine Elastizitdt von Datenverarbeitungs-
Ressourcen, Speicherplatz und/oder Anwendungs-
mobilitdt bereit. Eine konvergierte Infrastruktur fasst
Komponenten einer Informationstechnologie zu ei-
nem Software-Paket zusammen. Bei einem Virtuali-
sierungs-Container handelt es sich um ein ein Da-
teisystem beinhaltendes Software-Paket zum zuver-
lassigen Installieren von Software auf einem Ser-
ver. Ein Beispiel fur einen Virtualisierungs-Contai-
ner ist Docker. Einige Virtualisierungs-Container be-
inhalten Software-Bibliotheks-Frameworks. Ein Soft-
ware-Bibliotheks-Framework ermdglicht eine verteil-
te Verarbeitung von groRen Datensatzen mithilfe ei-
nes Programmierungsmodells. Ein Beispiel fir ein
solches Software-Bibliotheks-Framework ist Hadoop.
Ein Portable Operating System Interface erhalt eine
Kompatibilitat zwischen verschiedenen Betriebssys-
temen aufrecht. Ein Portable Operating System Inter-
face definiert einen Satz von Anwendungsprogram-
mierschnittstellen. Ein Beispiel fir ein Portable Ope-
rating System Interface ist POSIX.

[0003] Eine Big-Data-Analyse ermdglicht die Analy-
se von Technologie trotz des exponentiellen Wachs-
tums und der Verflgbarkeit von Daten einschlieRlich
sowohl strukturierter Daten als auch unstrukturierter
Daten. Die Big-Data-Analyse hat sich in zwei Richtun-
gen entwickelt: (i) exklusive Parallelverarbeitung auf
Grundlage einer Relationsdatenbank; und (i) Analy-
se auf Grundlage eines Software-Bibliotheks-Frame-
works.

[0004] Es ist auBerordentlich schwierig, mehrere
Cluster fur verschiedene Benutzer zu verwalten.
Wenngleich ein Connector-Service flr jede Cluster-
Instanz von einem Tenant gestartet, tberwacht und
verwaltet werden kdnnte, wobei eine unabhangige
Netzwerk-IP-Adresse (berwacht wirde, ist dieses
Verfahren nicht skalierbar, da erhebliche System-
Ressourcen bendtigt wiirden.

[0005] Daher besteht nach dem Stand der Technik
ein Bedarf, das oben genannte Problem zu I6sen.

KURZDARSTELLUNG

[0006] Unter einem ersten Aspekt betrachtet, stellt
die vorliegende Erfindung ein Verfahren zum Verwal-

ten einer Lese-/Schreib-Anforderung bereit, wobei
das Verfahren aufweist: Ermitteln eines ersten Ver-
zeichnisses, das einer ersten Tenant-Kennung in ei-
nem Satz von Tenant-Kennungen entspricht, wobei:
das erste Verzeichnis mithilfe eines ersten Schnitt-
stellenstandards organisiert wird und die erste Ten-
ant-Kennung einem ersten Tenant des ersten Ver-
zeichnisses entspricht; Zuweisen eines Connector-
Service zu dem ersten Verzeichnis und der ersten
Tenant-Kennung; Ermitteln eines zweiten Verzeich-
nisses, das dem Connector-Service entspricht, wo-
bei: das zweite Verzeichnis mithilfe eines zweiten
Schnittstellenstandards organisiert wird, ein erster
Knoten einen ersten Satz von Dateien in dem zwei-
ten Verzeichnis enthalt und der erste Satz von Da-
teien dem ersten Tenant entspricht; Verarbeiten der
ersten Lese-/Schreib-Anforderung in einem Satz von
Lese-/Schreib-Anforderungen mithilfe des Connec-
tor-Service und des ersten Knotens, wobei die erste
Lese-/Schreib-Anforderung von dem ersten Tenant
stammt; und Erzeugen eines ersten Ergebnisses zu
der ersten Lese-/Schreib-Anforderung; wobei: zumin-
dest das Verarbeiten der ersten Lese-/Schreib-Anfor-
derung mithilfe des Connector-Service und des ers-
ten Knotens durch eine Computer-Software durchge-
fuhrt wird, die auf einer Computer-Hardware ausge-
fuhrt wird.

[0007] Unter einem weiteren Aspekt betrachtet, stellt
die vorliegende Erfindung ein Computersystem zum
Verwalten einer Lese-/Schreib-Anforderung bereit,
wobei das System aufweist: einen Prozessorsatz;
und ein computerlesbares Speichermedium; wobei:
der Prozessorsatz dazu strukturiert, platziert, verbun-
den und/oder programmiert ist, in dem computer-
lesbaren Speichermedium gespeicherte Anweisun-
gen auszufihren; und die Anweisungen beinhalten:
Programmanweisungen, die durch eine Einheit da-
zu ausfihrbar sind zu bewirken, dass die Einheit ein
erstes Verzeichnis ermittelt, das einer ersten Ten-
ant-Kennung in einem Satz von Tenant-Kennungen
entspricht, wobei: das erste Verzeichnis mithilfe ei-
nes ersten Schnittstellenstandards organisiert wird
und die erste Tenant-Kennung einem ersten Tenant
des ersten Verzeichnisses entspricht; Programman-
weisungen, die durch eine Einheit dazu ausfihrbar
sind zu bewirken, dass die Einheit einen Connector-
Service dem ersten Verzeichnis und der ersten Ten-
ant-Kennung zuweist; Programmanweisungen, die
durch eine Einheit dazu ausfiihrbar sind zu bewirken,
dass die Einheit ein zweites Verzeichnis ermittelt, das
dem Connector-Service entspricht, wobei: das zweite
Verzeichnis mithilfe eines zweiten Schnittstellenstan-
dards organisiert wird, ein erster Knoten einen ers-
ten Satz von Dateien in dem zweiten Verzeichnis ent-
halt und der erste Satz von Dateien dem ersten Ten-
ant entspricht; Programmanweisungen, die durch ei-
ne Einheit dazu ausfihrbar sind zu bewirken, dass
die Einheit eine erste Lese-/Schreib-Anforderung in
einem Satz von Lese-/Schreib-Anforderungen mithil-
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fe des Connector-Service und des ersten Knotens
verarbeitet, wobei die erste Lese-/Schreib-Anforde-
rung von dem ersten Tenant stammt; und Programm-
anweisungen, die durch eine Einheit dazu ausfihrbar
sind zu bewirken, dass die Einheit ein erstes Ergeb-
nis zu der ersten Lese-/Schreib-Anforderung erzeugt.

[0008] Unter einem weiteren Aspekt betrachtet, stellt
die vorliegende Erfindung ein Computerprogramm-
produkt zum Verwalten einer Lese-/Schreib-Anforde-
rung bereit, wobei das Computerprogrammprodukt
ein computerlesbares Speichermedium aufweist, das
durch eine Verarbeitungsschaltung gelesen werden
kann und das Anweisungen zum Ausfiihren durch die
Verarbeitungsschaltung zum Durchfuhren eines Ver-
fahrens zum Durchflihren der Schritte der Erfindung
speichert.

[0009] Unter einem weiteren Aspekt betrachtet, stellt
die vorliegende Erfindung ein Computerprogramm
bereit, das auf einem computerlesbaren Medium ge-
speichert ist und in den internen Speicher eines Di-
gitalcomputers ladbar ist, das Abschnitte eines Soft-
ware-Codes aufweist, um die Schritte der Erfindung
durchzuflhren, wenn das Programm auf einem Com-
puter ausgefihrt wird.

[0010] Gemal einem Aspekt der vorliegenden Erfin-
dung ist ein Verfahren, ein Computerprogrammpro-
dukt und/oder ein System vorhanden, das die folgen-
den Operationen (nicht zwingend in der folgenden
Reihenfolge) durchfuhrt: (i) Ermitteln eines ersten
Verzeichnisses, das einer ersten Tenant-Kennung in
einem Satz von Tenant-Kennungen entspricht, wo-
bei: (a) das erste Verzeichnis mithilfe eines ersten
Schnittstellenstandards organisiert wird, und (b) die
erste Tenant-Kennung einem ersten Tenant des ers-
ten Verzeichnisses entspricht; (ii) Zuweisen eines
Connector-Service zu dem ersten Verzeichnis und
der ersten Tenant-Kennung; (iii) Ermitteln eines zwei-
ten Verzeichnisses, das dem Connector-Service ent-
spricht, wobei: (a) das zweite Verzeichnis mithilfe ei-
nes zweiten Schnittstellenstandards organisiert wird,
(b) ein erster Knoten einen ersten Satz von Dateien
in dem zweiten Verzeichnis enthélt, und (c) der ers-
te Satz von Dateien dem ersten Tenant entspricht;
(iv) Verarbeiten einer ersten Lese-/SchreibAnforde-
rung in einem Satz von Lese-/Schreib-Anforderungen
mithilfe des Connector-Service und des ersten Kno-
tens, wobei die erste Lese-/Schreib-Anforderung von
dem ersten Tenant stammt; und (v) Erzeugen eines
ersten Ergebnisses zu der ersten Lese-/Schreib-An-
forderung. Zumindest das Verarbeiten der ersten Le-
se-/Schreib-Anforderung mithilfe des Connector-Ser-
vice und des ersten Knotens wird durch eine Com-
puter-Software durchgefiihrt, die auf einer Computer-
Hardware ausgefiihrt wird.

Figurenliste

[0011] Die vorliegende Erfindung wird nun lediglich
beispielhaft unter Bezugnahme auf bevorzugte Aus-
fuhrungsformen beschrieben, wie sie in den folgen-
den Figuren veranschaulicht werden:

Fig. 1 ist eine Ansicht eines Blockschaubildes ei-
ner ersten Ausfihrungsform eines Systems ge-
mal der vorliegenden Erfindung;

Fig. 2 ist ein Ablaufplan, der ein Verfahren einer
ersten Ausfihrungsform darstellt, das zumindest
zum Teil durch das System der ersten Ausfiih-
rungsform durchgefihrt wird;

Fig. 3 ist eine Ansicht eines Blockschaubildes ei-
nes Abschnitts einer Maschinenlogik (z.B. einer
Software) des Systems der ersten Ausfiihrungs-
form;

Fig. 4 ist ein Ablaufplan, der ein Verfahren einer
zweiten Ausfihrungsform darstellt, das durch ei-
ne zweite Ausflihrungsform eines Systems ge-
maf der vorliegenden Erfindung durchgefihrt
wird;

Fig. 5 ist eine Ansicht eines Blockschaubildes
der zweiten Ausfiihrungsform des Systems;

Fig. 6 sind Referenztabellen, die durch eine drit-
te Ausflhrungsform des Systems gemaR der
vorliegenden Erfindung erzeugt werden; und

Fig. 7 ist ein Ablaufplan, der ein Verfahren einer
dritten Ausfihrungsform darstellt, das durch eine
vierte Ausflihrungsform eines Systems geman
der vorliegenden Erfindung durchgefiihrt wird.

AUSFUHRLICHE BESCHREIBUNG

[0012] Konfiguration eines verteilten Multi-Tenant-
Dateisystems auf einem Knoten. Verschiedene Ten-
ants und Tenant-Cluster sind mit einem verteilten
Dateisystem korreliert, und das verteilte Dateisys-
tem tauscht Daten durch einen Connector-Service
mit verschiedenen Tenants aus. Das gesamte verteil-
te Dateisystem befindet sich auf einem physischen
Knoten. Dieser Abschnitt der ausfiihrlichen Beschrei-
bung ist in die folgenden Unterabschnitte unterteilt:
(i) Hardware- und Software-Umgebung; (ii) Eine bei-
spielhafte Ausfihrungsform; (iii) Weitere Anmerkun-
gen und/oder Ausfihrungsformen; und (iv) Definitio-
nen.

HARDWARE- UND SOFTWARE-UMGEBUNG

[0013] Bei der vorliegenden Erfindung kann es sich
um ein System, ein Verfahren und/oder ein Compu-
terprogrammprodukt mit einem beliebigen Integrati-
onsgrad technischer Details handeln. Das Computer-
programmprodukt kann (ein) durch einen Computer
lesbare(s) Speichermedium (oder -medien) beinhal-
ten, auf dem/denen durch einen Computer lesbare
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Programmanweisungen gespeichert ist/sind, um ei-
nen Prozessor dazu zu veranlassen, Aspekte der vor-
liegenden Erfindung auszuflihren.

[0014] Bei dem durch einen Computer lesbaren
Speichermedium kann es sich um eine physische
Einheit handeln, die Anweisungen zur Verwendung
durch ein System zur Ausfiuihrung von Anweisun-
gen behalten und speichern kann. Bei dem durch
einen Computer lesbaren Speichermedium kann es
sich zum Beispiel um eine elektronische Speicher-
einheit, eine magnetische Speichereinheit, eine opti-
sche Speichereinheit, eine elektromagnetische Spei-
chereinheit, eine Halbleiterspeichereinheit oder je-
de geeignete Kombination daraus handeln, ohne auf
diese beschrankt zu sein. Zu einer nicht erschop-
fenden Liste spezifischerer Beispiele des durch ei-
nen Computer lesbaren Speichermediums gehéren
die Folgenden: eine tragbare Computerdiskette, eine
Festplatte, ein Direktzugriffsspeicher (RAM), ein Nur-
Lese-Speicher (ROM), ein léschbarer programmier-
barer Nur-Lese-Speicher (EPROM bzw. Flash-Spei-
cher), ein statischer Direktzugriffsspeicher (SRAM),
ein tragbarer Kompaktspeicherplatte-Nur-Lese-Spei-
cher (CD-ROM), eine DVD (digital versatile disc), ein
Speicher-Stick, eine Diskette, eine mechanisch ko-
dierte Einheit wie zum Beispiel Lochkarten oder ge-
hobene Strukturen in einer Rille, auf denen Anwei-
sungen gespeichert sind, und jede geeignete Kom-
bination daraus. Ein durch einen Computer lesbares
Speichermedium soll in der Verwendung hierin nicht
als fliichtige Signale an sich aufgefasst werden, wie
zum Beispiel Funkwellen oder andere sich frei aus-
breitende elektromagnetische Wellen, elektromagne-
tische Wellen, die sich durch einen Wellenleiter oder
ein anderes Ubertragungsmedium ausbreiten (z.B.
durch ein Glasfaserkabel geleitete Lichtimpulse) oder
durch einen Draht Gbertragene elektrische Signale.

[0015] Hierin beschriebene, durch einen Compu-
ter lesbare Programmanweisungen kénnen von ei-
nem durch einen Computer lesbaren Speichermedi-
um auf jeweilige Datenverarbeitungs-/Verarbeitungs-
einheiten oder Uber ein Netzwerk wie zum Bei-
spiel das Internet, ein lokales Netzwerk, ein Weit-
verkehrsnetz und/oder ein drahtloses Netzwerk auf
einen externen Computer oder eine externe Spei-
chereinheit heruntergeladen werden. Das Netzwerk
kann Kupferiibertragungskabel, Lichtwellenibertra-
gungsleiter, drahtlose Ubertragung, Leitwegrechner,
Firewalls, Vermittlungseinheiten, Gateway-Computer
und/oder Edge-Server aufweisen. Eine Netzwerkad-
apterkarte oder Netzwerkschnittstelle in jeder Daten-
verarbeitungs-/Verarbeitungseinheit empfangt durch
einen Computer lesbare Programmanweisungen aus
dem Netzwerk und leitet die durch einen Computer
lesbaren Programmanweisungen zur Speicherung in
einem durch einen Computer lesbaren Speicherme-
dium innerhalb der entsprechenden Datenverarbei-
tungs-/Verarbeitungseinheit weiter.

[0016] Bei durch einen Computer lesbaren Pro-
grammanweisungen zum Ausfihren von Arbeits-
schritten der vorliegenden Erfindung kann es
sich um Assembler-Anweisungen, ISA-Anweisungen
(Instruction-Set-Architecture), Maschinenanweisun-
gen, maschinenabhéngige Anweisungen, Mikrocode,
Firmware-Anweisungen, zustandssetzende Daten,
Konfigurationsdaten fiir integrierte Schaltungen oder
entweder Quellcode oder Objektcode handeln, die in
einer beliebigen Kombination aus einer oder meh-
reren Programmiersprachen geschrieben werden,
darunter objektorientierte Programmiersprachen wie
Smalltalk, C++ 0.a. sowie prozedurale Programmier-
sprachen wie die Programmiersprache ,,C* oder ahn-
liche Programmiersprachen. Die durch einen Com-
puter lesbaren Programmanweisungen kdnnen voll-
sténdig auf dem Computer des Benutzers, teilweise
auf dem Computer des Benutzers, als eigenstandi-
ges Software-Paket, teilweise auf dem Computer des
Benutzers und teilweise auf einem fernen Compu-
ter oder vollstédndig auf dem fernen Computer oder
Server ausgefihrt werden. In letzterem Fall kann
der entfernt angeordnete Computer mit dem Com-
puter des Benutzers durch eine beliebige Art Netz-
werk verbunden sein, darunter ein lokales Netzwerk
(LAN) oder ein Weitverkehrsnetz (WAN), oder die
Verbindung kann mit einem externen Computer her-
gestellt werden (zum Beispiel Uiber das Internet unter
Verwendung eines Internet-Dienstanbieters). In eini-
gen Ausfuhrungsformen kénnen elektronische Schal-
tungen, darunter zum Beispiel programmierbare Lo-
gikschaltungen, im Feld programmierbare Gatter-An-
ordnungen (FPGA, field programmable gate arrays)
oder programmierbare Logikanordnungen (PLA, pro-
grammable logic arrays) die durch einen Computer
lesbaren Programmanweisungen ausfiihren, indem
sie Zustandsinformationen der durch einen Compu-
ter lesbaren Programmanweisungen nutzen, um die
elektronischen Schaltungen zu personalisieren, um
Aspekte der vorliegenden Erfindung durchzufihren.

[0017] Aspekte der vorliegenden Erfindung sind
hierin unter Bezugnahme auf Ablaufplane und/oder
Blockschaltbilder bzw. Schaubilder von Verfahren,
Vorrichtungen (Systemen) und Computerprogramm-
produkten gemafy Ausfihrungsformen der Erfindung
beschrieben. Es wird darauf hingewiesen, dass jeder
Block der Ablaufpléane und/oder der Blockschaltbilder
bzw. Schaubilder sowie Kombinationen von Blécken
in den Ablaufplanen und/oder den Blockschaltbil-
dern bzw. Schaubildern mittels durch einen Compu-
ter lesbare Programmanweisungen ausgefiihrt wer-
den kénnen.

[0018] Diese durch einen Computer lesbaren Pro-
grammanweisungen koénnen einem Prozessor ei-
nes Universalcomputers, eines Spezialcomputers
oder einer anderen programmierbaren Datenverar-
beitungsvorrichtung bereitgestellt werden, um eine
Maschine zu erzeugen, so dass die Uber den Prozes-
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sor des Computers bzw. der anderen programmier-
baren Datenverarbeitungsvorrichtung ausgefihrten
Anweisungen ein Mittel zur Umsetzung der in dem
Block bzw. den Blocken der Ablaufplane und/oder
der Blockschaltbilder bzw. Schaubilder festgeleg-
ten Funktionen/Schritte erzeugen. Diese durch ei-
nen Computer lesbaren Programmanweisungen kon-
nen auch auf einem durch einen Computer lesbaren
Speichermedium gespeichert sein, das einen Com-
puter, eine programmierbare Datenverarbeitungsvor-
richtung und/oder andere Einheiten so steuern kann,
dass sie auf eine bestimmte Art funktionieren, so
dass das durch einen Computer lesbare Speicher-
medium, auf dem Anweisungen gespeichert sind,
ein Herstellungsprodukt aufweist, darunter Anwei-
sungen, welche Aspekte der/des in dem Block bzw.
den Bloécken des Ablaufplans und/oder der Block-
schaltbilder bzw. Schaubilder angegebenen Funkti-
on/Schritts umsetzen.

[0019] Die durch einen Computer lesbaren Pro-
grammanweisungen kénnen auch auf einen Com-
puter, eine andere programmierbare Datenverarbei-
tungsvorrichtung oder eine andere Einheit geladen
werden, um das Ausflihren einer Reihe von Prozess-
schritten auf dem Computer bzw. der anderen pro-
grammierbaren Vorrichtung oder anderen Einheit zu
verursachen, um einen auf einem Computer ausge-
flhrten Prozess zu erzeugen, so dass die auf dem
Computer, einer anderen programmierbaren Vorrich-
tung oder einer anderen Einheit ausgefihrten Anwei-
sungen die in dem Block bzw. den Blécken der Ab-
laufpléane und/oder der Blockschaltbilder bzw. Schau-
bilder festgelegten Funktionen/Schritte umsetzen.

[0020] Die Ablaufplane und die Blockschaltbilder
bzw. Schaubilder in den Figuren veranschaulichen
die Architektur, die Funktionalitdt und den Betrieb
mdglicher Ausflihrungen von Systemen, Verfahren
und Computerprogrammprodukten gemaf verschie-
denen Ausfuhrungsformen der vorliegenden Erfin-
dung. In diesem Zusammenhang kann jeder Block
in den Ablaufplanen oder Blockschaltbildern bzw.
Schaubildern ein Modul, ein Segment oder einen Teil
von Anweisungen darstellen, die eine oder mehre-
re ausfuhrbare Anweisungen zur Ausfiihrung der be-
stimmten logischen Funktion(en) aufweisen. In eini-
gen alternativen Ausfihrungen kdnnen die in dem
Block angegebenen Funktionen in einer anderen Rei-
henfolge als in den Figuren gezeigt stattfinden. Zwei
nacheinander gezeigte Blocke kénnen zum Beispiel
in Wirklichkeit im Wesentlichen gleichzeitig ausge-
fuhrt werden, oder die Blocke kdnnen manchmal je
nach entsprechender Funktionalitdt in umgekehrter
Reihenfolge ausgefiihrt werden. Es ist ferner anzu-
merken, dass jeder Block der Blockschaltbilder bzw.
Schaubilder und/oder der Ablaufplane sowie Kombi-
nationen aus Blécken in den Blockschaltbildern bzw.
Schaubildern und/oder den Ablaufplanen durch spe-
zielle auf Hardware beruhende Systeme umgesetzt

werden kdnnen, welche die festgelegten Funktionen
oder Schritte durchflihren, oder Kombinationen aus
Spezial-Hardware und Computeranweisungen aus-
fuhren.

[0021] Im Folgenden wird eine Ausfiihrungsform ei-
ner moglichen Hardware- und Software-Umgebung
fur Software und/oder Verfahren gemaf der vorlie-
genden Erfindung unter Bezugnahme auf die Figu-
ren ausfuhrlich beschrieben. Fig. 1 ist ein funktio-
nales Blockschaubild, das verschiedene Abschnitte
eines Systems 100 von vernetzten Computern ver-
anschaulicht, das beinhaltet: ein Multi-Tenant-Konfi-
gurationsteilsystem 102; ein Benutzerteilsystem 104;
ein Teilsystem 106 virtueller Container; ein Teil-
system 108 virtueller Container; einen Connector-
Service 112; und ein Datenubertragungs-Netzwerk
114. Das Multi-Tenant-Konfigurationsteilsystem 102
enthalt: einen Multi-Tenant-Konfigurationscomputer
200; eine Anzeigeeinheit 212; und externe Einheiten
214. Der Multi-Tenant-Konfigurationscomputer 200
enthalt: eine Datenlbertragungseinheit 202; einen
Prozessorsatz 204; einen Eingabe-/Ausgabe(E/A)-
Schnittstellensatz 206; eine Speichereinheit 208; und
eine persistente Speichereinheit 210. Die Speiche-
reinheit 208 enthalt: Direktzugriffsspeicher(random
access memory, RAM)-Einheiten 216; und eine Ca-
che-Speichereinheit 218. Die persistente Speicher-
einheit 210 enthalt; ein Multi-Tenant-Konfigurations-
programm 300. Das Teilsystem 108 virtueller Contai-
ner beinhaltet: ein Software-Bibliotheks-Framework
110.

[0022] Das Multi-Tenant-Konfigurationsteilsystem
102 ist in vielerlei Hinsicht reprasentativ fir die ver-
schiedenen Computerteilsysteme in der vorliegenden
Erfindung. Dementsprechend werden im Folgenden
mehrere Abschnitte des Multi-Tenant-Konfigurations-
teilsystems 102 in den folgenden Absatzen erdrtert.

[0023] Bei dem Multi-Tenant-Konfigurationsteilsys-
tem 102 kann es sich um einen Laptop-Compu-
ter, einen Tablet-Computer, einen Netbook-Compu-
ter, einen Personal-Computer (PC), einen Desktop-
Computer, einen personlichen digitalen Assistenten
(PDA), ein Smartphone oder eine beliebige program-
mierbare elektronische Einheit handeln, die in der
Lage ist, Daten Uber das Datenulbertragungs-Netz-
werk 114 mit Client-Teilsystemen auszutauschen.
Bei dem Multi-Tenant-Konfigurationsprogramm 300
handelt es sich um eine Sammlung von maschinen-
lesbaren Anweisungen und/oder Daten, die dazu ver-
wendet werden, bestimmte Software-Funktionen zu
erstellen, zu verwalten und zu steuern, die im Folgen-
den in dem Teilabschnitt der beispielhaften Ausfiih-
rungsform dieses Abschnitts der ausfuhrlichen Be-
schreibung ausfuhrlich erdrtert werden.

[0024] Das Multi-Tenant-Konfigurationsteilsystem
102 ist in der Lage, Uber das Datenlbertragungs-
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Netzwerk 114 Daten mit sonstigen Computerteilsys-
temen auszutauschen. Bei dem Datenlibertragungs-
Netzwerk 114 kann es sich zum Beispiel um ein lo-
kales Netzwerk (local area network, LAN), ein Weit-
verkehrs-Netzwerk (wide area network, WAN) wie et-
wa das Internet oder um eine Kombination der bei-
den handeln, und es kann drahtgebundene, draht-
lose oder Lichtwellenleiter-Verbindungen beinhalten.
Im Allgemeinen kann es sich bei dem Datenubertra-
gungs-Netzwerk 114 um eine beliebige Kombination
von Verbindungen und Protokollen handeln, die Da-
tenlibertragungen zwischen dem Multi-Tenant-Konfi-
gurationsteilsystem 102 und Client-Teilsystemen un-
terstitzen.

[0025] Das Multi-Tenant-Konfigurationsteilsystem
102 wird als Blockschaubild mit zahlreichen Dop-
pelpfeilen dargestellt. Diese Doppelpfeile (ohne ge-
sonderte Bezugszeichen) stellen eine Datenibertra-
gungsstruktur dar, die Datenlbertragungen zwischen
verschiedenen Komponenten des Multi-Tenant-Kon-
figurationsteilsystems 102 bereitstellt. Diese Daten-
Ubertragungsstruktur kann mit einer beliebigen Ar-
chitektur implementiert werden, die zum Weiterlei-
ten von Daten und/oder Steuerungsdaten zwischen
Prozessoren (wie zum Beispiel Mikroprozessoren,
Datenlibertragungsprozessoren und/oder Netzwerk-
prozessoren usw.), Systemspeichern, Peripherieein-
heiten und beliebigen sonstigen Hardware-Kompo-
nenten innerhalb eines Systems gestaltet ist. Bei-
spielsweise kann die Dateniibertragungsstruktur zu-
mindest zum Teil mit einem oder mehreren Bussen
implementiert werden.

[0026] Bei der Speichereinheit 208 und der persis-
tenten Speichereinheit 210 handelt es sich um com-
puterlesbare Speichermedien. Im Allgemeinen kann
die Speichereinheit 208 beliebige geeignete fliichti-
ge oder nichtfliichtige, computerlesbare Speicherme-
dien beinhalten. Es wird des Weiteren darauf hinge-
wiesen, dass jetzt und/oder in naher Zukunft: (i) ex-
terne Einheiten 214 in der Lage sein kdnnen, einen
Teil oder den gesamten Speicher fir das Multi-Ten-
ant-Konfigurationsteilsystem 102 zu liefern; und/oder
(ii) Einheiten auflerhalb des Multi-Tenant-Konfigura-
tionsteilsystems 102 in der Lage sein kénnen, einen
Speicher fir das Multi-Tenant-Konfigurationsteilsys-
tem 102 bereitzustellen.

[0027] Das Multi-Tenant-Konfigurationsprogramm
300 wird fur einen Zugriff und/oder eine Ausfiihrung
durch einen oder mehrere Prozessoren des Prozes-
sorsatzes 204 Ublicherweise durch die Speicherein-
heit 208 in der persistenten Speichereinheit 210 ge-
speichert. Die persistente Speichereinheit 210: (i) ist
zumindest persistenter als ein Signal wahrend ei-
ner Ubertragung; (ii) speichert das Programm (ein-
schlief3lich seiner Soft-Logik und/oder Daten) auf ei-
nem physischen Medium (wie zum Beispiel magneti-
schen oder optischen Domanen); und (iii) ist erheb-

lich weniger persistent als ein permanenter Speicher.
Alternativ kann ein Datenspeicher persistenter und/
oder permanenter als der Typ des durch die persis-
tente Speichereinheit 210 bereitgestellten Speichers
sein.

[0028] Das Multi-Tenant-Konfigurationsprogramm
300 kann substantielle Daten (das heifl3t, den Typ
der in der Datenbank gespeicherten Daten) und/oder
maschinenlesbare und -durchfihrbare Anweisungen
beinhalten. Bei dieser bestimmten Ausfihrungsform
(d.h., Fig. 1) beinhaltet die persistente Speicherein-
heit 210 ein Magnet-Festplattenlaufwerk. Um eini-
ge mogliche Varianten zu nennen, kann die persis-
tente Speichereinheit 210 ein Halbleiter-Festplatten-
laufwerk, eine Halbleiter-Speichereinheit, einen Fest-
wertspeicher (read-only memory, ROM), einen I6sch-
baren, programmierbaren Festwertspeicher (erasa-
ble programmable read-only memory, EPROM), ei-
nen Flash-Speicher oder ein beliebiges sonstiges
computerlesbares Speichermedium beinhalten, das
in der Lage ist, Programmanweisungen oder digitale
Daten zu speichern.

[0029] Die durch die persistente Speichereinheit 210
verwendeten Medien kénnen auch auswechselbar
sein. Beispielsweise kann eine Wechselfestplatte als
persistente Speichereinheit 210 verwendet werden.
Zu sonstigen Beispielen zahlen optische und Magnet-
platten, USB-Speichersticks und Chip-Karten, die
zum Ubertragen auf ein weiteres computerlesbares
Speichermedium, das ebenfalls Teil der persistenten
Speichereinheit 210 ist, in ein Laufwerk eingesetzt
werden.

[0030] Die Datenlibertragungseinheit 202 stellt in
diesen Beispielen einen Datenaustausch mit sons-
tigen Datenverarbeitungssystemen oder -einheiten
aullerhalb des Multi-Tenant-Konfigurationsteilsys-
tems 102 bereit. In diesen Beispielen beinhaltet
die Datenlibertragungseinheit 202 eine oder mehre-
re Netzwerk-Schnittstellenkarten. Die Datenlbertra-
gungseinheit 202 kann eine Dateniibertragung durch
die Verwendung von physischen und/oder von draht-
losen Datenlbertragungsverbindungen bereitstellen.
Beliebige hierin erorterte Software-Module kdnnen
durch eine Datenlbertragungseinheit (wie zum Bei-
spiel die Datenlibertragungseinheit 202) auf eine per-
sistente Speichereinheit (wie zum Beispiel die persis-
tente Speichereinheit 210) heruntergeladen werden.

[0031] Der E/A-Schnittstellensatz 206 ermdglicht ei-
ne Eingabe und Ausgabe von Daten in/aus sonsti-
ge(n) Einheiten, die lokal zur Datenlibertragung mit
dem Multi-Tenant-Konfigurationscomputer 200 ver-
bunden sein kdnnen. Beispielsweise stellt der E/A-
Schnittstellensatz 206 eine Verbindung zu den ex-
ternen Einheiten 214 bereit. Zu den externen Ein-
heiten 214 zahlen Ublicherweise Einheiten wie zum
Beispiel eine Tastatur, ein Tastenfeld, ein Touch-
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screen und/oder eine sonstige geeignete Eingabe-
einheit. Zu externen Einheiten 214 kdnnen auch
tragbare computerlesbare Speichermedien wie zum
Beispiel USB-Speichersticks, tragbare optische oder
Magnetplatten und Speicherkarten z&hlen. Software
und Daten, die zum Anwenden von Ausfiihrungs-
formen der vorliegenden Erfindung verwendet wer-
den (z.B. das Multi-Tenant-Konfigurationsprogramm
300), kénnen auf solchen tragbaren computerlesba-
ren Speichermedien gespeichert werden. Bei die-
sen Ausfuhrungsformen kann die relevante Software
(ggf.) vollstédndig oder zum Teil Uber den E/A-Schnitt-
stellensatz 206 auf die persistente Speichereinheit
210 geladen werden. Der E/A-Schnittstellensatz 206
stellt darlber hinaus eine Datenubertragungsverbin-
dung mit der Anzeigeeinheit 212 her.

[0032] Die Anzeigeeinheit 212 stellt einen Mechanis-
mus zum Anzeigen von Daten fiir einen Benutzer be-
reit und kann zum Beispiel ein Computer-Bildschirm
oder ein Bildschirm eines Smartphones sein.

[0033] Die hierin beschriebenen Programme werden
auf Grundlage der Anwendung identifiziert, fur die
sie in einer spezifischen Ausfihrungsform der Er-
findung implementiert werden. Es sollte jedoch er-
sichtlich sein, dass jegliche besondere Programmno-
menklatur hierin lediglich der Einfachheit halber ver-
wendet wird und die Erfindung folglich nicht auf die
ausschlieBliche Verwendung in einer bestimmten An-
wendung beschrankt sein soll, die durch eine solche
Nomenklatur bezeichnet und/oder impliziert wird.

[0034] Die Beschreibungen der verschiedenen Aus-
fihrungsformen der vorliegenden Erfindung erfolg-
ten zur Veranschaulichung, sind jedoch nicht er-
schoépfend oder auf die offenbarten Ausfiihrungsfor-
men beschrankt gemeint. Zahireiche Modifizierun-
gen und Varianten sind fir Fachleute ersichtlich, oh-
ne vom Umfang der beschriebenen Ausfuhrungsfor-
men abzuweichen. Die hierin verwendete Terminolo-
gie wurde gewahlt, um die Grundgedanken der Aus-
fihrungsformen, die praktische Anwendung oder die
technische Verbesserung gegeniiber auf dem Markt
erhaltlichen Technologien am besten zu erldutern
oder um anderen Fachleuten zu ermdglichen, die
hierin offenbarten Ausfiihrungsformen zu verstehen.

EINE BEISPIELHAFTE AUSFUHRUNGSFORM

[0035] Fig. 2 stellt einen Ablaufplan 250 dar, der
ein Verfahren gemaf der vorliegenden Erfindung dar-
stellt. Fig. 3 stellt das Multi-Tenant-Konfigurations-
programm 300 dar, das zumindest einige der Ope-
rationen des Verfahrens des Ablaufplans 250 durch-
fuhrt. Im Folgenden werden dieses Verfahren und zu-
gehdrige Software im Laufe der folgenden Absatze
unter ausfihrlicher Bezugnahme auf Fig. 2 (im Hin-
blick auf die Blécke der Operationen des Verfahrens)

und Fig. 3 (im Hinblick auf die Software-Blécke) er-
Ortert.

[0036] Die Verarbeitung beginnt bei Operation $255,
in der ein Anforderungsempfangsmodul (,Mod*) 302
einen Satz von Anforderungen empféangt. Bei eini-
gen Ausfihrungsformen der vorliegenden Erfindung
empfangt das Anforderungsempfangsmod 302 einen
Satz von Anforderungen von einem Satz von An-
forderern. Zu Beispielen fir einen Anforderer zah-
len ein Software-Bibliotheks-Framework, ein virtuel-
ler Container und/oder ein Benutzer, ohne darauf
beschrankt zu sein. Bei einigen Ausfiihrungsformen
handelt es sich bei einem Satz von Anforderungen
um einen Satz von Eingabe-/Ausgabe(,E/A)-Anfor-
derungen. Bei weiteren Ausfihrungsformen handelt
es sich bei einem Satz von Anforderungen um ei-
nen Satz von Lese-/Schreib-Anforderungen. Bei ei-
nigen dieser Ausfihrungsformen handelt es sich bei
einem Satz von Anforderungen um einen Satz von
E/A-Lese-/SchreibAnforderungen. Ein Beispiel fur ei-
nen virtuellen Container ist Docker. Ein Beispiel fur
ein Software-Bibliotheks-Framework ist Hadoop. Bei
weiteren Ausfihrungsformen empfangt das Anforde-
rungsempfangsmod 302 einen Satz von Anforderun-
gen von einem Satz von dynamischen Instanziierun-
gen eines Anforderers.

[0037] Bei einigen Ausfiihrungsformen handelt es
sich bei einem Anforderer um ein erstes verteiltes
Dateisystem. Bei einigen dieser Ausfiihrungsformen
ist ein erstes verteiltes Dateisystem nicht kompati-
bel mit POSIX. Bei weiteren Ausfiihrungsformen wird
ein erstes verteiltes Dateisystem mithilfe eines ers-
ten Schnittstellenstandards organisiert. Bei einigen
Ausfiihrungsformen bezieht sich ein Satz von An-
forderungen auf ein zweites verteiltes Dateisystem.
Bei einigen dieser Ausflihrungsformen ist ein zwei-
tes verteiltes Dateisystem kompatibel mit POSIX. Bei
weiteren Ausfihrungsformen wird ein zweites ver-
teiltes Dateisystem mithilfe eines zweiten Schnitt-
stellenstandards organisiert. Alternativ ist bei eini-
gen Ausfuhrungsformen: (i) ein erstes verteiltes Da-
teisystem kompatibel mit POSIX; und (ii) ein zweites
verteiltes Dateisystem nicht kompatibel mit POSIX.
Bei weiteren alternativen Ausfihrungsformen ist we-
der ein erstes verteiltes Dateisystem noch ein zwei-
tes verteiltes Dateisystem kompatibel mit POSIX, je-
doch werden das erste verteilte Dateisystem und
das zweite verteilte Dateisystem mithilfe unterschied-
licher Schnittstellenstandards organisiert.

[0038] Die Verarbeitung geht zu Operation S260
Uber, in der ein Verzeichnisermittlungsmod 304 ei-
nen Satz von Verzeichnissen ermittelt, der einem
Satz von Anforderern entspricht. Bei einigen Ausfih-
rungsformen der vorliegenden Erfindung ermittelt das
Verzeichnisermittlungsmod 304 einen Satz von Ver-
zeichnissen, der einem Satz von Anforderern ent-
spricht. Bei einem Verzeichnis handelt es sich um ei-
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ne Struktur zum Organisieren eines Satzes von Com-
puterdateien. Ein Verzeichnis wird bisweilen auch
als Pfad, Ordner und/oder Fach bezeichnet. Ein Ver-
zeichnis kann in verschiedenen Formen ausgedrtickt
werden, darunter: (i) Ubergeordneter_Ordner/unter-
geordneter_Ordner/Datei.Erweiterung; und/oder (ii)
Ubergeordneter Ordner > untergeordneter Ordner >
Datei. Bei einigen dieser Ausfiihrungsformen ermit-
telt das Verzeichnisermittlungsmod 304 einen Satz
von Verzeichnissen, der einem Satz von Tenant-Ken-
nungen entspricht. Bei sonstigen Ausfiuihrungsformen
ermittelt das Verzeichnisermittlungsmod 304 einen
Satz von Verzeichnissen, der einem Satz von Tenant-
Kennungen entspricht, durch Zuweisen eines Ver-
zeichnisses zu einem Satz von Anforderern. Bei wei-
teren Ausfihrungsformen ermittelt das Verzeichnis-
ermittlungsmod 304 einen Satz von Verzeichnissen,
der einem Satz von Tenant-Kennungen entspricht,
durch Zuweisen eines Unterverzeichnisses zu einem
Satz von Anforderern. Bei einigen Ausfiihrungsfor-
men entspricht ein erster Anforderer in einem ers-
ten Satz von Anforderern einem ersten Verzeichnis.
Bei sonstigen Ausflihrungsformen nutzt ein Satz von
Anforderern ein erstes Verzeichnis gemeinsam. Bei
einigen Ausfuhrungsformen ermittelt das Verzeich-
nisermittlungsmod 304 einen Satz von Verzeichnis-
sen, der einem Satz von Anforderern entspricht, aus
dem das Anforderungsempfangsmod 302 in Operati-
on S255 einen Satz von Anforderungen empfangen
hat.

[0039] Die Verarbeitung geht zu Operation $265
Uber, in der ein Tenant-Kennungsermittlungsmod
306 einen Satz von Tenant-Kennungen ermittelt, der
einem Satz von Anforderungen entspricht. Bei eini-
gen Ausfihrungsformen der vorliegenden Erfindung
ermittelt das Tenant-Kennungsermittlungsmod 306
einen Satz von Tenant-Kennungen, der einem Satz
von Anforderungen entspricht. Bei einigen Ausfih-
rungsformen ermittelt das Tenant-Kennungsermitt-
lungsmod 306 einen Satz von Tenant-Kennungen fir
einen Satz von Anforderern, bei denen es sich um dy-
namische Instanziierungen handelt. Bei alternativen
Ausfiihrungsformen ermittelt das Tenant-Kennungs-
ermittlungsmod 306 einen Satz von Tenant-Kennun-
gen fir einen Satz von virtuellen Containern. Bei
weiteren Ausfliihrungsformen ermittelt das Tenant-
Kennungsermittlungsmod 306 einen Satz von Ten-
ant-Kennungen fiir einen Satz von Software-Biblio-
theks-Frameworks. Alternativ ermittelt das Tenant-
Kennungsermittlungsmod 306 einen Satz von Ten-
ant-Kennungen fiir einen Satz von Benutzern. Bei ei-
nigen Ausfiihrungsformen ermittelt das Tenant-Ken-
nungsermittlungsmod 306 einen Satz von Tenant-
Kennungen fiir einen Satz von Instanzen eines Sat-
zes von Tenants. Bei einigen Ausfiihrungsformen er-
mittelt das Tenant-Kennungsermittlungsmod 306 ei-
nen Satz von Tenant-Kennungen, der einem Satz
von Anforderungen entspricht, der in Operation S255
durch das Anforderungsempfangsmod 302 empfan-

gen worden ist. Alternativ ermittelt das Tenant-Ken-
nungsermittlungsmod 306 einen Satz von Tenant-
Kennungen, der einem Satz von Verzeichnissen ent-
spricht, der in Operation $260 durch das Verzeich-
nisermittiungsmod 304 ermittelt worden ist.

[0040] Die Verarbeitung geht zu Operation S270
Uber, in der ein Connector-Service-Zuweisungsmod
308 einen Connector Service zuweist. Bei einigen
Ausfihrungsformen der vorliegenden Erfindung weist
das Connector-Service-Zuweisungsmod 308 einen
Connector-Service zu. Bei weiteren Ausflihrungsfor-
men ist ein Connector-Service ein einzelner Connec-
tor-Service auf einem Computersystem. Alternativ ist
ein Connector-Service ein einzelner Connector-Ser-
vice, der einem ersten verteilten Dateisystem und
einem zweiten verteilten Dateisystem zugehorig ist.
Bei einigen dieser Ausfihrungsformen leitet ein Con-
nector-Service Anforderungen von einem Satz von
Anforderern auf einem ersten verteilten Dateisystem
weiter, die an ein zweites verteiltes Dateisystem ge-
richtet sind. Bei sonstigen Ausfliihrungsformen weist
das Connector-Service-Zuweisungsmod 308 einen
Connector-Service zumindest zum Teil auf Grund-
lage eines Satzes von Tenant-Kennungen zu. Bei
weiteren Ausfihrungsformen weist das Connector-
Service-Zuweisungsmod 308 einen Connector-Ser-
vice zumindest zum Teil auf Grundlage eines Satzes
von Verzeichnissen zu. Ein Connector-Service wird
bisweilen auch als Verbindungs-Server bezeichnet.
Ein Connector-Service leitet einen Satz von Anforde-
rungen durch einen Satz von geeigneten Kanalen.
Ein Verbindungs-Server kann dartber hinaus Funk-
tionen einschlieRlich der folgenden durchfihren, oh-
ne darauf beschrankt zu sein: (i) Prifen eines Sat-
zes von Benutzern auf Berechtigung; (ii) Berechti-
gen eines Satzes von Benutzern zu einem Satz von
Ressourcen; (iii) Zuweisen eines Satzes von Pake-
ten zu einem Satz von Ressourcen; (iv) Verwalten
von lokalen und/oder entfernt angeordneten Sitzun-
gen; (v) Herstellen eines Satzes von sicheren Ver-
bindungen; und/oder (vi) Anwenden von Richtlinien.
Bei einigen Ausfiihrungsformen weist das Connector-
Service-Zuweisungsmod 308 einen Connector-Ser-
vice zumindest zum Teil auf Grundlage eines Satzes
von Anforderern eines Satzes von Anforderungen
zu, der in Operation 8255 durch das Anforderungs-
empfangsmod 302 empfangen worden ist. Bei sons-
tigen Ausfihrungsformen weist das Connector-Ser-
vice-Zuweisungsmod 308 einen Connector-Service
zumindest zum Teil auf Grundlage eines Satzes von
Anforderungen zu, der in Operation 8255 durch das
Anforderungsempfangsmod 302 empfangen worden
ist. Bei weiteren Ausfiihrungsformen weist das Con-
nector-Service-Zuweisungsmod 308 einen Connec-
tor-Service zumindest zum Teil auf Grundlage eines
Satzes von Verzeichnissen zu, der in Operation $260
durch das Verzeichnisermittlungsmod 304 ermittelt
worden ist. Bei alternativen Ausflihrungsformen weist
das Connector-Service-Zuweisungsmod 308 einen
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Connector-Service zumindest zum Teil auf Grundla-
ge eines Satzes von Tenant-Kennungen zu, der in
Operation $265 durch das Tenant-Kennungsermitt-
lungsmod 306 ermittelt worden ist.

[0041] Die Verarbeitung geht zu Operation $275
Uber, in der ein Knotenermittlungsmod 310 einen
Knoten ermittelt, der einem Satz von Anforderern
entspricht. Bei einigen Ausfihrungsformen der vor-
liegenden Erfindung ermittelt das Knotenermittlungs-
mod 310 einen Knoten, der einem Satz von Anfor-
derern entspricht. Bei einigen dieser Ausfiihrungsfor-
men ermittelt das Knotenermittlungsmod 310, dass
ein erster Knoten jedem Anforderer in einem Satz
von Anforderern entspricht. Bei einigen dieser Aus-
fihrungsformen ermittelt das Knotenermittlungsmod
310, dass ein physischer Knoten einem Satz von An-
forderern entspricht. Bei sonstigen Ausfihrungsfor-
men ermittelt das Knotenermittlungsmod 310, dass
ein virtueller Knoten einem Satz von Anforderern ent-
spricht. Bei alternativen Ausfihrungsformen ermittelt
das Knotenermittiungsmod 310 einen Knoten, der
einem Satz von Anforderern entspricht, durch Zu-
weisen jedes Anforderers in dem Satz von Anfor-
derern zu einem ersten Knoten. Bei einigen Aus-
fihrungsformen ermittelt das Knotenermittlungsmod
310 einen Knoten, der einem Satz von Anforderun-
gen entspricht. Bei weiteren Ausfiihrungsformen er-
mittelt das Knotenermittlungsmod 310 einen Kno-
ten, der einem Satz von Tenant-Kennungen ent-
spricht. Bei sonstigen Ausflihrungsformen ermittelt
das Knotenermittlungsmod 310 einen Knoten zumin-
dest zum Teil auf Grundlage eines Connector-Ser-
vice. Bei alternativen Ausfiihrungsformen ermittelt
das Knotenermittiungsmod 310 einen Knoten zumin-
dest zum Teil auf Grundlage einer Eins-zu-Eins-Be-
ziehung zwischen dem Knoten und einem Connec-
tor-Service. Bei sonstigen Ausflihrungsformen ordnet
die Knotenermittlung 310 einen Pfad zwischen einem
Connector-Service und einem Knoten zu. Bei eini-
gen Ausfiihrungsformen ermittelt das Knotenermitt-
lungsmod 310 einen Knoten, der einem Satz von
Anforderern entspricht, aus dem das Anforderungs-
empfangsmod 302 in Operation $255 einen Satz von
Anforderungen empfangen hat. Bei sonstigen Aus-
fihrungsformen ermittelt das Knotenermittiungsmod
310 einen Knoten, der einem Satz von Anforderun-
gen entspricht, der in Operation $255 durch das An-
forderungsempfangsmod 302 empfangen worden ist.
Bei weiteren Ausfihrungsformen ermittelt das Knote-
nermittlungsmod 310 einen Knoten, der einem Satz
von Verzeichnissen entspricht, der in Operation $S260
durch das Verzeichnisermittlungsmod 304 ermittelt
worden ist. Bei alternativen Ausfihrungsformen er-
mittelt das Knotenermittlungsmod 310 einen Knoten,
der einem Satz von Tenant-Kennungen entspricht,
der in Operation S265 durch das Tenant-Kennungs-
ermittlungsmod 306 ermittelt worden ist. Alternativ er-
mittelt das Knotenermittlungsmod 310 einen Knoten
zumindest zum Teil auf Grundlage eines Connector-

Service, der in Operation $270 durch das Connector-
Service-Zuweisungsmod 308 zugewiesen worden ist.

[0042] Die Verarbeitung geht zu Operation S280
Uber, in der ein Anforderungsverarbeitungsmod 312
einen Satz von Anforderungen verarbeitet. Bei eini-
gen Ausfihrungsformen der vorliegenden Erfindung
verarbeitet das Anforderungsverarbeitungsmod 312
einen Satz von Anforderungen. Bei einigen Ausfih-
rungsformen verarbeitet das Anforderungsverarbei-
tungsmod 312 einen Satz von Anforderungen zumin-
dest zum Teil auf Grundlage eines Satzes von Ten-
ant-Kennungen. Bei sonstigen Ausfihrungsformen
verarbeitet das Anforderungsverarbeitungsmod 312
einen Satz von Anforderungen zumindest zum Teil
auf Grundlage eines Knotens. Bei weiteren Ausfiih-
rungsformen verarbeitet das Anforderungsverarbei-
tungsmod 312 einen Satz von Anforderungen zumin-
dest zum Teil auf Grundlage eines Verzeichnisses.
Bei einigen Ausfiihrungsformen ordnet das Anforde-
rungsverarbeitungsmod 312 ein erstes verteiltes Da-
teisystem Uber eine Mount-Operation einem zweiten
verteilten Dateisystem zu. Bei alternativen Ausfih-
rungsformen verarbeitet das Anforderungsverarbei-
tungsmod 312 einen Satz von Anforderungen zumin-
dest zum Teil auf Grundlage eines Connector-Ser-
vice. Bei einer Leseanforderung liest das Anforde-
rungsverarbeitungsmod 312 einen Satz von Daten
aus einem Speicher. Bei einer Schreibanforderung
modifiziert das Anforderungsverarbeitungsmod 312
einen Satz von Daten in einem Speicher. Bei einer
Eingabeanforderung empfangt das Anforderungsver-
arbeitungsmod 312 einen Satz von Daten. Bei ei-
ner Ausgabeanforderung sendet das Anforderungs-
verarbeitungsmod 312 einen Satz von Daten. Bei ei-
nigen Ausfihrungsformen verarbeitet das Anforde-
rungsverarbeitungsmod 312 einen Satz von Anforde-
rungen, der in Operation 8255 durch das Anforde-
rungsempfangsmod 312 empfangen worden ist. Bei
sonstigen Ausfiihrungsformen verarbeitet das Anfor-
derungsverarbeitungsmod 312 einen Satz von An-
forderungen zumindest zum Teil auf Grundlage ei-
nes Satzes von Tenant-Kennungen, der in Operati-
on $265 durch das Tenant-Kennungsermittlungsmod
306 ermittelt worden ist. Bei weiteren Ausfiihrungs-
formen verarbeitet das Anforderungsverarbeitungs-
mod 312 einen Satz von Anforderungen zumindest
zum Teil auf Grundlage eines Knotens, der in Ope-
ration 8275 durch das Knotenermittiungsmod 310 er-
mittelt worden ist. Bei sonstigen Ausflihrungsformen
verarbeitet das Anforderungsverarbeitungsmod 312
einen Satz von Anforderungen zumindest zum Teil
auf Grundlage eines Satzes von Verzeichnissen, der
in Operation 8260 durch das Verzeichnisermittlungs-
mod 304 ermittelt worden ist. Bei alternativen Aus-
fuhrungsformen verarbeitet das Anforderungsverar-
beitungsmod 312 einen Satz von Anforderungen zu-
mindest zum Teil auf Grundlage eines Connector-
Service, der in Operation S270 durch das Connector-
Service-Ermittlungsmod 308 ermittelt worden ist.
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[0043] Die Verarbeitung endet bei der Operation
S$285, in der ein Ergebniserzeugungsmod 314 einen
Satz von Ergebnissen erzeugt. Bei einigen Ausfih-
rungsformen der vorliegenden Erfindung erzeugt das
Ergebniserzeugungsmod 314 einen Satz von Ergeb-
nissen fir einen Satz von Anforderungen. Bei eini-
gen Ausflhrungsformen erzeugt das Ergebniserzeu-
gungsmod 314 einen Satz von Ergebnissen zu ei-
nem Satz von Leseanforderungen durch Erzeugen
eines Satzes von Nachrichten, die einen Satz von
Daten beinhalten. Bei einigen Ausflihrungsformen er-
zeugt das Ergebniserzeugungsmod 314 einen Satz
von Ergebnissen zu einem Satz von Schreibanfor-
derungen durch Erzeugen eines Satzes von neuen
Dateneintragen. Bei einigen Ausfiihrungsformen er-
zeugt das Ergebniserzeugungsmod 314 einen Satz
von Ergebnissen zu einem Satz von Eingabeanforde-
rungen durch Speichern eines empfangenen Satzes
von Daten. Bei einigen Ausflihrungsformen erzeugt
das Ergebniserzeugungsmod 314 einen Satz von Er-
gebnissen zu einem Satz von Ausgabeanforderun-
gen durch Erzeugen eines Satzes von Nachrichten.
Bei sonstigen Ausfiihrungsformen erzeugt das Er-
gebniserzeugungsmod 314 Ergebnisse fur ein ers-
tes verteiltes Dateisystem, das nicht mit POSIX kom-
patibel ist. Bei weiteren Ausfiihrungsformen erzeugt
das Ergebniserzeugungsmod 314 einen Satz von Er-
gebnissen fiir ein erstes verteiltes Dateisystem, bei
dem es sich um Hadoop handelt. Bei sonstigen Aus-
fihrungsformen beinhaltet ein Ergebnis einen neu-
en Dateneintrag und/oder eine Nachricht mit einem
Satz von Daten, ohne darauf beschrankt zu sein. Bei
einigen Ausfuihrungsformen erzeugt das Ergebniser-
zeugungsmod 314 einen Satz von Ergebnissen zu ei-
nem Satz von Anforderungen, der in Operation $255
durch das Anforderungsempfangsmod 302 empfan-
gen worden ist.

WEITERE ANMERKUNGEN UND/
ODER AUSFUHRUNGSFORMEN

[0044] Einige Ausfihrungsformen der vorliegenden
Erfindung erkennen die folgenden Umstande, po-
tentiellen Probleme und/oder potentiellen verbesse-
rungsbedirftigen Gebiete im Hinblick auf den aktuel-
len Stand der Technik: (i) Ein Verwalten eines Satzes
von Knoten, eines Satzes von Connector-Services
und/oder eines Satzes von Verzeichnissen, die ei-
nem Satz von Tenant-Kennungen entsprechen, flhrt
zu einem exponentiellen Anstieg der Ressourcen; (ii)
verschiedene Betriebssysteme behandeln einen Satz
von Knoten, einen Satz von Connector-Services und/
oder einen Satz von Verzeichnissen auf vielfaltige
Weisen; und/oder (iii) einige verteilte Dateisysteme
(distributed file systems, ,DFSs*) sind nicht kompa-
tibel mit dem Portable Operating System Interface
(,POSIX®); (iv) einige DFSs kdnnen nicht Uber ei-
ne Mount-Operation zugeordnet werden; und/oder
(v) Hyperkonvergenz-Infrastrukturen versuchen, eine
Ressourcen-Nutzung zu verringern. Bei herkdmmli-

chen Mitteln zum Verwalten eines Satzes von Kno-
ten, eines Satzes von Connector-Services und/oder
eines Satzes von Verzeichnissen, die einem Satz von
Tenant-Kennungen entsprechen, sind einzelne Kno-
ten und einzelne Verzeichnisse erforderlich, die jeder
Tenant-Kennung entsprechen.

[0045] Fig. 4 stellt einen Ablaufplan 400 dar, der
ein Verfahren gemaf der vorliegenden Erfindung dar-
stellt. Die Verarbeitung beginnt bei der Operation
S$405, in der ein Multi-Tenant-Konfigurationsteilsys-
tem eine E/A-Anforderung von einer Hadoop-Contai-
ner-Instanz empfangt. Die Verarbeitung geht zu Ope-
ration S$410 Uber, in der ein Multi-Tenant-Konfigu-
rationsteilsystem einen Satz von Tenant-Kennungen
fur eine Hadoop-Container-Instanz isoliert. Die Ver-
arbeitung geht zu Operation S415 Uber, in der ein
Multi-Tenant-Konfigurationsteilsystem eine Hadoop-
Container-Instanz zumindest zum Teil auf Grundla-
ge eines Satzes von Tenant-Kennungen erkennt. Die
Verarbeitung geht zu Operation S$420 Uber, in der
ein Multi-Tenant-Konfigurationsteilsystem einen Satz
von Berechtigungen fir eine Hadoop-Container-In-
stanz Uberprift. Die Verarbeitung endet bei der Ope-
ration S$425, in der ein Multi-Tenant-Konfigurations-
teilsystem eine E/A-Anforderung bearbeitet.

[0046] Fig. 5 stellt ein funktionales Blockschaubild
eines Systems 500 dar, das beinhaltet: eine Hadoop-
Instanz 502; eine Hadoop-Instanz 504; eine Hadoop-
Instanz 506; einen Connector-Service 508; ein ver-
teiltes Dateisystem 510; und einen physischen Kno-
ten 512. Eine Datenlibertragung jeweils zwischen der
Hadoop-Instanz 502, der Hadoop-Instanz 504 und
der Hadoop-Instanz 506 und dem verteilten Datei-
system 510 verlauft durch den Connector-Service
508. Dadurch, dass es sich auf dem physischen Kno-
ten 512 befindet, kann das verteilte Dateisystem 510
samtliche Datenilbertragungen durch den Connec-
tor-Service 508 verarbeiten.

[0047] Einige Ausfihrungsformen der vorliegenden
Erfindung kénnen ein(e,en) oder mehrere der fol-
genden Merkmale, Eigenschaften und/oder Vortei-
le beinhalten: (i) Isolieren eines Satzes von DFS-In-
stanzdaten; (ii) Isolieren eines Satzes von Hadoop-
Instanzdaten; (iii) Einfihren eines Multi-Tenant-Er-
kennungsmoduls in einen DFS-Connector-Service;
und/oder (iv) Bereitstellen einer Multi-Tenant-Fahig-
keit fur ein hyperkonvergentes DFS. Ein hyperkon-
vergentes DFS wird bisweilen auch als Multi-Tenant-
DFS bezeichnet. Bei einigen Ausfiihrungsformen der
vorliegenden Erfindung enthalt ein Multi-Tenant-Er-
kennungsmodul die Operation $410 und die Ope-
ration S415 von Fig. 4. Bei sonstigen Ausflihrungs-
formen fihrt der Connector-Service 508 in Fig. 5
die Operation S410 und/oder die Operation S415
von Fig. 4 durch. Bei weiteren Ausfuhrungsformen
stellt das Multi-Tenant-Konfigurationsteilsystem ei-
nen Connector-Service und einen physischen Knoten

10/19



DE 11 2018 001 972 TS5 2019.12.24

in einer Eins-zu-Eins-Beziehung bereit. Bei alterna-
tiven Ausfiihrungsformen konfiguriert das Multi-Ten-
ant-Konfigurationsteilsystem einen Satz von DFS-In-
stanzen mit einem Satz von Adressen eines priva-
ten Netzwerks. Alternativ konfiguriert das Multi-Ten-
ant-Konfigurationsteilsystem einen Satz von DFS-In-
stanzen mit einer Adresse eines privaten Netzwerks.
Bei einigen Ausfihrungsformen isoliert ein Multi-Ten-
ant-Konfigurationsteilsystem eine DFS-Instanz in ei-
nem Verzeichnis. Bei weiteren Ausflihrungsformen
isoliert ein Multi-Tenant-Konfigurationsteilsystem ei-
ne DFS-Instanz in einem Verzeichnis zumindest zum
Teil auf Grundlage eines Tenants. Bei sonstigen Aus-
fuhrungsformen isoliert ein Multi-Tenant-Konfigurati-
onsteilsystem einen Satz von Operationen fir eine
DFS-Instanz in einem Verzeichnis.

[0048] Fig. 6 stellt zwei Tabellen dar. Bei der ersten
Tabelle in Fig. 6 handelt es sich um eine Instanz-Con-
tainer-Zuordnungsliste. Zwei Instanzen mit drei Con-
tainern werden dargestellt, was in sechs Tenant-IDs
resultiert. Diese sechs Tenant-IDs werden samtlich
einem Knoten zugeordnet. Bei der zweiten Tabelle in
Fig. 6 handelt es sich um eine umgekehrte Instanz-
Container-Zuordnungsliste. Dieselben sechs Tenant-
IDs werden dargestellt. Die zweite Tabelle ist jedoch
sortiert, um eine entsprechende Instanz zu ermitteln.

[0049] Fig. 7 stellt einen Ablaufplan 700 dar, der
ein Verfahren gemal der vorliegenden Erfindung
darstellt. Die Verarbeitung beginnt bei der Opera-
tion S§705, in der ein Multi-Tenant-Konfigurations-
teilsystem eine E/A-Lese-/Schreib-Anforderung von
einem Hadoop-Vorgang in einem Container emp-
fangt. Die Verarbeitung geht zu Operation $710 Gber,
in der ein Multi-Tenant-Konfigurationsteilsystem eine
Container-IP-Adresse aus einer E/A-Anforderung ab-
ruft. Die Verarbeitung geht zu Operation §715 (ber,
in der ein Multi-Tenant-Konfigurationsteilsystem ei-
ne IP-Adresse eines physischen Knotens abruft. Die
Verarbeitung geht zu Operation 8720 tiber, in der ein
Multi-Tenant-Konfigurationsteilsystem eine Instanz-
Container-Zuordnungsliste aufgrund einer Container-
IP und einer Knoten-IP abfragt. Die Verarbeitung geht
zu Operation 8725 Uber, in der ein Multi-Tenant-Kon-
figurationsteilsystem eine Instanzen-ID abruft. Die
Verarbeitung geht zu Operation S730 Uber, in der
ein Multi-Tenant-Konfigurationsteilsystem ein Instan-
zenverzeichnis abruft. Die Verarbeitung geht zu Ope-
ration 8735 Uber, in der ein Multi-Tenant-Konfigura-
tionsteilsystem einen Satz von E/A-Pfaden umwan-
delt. Die Verarbeitung endet bei der Operation $470,
in der ein Multi-Tenant-Konfigurationsteilsystem ei-
nen Satz von E/A-Anforderungen bearbeitet.

[0050] Einige Ausfihrungsformen der vorliegenden
Erfindung kénnen ein(e,en) oder mehrere der folgen-
den Merkmale, Eigenschaften und/oder Vorteile be-
inhalten: (i) Ein DFS ermdglicht einen Zugriff auf ei-
nen Satz von Dateien von einer Vielfalt von Hosts;

(i) ein DFS ermoglicht einem Satz von Benutzern, ei-
nen Satz von Dateien Uber einen Satz von Einheiten
hinweg gemeinsam zu nutzen; und/oder (iii) bei ei-
nem DFS handelt es sich um ein gangiges Speicher-
system. Zu Beispielen fir DFSs zahlen: IBM Gene-
ral Parallel File System (,GPFS™*) File Placement
Optimizer (,FPO"), Red Hat Linux®, GlusterFS, Lust-
re, Ceph und Apache Hadoop Distributed File Sys-
tem (,HDFS®). IBM und GPFS sind in vielen Landern
weltweit eingetragene Marken von International Busi-
ness Machines Corporation. Linux ist eine eingetra-
gene Marke von Linus Torvalds in den USA, anderen
L&ndern oder beidem.

[0051] Einige Ausfilhrungsformen der vorliegenden
Erfindung kdnnen ein(e,en) oder mehrere der folgen-
den Merkmale, Eigenschaften und/oder Vorteile be-
inhalten: (i) Zuordnen eines DFS (ber eine Mount-
Operation; (ii) Lesen von Daten von einem DFS; (iii)
Schreiben von Daten in ein DFS; (iv) Lesen von Da-
ten von einem DFS mithilfe einer POSIX-Anwendung;
(v) Schreiben von Daten in ein DFS mithilfe einer
POSIX-Anwendung; (vi) Lesen von Daten von einem
DFS mithilfe einer POSIX-Anwendung in dem DFS-
Okosystem; und/oder (vii) Schreiben von Daten in
ein DFS mithilfe einer POSIX-Anwendung in dem
DFS-Okosystem. Einige Ausfilhrungsformen der vor-
liegenden Erfindung kénnen ein(e,en) oder mehre-
re der folgenden Merkmale, Eigenschaften und/oder
Vorteile beinhalten: (i) Ermitteln eines Satzes von Be-
rechtigungen zumindest zum Teil auf Grundlage ei-
ner Benutzer-ID; (ii) Ermitteln eines Satzes von Be-
rechtigungen zumindest zum Teil auf Grundlage ei-
ner Gruppen-ID; (iii) Ermitteln eines Satzes von Be-
rechtigungen firr eine Betriebsumgebung; und/oder
(iv) Ermitteln eines Satzes von Berechtigungen fiir ein
Betriebssystem.

[0052] Einige Ausfilhrungsformen der vorliegenden
Erfindung kénnen ein(e,en) oder mehrere der fol-
genden Merkmale, Eigenschaften und/oder Vortei-
le beinhalten: (i) Ausfiihren eines DFS mithilfe einer
POSIX-Anwendung; (i) Ubertragen eines Satzes von
Dateien Uber einen einzelnen Connector-Service; (iii)
Ubertragen eines Satzes von Dateien iiber einen ein-
zelnen Connector-Service in einem DFS mithilfe ei-
ner POSIX-Anwendung; und/oder (iv) Ausfuhren ei-
nes hyperkonvergenten DFS mithilfe einer POSIX-
Anwendung. Einige Ausfuhrungsformen der vorlie-
genden Erfindung kénnen ein(e,en) oder mehrere der
folgenden Merkmale, Eigenschaften und/oder Vortei-
le beinhalten: (i) Ausfiihren eines DFS mithilfe ei-
ner anderen als einer POSIX-Anwendung; (i) Uber-
tragen eines Satzes von Dateien Uber einen einzel-
nen Connector-Service; (iii) Ubertragen eines Sat-
zes von Dateien uber einen einzelnen Connector-
Service in einem DFS mithilfe einer anderen als ei-
ner POSIX-Anwendung; und/oder (iv) Ausfuhren ei-
nes hyperkonvergenten DFS mithilfe einer anderen
als einer POSIX-Anwendung. Einige Ausfiihrungs-
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formen der vorliegenden Erfindung kénnen ein(e,en)
oder mehrere der folgenden Merkmale, Eigenschaf-
ten und/oder Vorteile beinhalten: (i) Erstellen eines
Satzes von Clustern eines Satzes von DFS-Instan-
zen,; (ii) Erstellen eines Satzes von Clustern eines
Satzes von DFS-Instanzen fiir einen Satz von Benut-
zern; (i) Zuweisen eines Satzes von Netzwerkadres-
sen zu einem Satz von Clustern; (iv) Zuweisen ei-
nes Satzes von Tenant-Kennungen zu einem Satz
von Clustern; (v) Zuweisen eines Satzes von Netz-
werkadressen zu einem Satz von Clustern, wobei der
Satz von Netzwerkadressen nicht mit einem DFS in
Zusammenhang steht; und/oder (vi) Zuweisen eines
Satzes von Tenant-Kennungen zu einem Satz von
Clustern, wobei der Satz von Netzwerkadressen nicht
mit einem DFS in Zusammenhang steht.

[0053] Einige Ausfihrungsformen der vorliegenden
Erfindung kdnnen ein(e,en) oder mehrere der folgen-
den Merkmale, Eigenschaften und/oder Vorteile be-
inhalten: (i) Verringern einer Anzahl von Connector-
Services; (ii) Verwenden eines einzelnen Connector-
Service; (iii) Verringern einer Anzahl von Connector-
Services, die dazu erforderlich ist, eine Multi-Tenant-
Konfiguration zu verwalten; (iv) Verringern einer An-
zahl von Connector-Services, die dazu erforderlich
ist, eine Multi-Tenant-Konfiguration auf einer expo-
nentiellen Ebene zu verwalten; (v) Verringern einer
Anzahl von Tenant-Kennungen, die einer Anzahl von
Clients in einem DFS entspricht; und/oder (vi) Verrin-
gern einer Anzahl von IP-Adressen, die einer Anzahl
von Clients in einem DFS entspricht.

[0054] Bei einigen Ausfihrungsformen der vorlie-
genden Erfindung erzeugt ein Multi-Tenant-Konfigu-
rationsteilsystem einen DFS-Cluster fir einen Ten-
ant. Bei weiteren Ausflihrungsformen erzeugt ein
Multi-Tenant-Konfigurationsteilsystem eine Tenant-
ID, die einem DFS-Cluster entspricht. Ein DFS-Clus-
ter wird bisweilen auch als erstes verteiltes Datei-
system mit mehreren Anforderern und/oder mehre-
ren Tenants bezeichnet. Bei einigen Ausflihrungsfor-
men weist ein Multi-Tenant-Konfigurationsteilsystem
eine Tenant-ID einem Knoten zu.

[0055] Einige Ausfihrungsformen der vorliegenden
Erfindung kdnnen ein(e,en) oder mehrere der folgen-
den Merkmale, Eigenschaften und/oder Vorteile be-
inhalten: (i) Konfigurieren eines Satzes von Verzeich-
nissen in einem DFS; (ii) Konfigurieren eines Sat-
zes von Verzeichnissen in einem DFS und Neustar-
ten eines Connector-Service; (iii) Erstellen eines Sat-
zes von Software-Bibliotheks-Framework-Instanzen
fur eine DFS-Instanz; (iv) Speichern eines Satzes
von Tenant-Daten in einem Verzeichnis in einem hy-
perkonvergenten DFS; (v) Erkennen eines DFS-Ver-
zeichnisses ohne Neustarten; (vi) Neustarten eines
DFS, ohne eine neue DFS-Instanz zu erstellen; (vii)
Bereitstellen eines DFS-Clusters fiir einen Tenant;
(viii) Verwalten eines DFS-Clusters fir einen Tenant;

und/oder (ix) Isolieren eines DFS zumindest zum Teil
auf Grundlage eines Satzes von Hardware-Ressour-
cen. Einige Ausfihrungsformen der vorliegenden Er-
findung kdénnen ein(e,en) oder mehrere der folgen-
den Merkmale, Eigenschaften und/oder Vorteile be-
inhalten: (i) Erzeugen einer Benutzer-ID beim Erstel-
len eines Software-Bibliotheks-Frameworks; (ii) Er-
zeugen einer Benutzer-ID beim Kompilieren eines
Software-Bibliotheks-Frameworks; (iii) Erzeugen ei-
ner Gruppen-ID beim Erstellen eines Software-Bi-
bliotheks-Frameworks; und/oder (iv) Erzeugen einer
Gruppen-ID beim Kompilieren eines Software-Biblio-
theks-Frameworks.

[0056] Einige Ausfiihrungsformen der vorliegenden
Erfindung kdnnen ein(e,en) oder mehrere der folgen-
den Merkmale, Eigenschaften und/oder Vorteile be-
inhalten: (i) Verwalten eines hyperkonvergenten Big-
Data-DFS; (ii) Verwalten eines Multi-Tenant-Big-Da-
ta-DFS; (iii) Verwalten eines hyperkonvergenten DFS
in einem Cloud-System; und/oder (iv) Verwalten ei-
nes hyperkonvergenten DFS in einem virtuellen Sys-
tem.

DEFINITIONEN

[0057] ,Vorliegende Erfindung“ erzeugt keine ab-
solute Angabe und/oder Implikation, dass der be-
schriebene Gegenstand durch den urspriinglichen
Anspruchssatz, wie er eingereicht wurde, durch einen
geanderten Anspruchssatz, der wahrend des Anmel-
dungsverfahrens erstellt wurde, und/oder durch den
endgultigen Anspruchssatz, der durch das Patentan-
meldungsverfahren zugelassen wurde und in dem er-
teilten Patent beinhaltet ist, abgedeckt wird. Der Be-
griff ,vorliegende Erfindung“ wird verwendet, um ei-
nen Teil oder mehrere Teile der Offenbarung anzuge-
ben, die moglicherweise eine Weiterentwicklung oder
mehrere Weiterentwicklungen gegeniber dem Stand
der Technik beinhalten kénnten. Dieses Verstandnis
des Begriffs ,vorliegende Erfindung“ und seiner An-
gaben und/oder Implikationen ist vorlaufig und provi-
sorisch und kann sich im Verlaufe des Patentanmel-
dungsverfahrens &ndern, wenn relevante Informatio-
nen entwickelt werden und die Anspriiche mdglicher-
weise geandert werden.

[0058] Zu ,Ausfiihrungsform® wird auf die Definition
fur die ,vorliegende Erfindung“ verwiesen.

[0059] ,Und/oderist eine einschlielRende Oder-Ver-
knipfung, die auch als logische Oder-Verknipfung
bekannt ist und allgemein als ,einschliefiendes Oder*
bekannt ist. Beispielsweise bedeutet der Ausdruck
»A, B und/oder C*, dass zumindest eines von A oder
B oder C wahrist; und ,A, B und/oder C* ist nur falsch,
wenn jedes von A und B und C falsch ist.

[0060] Ein ,Satz von“ Elementen bedeutet, dass ein
oder mehrere Elemente vorhanden sind; es muss zu-
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mindest ein Element vorhanden sein, es kénnen je-
doch auch zwei, drei oder mehr Elemente vorhanden
sein. Ein , Teilsatz von* Elementen bedeutet, dass ein
oder mehrere Elemente innerhalb einer Gruppierung
von Elementen vorhanden sind, die eine gemeinsa-
me Eigenschaft enthalten.

[0061] Eine ,Mehrzahl von“ Elementen bedeutet,
dass mehr als ein Element vorhanden ist; es mlissen
zumindest zwei Elemente vorhanden sein, es kbnnen
jedoch auch drei, vier oder mehr Elemente vorhan-
den sein.

[0062] ,Beinhaltet* und jegliche Varianten (z.B. be-
inhaltend, beinhalten usw.) bedeutet, sofern nicht
ausdricklich etwas anderes angegeben wird, ,be-
inhaltet, ist jedoch nicht zwingend darauf be-
schrankt®.

[0063] Ein ,Benutzer® oder ein ,Abonnent* beinhal-
tet, ohne zwingend darauf beschrankt zu sein: (i) ei-
ne einzelne Person; (ii) eine Einheit kinstlicher Intel-
ligenz mit ausreichender Intelligenz, um anstelle ei-
ner einzelnen Person oder mehr als einer Person zu
handeln; (iii) eine Geschéftseinheit, fir die Mallnah-
men durch eine einzelne Person oder mehr als eine
Person ergriffen werden; und/oder (iv) eine Kombina-
tion eines oder mehrerer beliebiger verwandter ,Be-
nutzer* oder ,Abonnenten®, die als einzelner ,Benut-
zer“ oder ,Abonnent‘ handeln.

[0064] Die Begriffe ,empfangen®, ,bereitstellen®,
.senden®, ,eingeben, ,ausgeben® und ,melden” soll-
ten, sofern nicht ausdriicklich etwas anderes ange-
geben wird, nicht so verstanden werden, dass sie an-
geben oder implizieren: (i) einen bestimmten Grad
an Direktheit im Hinblick auf die Beziehung zwi-
schen einem Objekt und einem Subjekt; und/oder (ii)
ein Vorhandensein oder ein Nichtvorhandensein ei-
nes Satzes von zwischenliegenden Komponenten,
zwischenliegenden Vorgéngen und/oder Dingen, die
zwischen ein Objekt und ein Subjekt gefligt werden.

[0065] Bei einem ,Modul“ handelt es sich um einen
beliebigen Satz aus Hardware, Firmware und/oder
Software, der funktionell arbeitet, um eine Funktion
auszuliben, ohne zu berticksichtigen, ob das Modul:
(i) sich in einer einzelnen lokalen Umgebung befindet;
(ii) Gber ein groRRes Gebiet verteilt ist; (iii) sich in einer
einzelnen lokalen Umgebung innerhalb eines grofie-
ren Teils eines Software-Codes befindet; (iv) sich in-
nerhalb eines einzelnen Teils eines Software-Codes
befindet; (v) sich innerhalb einer einzelnen Speiche-
reinheit, eines Speichers oder eines Mediums be-
findet; (vi) mechanisch verbunden ist; (vii) elektrisch
verbunden ist; und/oder (viii) zur Datenlbertragung
verbunden ist. Ein ,Untermodul® ist ein ,Modul® inner-
halb eines ,Moduls*.

[0066] Ein ,Computer® ist eine beliebige Einheit mit
signifikanten Fahigkeiten zur Datenverarbeitung und/
oder zum Lesen von maschinenlesbaren Anweisun-
gen, darunter, ohne zwingend darauf beschrankt zu
sein: Desktop-Computer, GroRrechner, Laptop-Com-
puter, Einheiten auf Grundlage von feldprogrammier-
baren Gate-Arrays (FPGA); Smartphones; personli-
che digitale Assistenten (PDAs); Einbau- oder Ein-
schubcomputer; integrierte Computer; und/oder Ein-
heiten auf Grundlage von anwendungsspezifischen
integrierten Schaltungen (application specific integra-
ted circuits, ASIC).

[0067] ,Elektrisch verbunden® bedeutet entweder in-
direkt elektrisch verbunden, sodass zwischenliegen-
de Elemente vorhanden sind, oder direkt elektrisch
verbunden. Eine ,elektrische Verbindung“ kann Ele-
mente wie zum Beispiel Kondensatoren, Induktoren,
Transformatoren, Vakuumréhren und dergleichen
beinhalten, muss jedoch nicht darauf beschrankt
sein.

[0068] ,Mechanisch verbunden® bedeutet entwe-
der indirekte mechanische Verbindungen, die durch
zwischenliegende Komponenten hergestellt werden,
oder direkte mechanische Verbindungen. ,Mecha-
nisch verbunden® beinhaltet starre mechanische Ver-
bindungen wie auch eine mechanische Verbindung,
die eine relative Bewegung zwischen den me-
chanisch verbundenen Komponenten zuldsst. ,Me-
chanisch verbunden® beinhaltet, ohne darauf be-
schrankt zu sein: geschweildte Verbindungen; Lot-
verbindungen; Verbindungen durch Befestigungsele-
mente (z.B. N&gel, Bolzen, Schrauben, Muttern,
Klettverschllisse, Knoten, Nieten, Schnellspannver-
bindungen, Riegel und/oder magnetische Verbin-
dungen); kraftschliissige Verbindungen; reibschlis-
sige Verbindungen; Verbindungen, die durch einen
durch Schwerkréafte verursachten Eingriff gesichert
werden; Schwenk- oder Drehverbindungen; und/oder
verschiebbare mechanische Verbindungen.

[0069] Eine ,Datenlbertragung beinhaltet, ohne
zwingend darauf beschrankt zu sein, jede Art von
heute bekanntem oder kunftig zu entwickelndem Da-
tenUbertragungsschema. ,Datenubertragungen® be-
inhalten, sind jedoch nicht zwingend beschrankt
auf: eine drahtlose Datenibertragung; eine draht-
gebundene Datenlibertragung; und/oder Datenlber-
tragungswege mit drahtlosen und drahtgebundenen
Abschnitten. Eine ,Datentbertragung” ist nicht zwin-
gend beschrankt auf: (i) eine direkte Datenubertra-
gung; (ii) eine indirekte Datenlbertragung; und/oder
(i) eine Datenuibertragung, bei der das Format, der
Paketierungsstatus, das Medium, der Verschlisse-
lungsstatus, und/oder das Protokoll Gber den gesam-
ten Verlauf der Datentibertragung konstant bleiben.

[0070] Der Ausdruck ,ohne wesentliches menschli-
ches Eingreifen* bedeutet einen Prozess, der auto-
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matisch, mit wenig oder ohne menschliches Eingrei-
fen, auftritt (haufig durch den Einsatz von Maschinen-
logik wie zum Beispiel Software). Zu einigen Beispie-
len, die ,ohne wesentliches menschliches Eingreifen*
einhergehen, zahlen: (i) Ein Computer flhrt eine kom-
plexe Verarbeitung durch, und eine Person schal-
tet den Computer aufgrund eines Ausfalls des Netz-
stroms zu einer alternativen Stromversorgung um,
sodass die Verarbeitung ununterbrochen fortgesetzt
wird; (ii) ein Computer ist im Begriff, eine Ressour-
cen-intensive Verarbeitung durchzuflihren, und eine
Person bestatigt, dass die Ressourcen-intensive Ver-
arbeitung tatsachlich durchgefiihrt werden soll (in die-
sem Fall geschieht der Prozess der Bestatigung iso-
liert betrachtet mit wesentlichem menschlichen Ein-
greifen, die Ressourcen-intensive Verarbeitung be-
inhaltet jedoch trotz der einfachen Bestéatigung im
Ja-Nein-Stil, die durch eine Person erfolgen muss,
kein wesentliches menschliches Eingreifen); und (iii)
ein Computer hat mithilfe einer Maschinenlogik eine
schwerwiegende Entscheidung getroffen (zum Bei-
spiel eine Entscheidung, in der Erwartung schlechten
Wetters séamtlichen Flugzeugen Startverbot zu ertei-
len), jedoch muss der Computer vor der Umsetzung
der schwerwiegenden Entscheidung von einer men-
schlichen Quelle eine einfache Bestatigung im Ja-
Nein-Stil einholen.

[0071] ,Automatisch® bedeutet ,ohne jegliches men-
schliches Eingreifen®.

[0072] Der Begriff ,Echtzeit* (und der Ausdruck ,in
Echtzeit) beinhaltet einen beliebigen Zeitrahmen von
ausreichend kurzer Dauer, um eine angemessene
Reaktionszeit fir eine Datenverarbeitung, wie be-
schrieben, bereitzustellen. Darlber hinaus beinhal-
tet der Begriff ,Echtzeit” (und der Ausdruck ,in Echt-
zeit), was Ublicherweise als ,,echtzeitnah® bezeichnet
wird, im Allgemeinen einen beliebigen Zeitrahmen
von ausreichend kurzer Dauer, um eine angemesse-
ne Reaktionszeit fur eine Datenverarbeitung auf An-
forderung, wie beschrieben, bereitzustellen (z.B. in-
nerhalb eines Bruchteils einer Sekunde oder inner-
halb weniger Sekunden). Es ist zwar schwierig, diese
Begriffe genau zu definieren, fir Fachleute sind sie
jedoch gut verstandlich.

Patentanspriiche

1. Verfahren zum Verwalten einer Lese-/Schreib-
Anforderung, wobei das Verfahren aufweist:
Ermitteln eines ersten Verzeichnisses, das einer ers-
ten Tenant-Kennung in einem Satz von Tenant-Ken-
nungen entspricht, wobei:
das erste Verzeichnis mithilfe eines ersten Schnitt-
stellenstandards organisiert wird und die erste Ten-
ant-Kennung einem ersten Tenant des ersten Ver-
zeichnisses entspricht;

Zuweisen eines Connector-Service zu dem ersten
Verzeichnis und der ersten Tenant-Kennung;

Ermitteln eines zweiten Verzeichnisses, das dem
Connector-Service entspricht, wobei:

das zweite Verzeichnis mithilfe eines zweiten Schnitt-
stellenstandards organisiert wird, ein erster Knoten
einen ersten Satz von Dateien in dem zweiten Ver-
zeichnis enthalt, und der erste Satz von Dateien dem
ersten Tenant entspricht; Verarbeiten der ersten Le-
se-/Schreib-Anforderung in einem Satz von Lese-/
SchreibAnforderungen mithilfe des Connector-Ser-
vice und des ersten Knotens, wobei die erste Lese-/
Schreib-Anforderung von dem ersten Tenant stammt;
und

Erzeugen eines ersten Ergebnisses zu der ersten Le-
se-/Schreib-Anforderung;

wobei:

zumindest das Verarbeiten der ersten Lese-/Schreib-
Anforderung mithilfe des Connector-Service und
des ersten Knotens durch eine Computer-Software
durchgefiihrt wird, die auf einer Computer-Hardware
ausgefihrt wird.

2. Verfahren nach Anspruch 1, das des Weiteren
aufweist:
Ermitteln eines dritten Verzeichnisses, das einer
zweiten Tenant-Kennung in dem Satz von Tenant-
Kennungen entspricht, wobei:
die zweite Tenant-Kennung einer zweiten Lese-/
Schreib-Anforderung in dem Satz von Lese-/Schreib-
Anforderungen entspricht und das dritte Verzeich-
nis mithilfe des ersten Schnittstellenstandards orga-
nisiert wird;
Zuweisen des Connector-Service zu dem dritten Ver-
zeichnis und der zweiten Tenant-Kennung;
Verarbeiten der zweiten Lese-/Schreib-Anforderung
mithilfe des Connector-Service und eines zweiten
Knotens; wobei:
ein zweiter Knoten einen zweiten Satz von Dateien in
dem zweiten Verzeichnis enthalt, und
der zweite Satz von Dateien dem zweiten Tenant ent-
spricht; und
Erzeugen eines zweiten Ergebnisses zu der zweiten
Lese-/Schreib-Anforderung.

3. Verfahren nach Anspruch 2, wobei es sich bei
dem zweiten Knoten um den ersten Knoten handelt.

4. Verfahren nach einem der vorhergehenden An-
spriche, wobei das erste Ergebnis aus einer Gruppe
ausgewahlt wird, die besteht aus:
einem neuen Dateneintrag, und
einer Nachricht mit einem Satz von Daten.

5. Verfahren nach einem der vorhergehenden An-
spruiche, wobei der erste Schnittstellenstandard nicht
kompatibel mit POSIX ist.

6. Verfahren nach einem der vorhergehenden
Anspriche, wobei der zweite Schnittstellenstandard
kompatibel mit POSIX ist.
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7. Verfahren nach einem der vorhergehenden An-
spriiche, wobei das erste Verzeichnis mithilfe eines
Apache Hadoop Distributed File System (,HDFS*) or-
ganisiert wird.

8. Computerprogrammprodukt zum Verwalten ei-
ner Lese-/Schreib-Anforderung, wobei das Compu-
terprogrammprodukt aufweist:
ein computerlesbares Speichermedium, das durch
eine Verarbeitungsschaltung lesbar ist und das Be-
fehle zur Ausfiihrung durch die Verarbeitungsschal-
tung zum Durchfiihren eines Verfahrens nach einem
der Ansprtliche 1 bis 7 speichert.

9. In einem computerlesbaren Medium gespeicher-
tes und in den internen Speicher eines Digitalcom-
puters ladbares Computerprogramm, das Abschnit-
te eines Software-Codes aufweist, um das Verfahren
nach einem der Ansprliche 1 bis 7 durchzuflihren,
wenn das Programm auf einem Computer ausgefiihrt
wird.

10. Computersystem zum Verwalten einer Lese-/
Schreib-Anforderung, wobei das System aufweist:
einen Prozessorsatz; und
ein computerlesbares Speichermedium;
wobei:
der Prozessorsatz dazu strukturiert, platziert, verbun-
den und/oder programmiert ist, in dem computerles-
baren Speichermedium gespeicherte Anweisungen
auszufuhren; und
die Anweisungen beinhalten:
Programmanweisungen, die durch eine Einheit da-
zu ausfihrbar sind zu bewirken, dass die Einheit ein
erstes Verzeichnis ermittelt, das einer ersten Tenant-
Kennung in einem Satz von Tenant-Kennungen ent-
spricht, wobei:
das erste Verzeichnis mithilfe eines ersten Schnitt-
stellenstandards organisiert wird und die erste Ten-
ant-Kennung einem ersten Tenant des ersten Ver-
zeichnisses entspricht;

Programmanweisungen, die durch eine Einheit dazu
ausflhrbar sind zu bewirken, dass die Einheit einen
Connector-Service dem ersten Verzeichnis und der
ersten Tenant-Kennung zuweist;
Programmanweisungen, die durch eine Einheit da-
zu ausfihrbar sind zu bewirken, dass die Einheit ein
zweites Verzeichnis ermittelt, das dem Connector-
Service entspricht, wobei:

das zweite Verzeichnis mithilfe eines zweiten Schnitt-
stellenstandards organisiert wird,

ein erster Knoten einen ersten Satz von Dateien in
dem zweiten Verzeichnis enthalt, und

der erste Satz von Dateien dem ersten Tenant ent-
spricht;

Programmanweisungen, die durch eine Einheit da-
zu ausfihrbar sind zu bewirken, dass die Einheit ei-
ne erste Lese-/Schreib-Anforderung in einem Satz
von Lese-/Schreib-Anforderungen mithilfe des Con-
nector-Service und des ersten Knotens verarbeitet,

wobei die erste Lese-/Schreib-Anforderung von dem
ersten Tenant stammt; und

Programmanweisungen, die durch eine Einheit da-
zu ausfihrbar sind zu bewirken, dass die Einheit ein
erstes Ergebnis zu der ersten Lese-/Schreib-Anfor-
derung erzeugt.

11. Computersystem nach Anspruch 10, das des
Weiteren aufweist:
Programmanweisungen, die durch eine Einheit dazu
ausflihrbar sind zu bewirken, dass die Einheit ein drit-
tes Verzeichnis ermittelt, das einer zweiten Tenant-
Kennung in dem Satz von Tenant-Kennungen ent-
spricht, wobei:
die zweite Tenant-Kennung einer zweiten Lese-/
Schreib-Anforderung in dem Satz von Lese-/Schreib-
Anforderungen entspricht und das dritte Verzeich-
nis mithilfe des ersten Schnittstellenstandards orga-
nisiert wird;
Programmanweisungen, die durch eine Einheit dazu
ausflihrbar sind zu bewirken, dass die Einheit den
Connector-Service dem dritten Verzeichnis und der
zweiten Tenant-Kennung zuweist;
Programmanweisungen, die durch eine Einheit da-
zu ausfihrbar sind zu bewirken, dass die Einheit die
zweite Lese-/Schreib-Anforderung mithilfe des Con-
nector-Service und eines zweiten Knotens verarbei-
tet, wobei:
ein zweiter Knoten einen zweiten Satz von Dateien in
dem zweiten Verzeichnis enthalt, und der zweite Satz
von Dateien dem zweiten Tenant entspricht; und
Programmanweisungen, die durch eine Einheit da-
zu ausfihrbar sind zu bewirken, dass die Einheit ein
zweites Ergebnis zu der zweiten Lese-/Schreib-An-
forderung erzeugt.

12. Computersystem nach Anspruch 10 oder 11,
wobei das erste Ergebnis aus einer Gruppe ausge-
wahlt wird, die besteht aus:
einem neuen Dateneintrag, und
einer Nachricht mit einem Satz von Daten.

13. Computersystem nach einem der Anspruche
10 bis 12, wobei der erste Schnittstellenstandard
nicht kompatibel mit POSIX ist.

14. Computersystem nach einem der Anspruche
10 bis 13, wobei der zweite Schnittstellenstandard
kompatibel mit POSIX ist.

15. Computersystem nach einem der Anspruche
10 bis 14, wobei das erste Verzeichnis mithilfe eines
Apache Hadoop Distributed File System (,HDFS*) or-
ganisiert wird.

Es folgen 4 Seiten Zeichnungen
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