(12) STANDARD PATENT (11) Application No. AU 2004263957 B2
(19) AUSTRALIAN PATENT OFFICE

(54)

(51)

(21)

(87)

(30)

(31)

(43)

(44)

(71)

(72)

(74)

(56)

Title
Online wavefront measurement and display

International Patent Classification(s)
A61B 3/11 (2006.01) GO6T 7/60 (2006.01)
GOG6T 7/00 (2006.01)

Application No: 2004263957 (22) Date of Filing:  2004.07.22
WIPO No: WO05/015495

Priority Data

Number (32) Date (33) Country
103 33 813.6 2003.07.24 DE
Publication Date: 2005.02.17

Accepted Journal Date: 2010.05.13

Applicant(s)
Bausch & Lomb Incorporated

Inventor(s)
Franzke, Stefan;Youssefi, Gerhard;Polland, Hans-Joachim

Agent / Attorney
Spruson & Ferguson, Level 35 St Martins Tower 31 Market Street, Sydney, NSW, 2000

Related Art

HOFER H ET AL: "DYNAMICS OF THE EYE'S

WAVE ABERRATION"

JOURNAL OF THE OPTICAL SOCIETY OF AMERICA
- A, OPTICAL SOCIETY OF AMERICA,
WASHINGTON, US,

vol. 18, no. 3, March 2001,pages 497-506

PRIETO P MET AL: "ANALYSIS OF THE
PERFORMANCE OF THE HARTMANN-SHACK SENSOR
IN THE HUMAN EYE"

JOURNAL OF THE OPTICAL SOCIETY OF AMERICA
- A, OPTICAL SOCIETY OF AMERICA,
WASHINGTON, US,

vol. 17, no. 8, August 2000 ,pages 1388-1398,
SUNG-HOON BAIK ET AL: "New centroid

detection algorithm for the Shack-Hartmann
wavefront sensor”

PROCEEDINGS OF THE SPIE - THE
INTERNATIONAL SOCIETY FOR OPTICAL
ENGINEERING SPIE-INT. SOC. OPT. ENG USA,

vol. 4926, 2002, pages 251-260

NIRMAIER T ET AL: "Hartmann-Shack sensor
ASIC's for real-time adaptive optics in

biomedical physics"

6TH WORLD MULTICONFERENCE ON SYSTEMICS,
CYBERNETICS AND INFORMATICS. PROCEEDINGS
INT. INST. INF. &SYST ORLANDO, USA,vol 13, 2002, 280-284




057015495 A3 |0 I 0”000 0T OO

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property
Organization
International Bureau

(43) International Publication Date
17 February 2005 (17.02.2005)

(10) International Publication Number

WO 2005/015495 A3

GO6T 7/00

(51) International Patent Classification’:

(21) International Application Number:
PCT/EP2004/008205

(22) International Filing Date: 22 July 2004 (22.07.2004)

(25) Filing Language: English

(26) Publication Language: English

(30) Priority Data:

103 33 813.6 24 July 2003 (24.07.2003) DE

(71) Applicant (for all designated States except US): TECH-
NOVISION GMBH GESELLSCHAFT FUR DIE
ENTWICKLUNG MEDIZINISCHER TECHNOLO-
GIEN [DE/DE]; Hans-Riedl-Str. 7, 85622 Feldkirchen
(DE).

(72) Inventors; and
(75) Inventors/Applicants (for US only):
Hans-Joachim [DE/DE]; Heiglstr.
fratshausen (DE). YOUSSEFI,

POLLAND,
62, 82515 Wol-
Gerhard [DE/DE];

Reichardtstr. 1, 84028 Landshut (DE). FRANZKE, Ste-
fan [DE/DE]; Augsburgerstr. 41, 82110 Germering (DE).

(74) Agent: VOSSIUS & PARTNER; Siebertstr. 4, 81675

Miinchen (DE).

(81) Designated States (unless otherwise indicated, for every
kind of national protection available): AE, AG, AL, AM,
AT, AU, AZ, BA, BB, BG, BR, BW, BY, BZ, CA, CH, CN,
CO, CR, CU, CZ, DE, DK, DM, DZ, EC, EE, EG, ES, FI,
GB, GD, GE, GH, GM, HR, HU, ID, IL, IN, IS, JP, KE,
KG, KP, KR, KZ, L.C, LK, LR, LS, LT, LU, LV, MA, MD,
MG, MK, MN, MW, MX, MZ, NA, NI, NO, NZ, OM, PG,
PH, PL, PT, RO, RU, SC, SD, SE, SG, SK, SL, SY, TJ, TM,
TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, YU, ZA, ZM,
ZW.

(84) Designated States (unless otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
GM, KE, LS, MW, MZ, NA, SD, SL, SZ, TZ, UG, ZM,
ZW), Eurasian (AM, AZ, BY, KG, KZ, MD, RU, TJ, TM),
European (AT, BE, BG, CH, CY, CZ, DE, DK, EE, ES, FI,
FR, GB, GR, HU, IE, IT, LU, MC, NL, PL, PT, RO, SE, SI,

[Continued on next page]

(54) Title: ONLINE WAVEFRONT MEASUREMENT AND DISPLAY

102 Acquire X x Y image of .
Variable pixel signal input
104 Compress image to X/n x Y/m
106 Background determination
and subtraction
A
108 Determine rough centroid positions |
110

y

112 Determine ultimate centroid positions

-——% output

& (57) Abstract: A fast algorithm is presented which allows for substantially simultaneous acquisition, analysis, and display of a
wavefront centroid image, referred to as online aberrometry. A method embodiment involves determination of an average, or most
frequently occurring, wavefront aberration over a selected time interval, e.g., 20 sec. Online pupil diameter measurement allows
analysis of wavefront aberration as a function of changing pupil size. A wavefront measuring apparatus is disclosed that supports

=

online aberrometry.



WO 2005/015495 A3 I 110 0A7H000 0 00000 OO

SK, TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ, For two-letter codes and other abbreviations, refer to the "Guid-
GW, ML, MR, NE, SN, TD, TG). ance Notes on Codes and Abbreviations" appearing at the begin-
Published: ning of each regular issue of the PCT Gazette.

—  with international search report

—  before the expiration of the time limit for amending the
claims and to be republished in the event of receipt of
amendments

(88) Date of publication of the international search report:
22 December 2005



WO 2005/015495 PCT/EP2004/008205

ONLINE WAVEFRONT MEASUREMENT AND DISPLAY

BACKGROUND OF THE INFORMATION

Field of the Invention

Embodiments of the invention are generally directed to the field of
image processing, and more particularly to methods and appératus for the
simultaneous measurement, analysis, and display of ocular wavefront
information referred to herein as “online” aberrometry.

Description of Related Art

There are few technologies that have not been touched by the science
of image processing. Advancing development in most fields typically gives
rise to process automation where the ability to quickly and accurately detect
structures in camera images becomes increasingly important. One area
targeted by the embodiments of the instant invention is wavefront aberration
measurements of the human eye, although the techniques set forth herein
below will find much wider application directed to the detection of structure
in images.

The field of ophthalmology concerned with vision correction through
refractive surgery, or the use of lens components on or in the eye, has

experienced the relatively recent development of aberrometers. These
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dévices allow practitioners to explore the meaning of Visioﬁ quality énd to
appreciate that it is not limited merely to visual acuity. Aberrometers Whicﬁ
incorporéfe wavefront sensors can provide information about vision defects
that, upon correction, may not only} provide visual acuity at 4the theofeticai
limit but also better vision, perhaps even éustornjzed vision, under a panoply
of viewing conditibns.

One of thg most conventional and well dévéloped forms of ocular
wavefront sensing felies on the Hartﬁiann—Shack principie. A
Harﬁ:nan- Shack wavefront sensor typically includes a microlens array that
images various portions of a distorted wavefront exiting the eye onto a CCD
detector/camera. The‘image produced by the microlens array comprises an
array of small dots of light that are slightly displaced ffom reference
locations of the light dot image from an unaberrated wavefront. The
aberrated dot displacements are related to the localized slopes of the
wavefront exiting the eye’s pupil. Zernike polynomials (or other
mathematical forms) can be derived from these displacements, which are
then used to characterize virtually all of the eye’s aberrations. The ability to
make accurate wavefront calculations is critically dependent upon the true.
determination éf the center location of each dot in the wavefront image.
This aspect of the wavefront analysis process is known as céntroid '

\

detection.
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Hartmann-Shack wavefront sensors, and other well-known types such
as Tscherning, for example, typically measure single images of centroids or,
at best, a very small number of images over a short time interval. The eye,
however, is a dynamic system with rapidly varying wavefront changes. The
time needed for centroid detection has been the primary culprit hindering'
real-'time measurements with repetition rates: greater than a feW images per
secOnd. A systém known in the Wayeﬁ‘ont art as WASCA has demoﬁstratéd
2 répetitién rate of about 7Hz for the 30-second record of é wavefront.
However, the wavefront images must first be recorded, saved, and
sub‘sequeﬁtly evaluated. A single wavefront image requires about 400Kb of
computer memory. Moreover, aberration measurements (e.g., sphere,
cylinder/axis, and higher order aberrations) cannot be displayed online, ie.,
substantially simultanéously with the wavefront measurement and
calculation. Nor is it possible to acquire and save pupil images and centroid
images substantially simultaneously, making it &irtually impossible to
evaluate the influence of eye movement oﬁ changes in the Wavefrént. These |
illustrz{tipns représent some of the exemplary devélopment issues in the field
of ocular wavefront measurement addressed by the émbodiments' of the

instant invention.
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SUMMARY

It is an object of the present invention to substantially overcome, or at least
ameliorate, one or more disadvantages of existing arrangements.

According to a first aspect of the present disclosure, there is provided a method
for centroid detection in an image, comprising:

i)  acquiring an XxY size image represented by a variable pixel signal intensity;

j)  compressing the XxY size image to an X/n x Y/m size image, where n, m equal
any integers and X/n, Y/m are integer values;

k) determining a background intensity for any position in the compressed image
and subtracting this background from the compressed image;

1)  detecting a plurality of approximately positioned centroids in the background-
subtracted compressed image;

m) iterating step (d) until approximate positions of a desired plurality of centroids
are detected;

n) converting the approximate position of the desired plurality of centroids into
more exact positions in the XxY size image, whereby every centroid position in the image
has been identified;

0) iterating step (f) until a desired level of more exact positions is determined; and

p) assigning a quality factor to each centroid in relation to a magnitude of positional
change for each centroid in each iteration of step (g).

Other aspects of the invention are also disclosed.

2509476vI
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Brief Description of the Drawings

Figure 1 is a flow chart schematic of a fast centroid detection
algorithm embodiment of the invention;

Figure 2 is a reproduced photographic of a Hartmann-Shack
wavefront (centroid) image associated with an embodiment of the inv'entidn;

;‘Fig‘ure 3is a drawing représe’ntation of aﬁwaveﬂo‘nt (centroid) image
assoéiated With an embodiﬁlent of the invention; N |

Figure 4 is a flow chart schematic of a sorting algorithm according to

- an embodiment of the invention;

Figure 5 is another drawing representation of a wavefront (céntroid) |
image representing an algorithm process according to an embodiment of the
irwentibn;

Figure 6 is a schematic illustration representing another algorithm
process according to an embodiment of the invention;

Figuré 7 is an illustration representing another algorithm process
according to an embodiment of the invention;

Figure 8 is a reproduced photographic of part of a Hartmann-Shack
wavefront (centroid) image represeﬁting another algoﬁthﬁl process
according to an embodiment of the invention;

Figure 9 is a flow chart schematic directed to another embodiment of

the invention; and
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Figure 10 is a block diagram of an apparatus embodiment of the

invention.

Detailed Description of Preferred Embodiments of the Invention

An embodiment of the present invention is directed to an algorithm
that prov1des for the detectlon of bright and dark structures i ina CCD 1mage
The 1mage may comprise, for 111ustration purposes only, centroids in a
wavefront image, or identified markings on a contact lens surface. Figure 3
illustrates an array of centroid images 32 as black spots in a simulated -
Hartmann-Shack Wavefroni: image.

A feature of this enibodiment is that the positions of structures such
as centroids 32 in a CCD image, for example, can be located and sorted in
approximately Sms, Zernike coefficients calculated, and wavefront image
information displayed in approximately 13ms or less (utilizing an 800MHz
Pentium® (Intel) processor or equivalent). A 1.6GHz processor would
reduce the total time by approximately one-half by increasing thé rate to
approximately 50Hz. The algorithm thus describes what is referred to
throughout this description as “online” analysis of wavefront inforrnation,
referring to the detection, measurement, and displey of wavefront

-information substantially simultaneously at a rate up to approximately‘

25Hz.
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- The embodiments to be described in detail below will be illusﬁated in
terms of a Hamnann-Shaok wavefront measuremeﬁt and analysis, but are
more broadly applicable to other wavefront methodologies, for example,
those based on the Tschoming principle and others known in the art;
however, as noted above, the embodied invention is even more generally
applicable to image processing for analyiing structure in a CCD type image.

A method for centroid detection in a wavefront image according to
the instant ombodinaent is set forth in the flow chart diagram 100 of
Figure 1. it is noted at the outset that in the illustrated embodiment, a
sequentiai plurality of images are acquired, analyzed, and displayed as
desired at a rate of 25hz, but for the sake of simplicity the algorithni steps
set forth below apply to a single wavefront image and afe repeated for every
wavefront image of the vdesired sequence. |

In Figure 1 at step 102, an X x Y pixel size wavefront image, as
shown for example by image 22 in Figure 2, is acquired. The light spot
images are represented by variable pixel signal intensities as shown.. Images
taken from a CCD camera usually consist of an array of pixels in which - |
every pixel is assigned a number proportional to the amount of charge
collected at tlﬁs pixel. This number is referred to as the signal of the pixel.
In the illustrative description that follows, a regolar square grid of bright

points in a dark image will be described in detail.
6
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i) Image Compression

After acquiring the image at step 102, the iniage is compressed from
size X x Y pixels to X/n x Y/m pixels at step 104. This can be done by
::welraiging> the signal for every pixel inannx m pixel square in the original
image starting, for example, in the upper left corner of the image and
scanning through the in{age. The signél in the upper left corner -of the
compressed image is then set to the average of tﬁe first square, the signal of

| the next pixel is set to the average of the next (second) squére, and so on,

finally yielding a picture X/n X Y/m pixels in size.. n and m should be
integers with X/n and Y/m also being integer values. In an exemplary
embodiment, n =m = 8. |

ii) Backgréund Subtraction

At step 106, the compressed image is then divided into square
regions, or tiles (not to be confused with the pixel squares in 1) above). In
the exemplary embodiment, one tile is a square of 64x64 pixels, but other
sizes can be used. Typically, one tile might contain 3-5 ceptrqids. The
averagé signal is again calculated for every tile. The average values for the
tiles are then linearly extrapolated to yield a background value for ahy
location in the image. This backgroun& is then subtracted from the image

yielding a low signal outside the centroids. In the illustrative embodiment, a
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signal-to-noise ratio of two was improved to a signal-to-noise ratio of 10 by
the background subtraction.

iii) Rough Structure Detection

At step 108, the approximate, ér rough, structure points (centroids)
are identiﬁéd. First, a maximum is defined as the highest signal in the
compressed image. The maximum is determined by a scan through thé
image, and the X-position, Y-position, and signal Vaiué of every pixelis
recorded in a table, but only if the signal value of this point is greater than a
certain percentage of the maximum, e.g., 30 % (other values can be selected
by the usér). In the exemplary‘.émbo'diment, this yields a table (Table I) of
about 400 erfcries. The table is sorte& by descending signal as shown. Any

of a variety of quick sorting routines is available to accomplish this.

TABLEI
Signal | X Position|Y Position
223 | 86 55
154 85 75
135 87 95
133 115 56
110 118 74
108 114 93 .
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The first entry (higheét signal value) is defined as the first rdugh structure
point. Then, all entries in the table that obey a certain pre-set condition are
defined as rough structure points. In the exemplary embodiment, the p.re-set
condition is that the position of the particular eﬁtry is farther away from all
yét’found rough structure poinfs than a pre-set distance. In an exemplary
embodiment, the distance is 17 pixels. After this first iteration, a table of
rough Struc':tuﬁfe poihts is created that inclﬁdes approximately 95% of all
points that are to be detected.
| i\})’ Réﬁne Detection of Structure

To increases the confidence level _that all points of the structure are
found, step 108 can bé repeated as shown at block 110, setting a ‘new
‘minimum to a cértain percentagé of the minimum in the first iteration. The
second iteration finds points that were too Weék iﬁ signal to Be found in the
first iteration. The rough structure points found in~ the first iteration are
accounted for so they will not be found again (i.e., they do not obey the

~ condition of being farther away tﬁan a pre-set distance from the detected

points).

v) Ultimate Structu;e Detection

At step 112, the ultimate centroid positions are determined. Since the
image was earlier.compressed in step 104, much of the infqﬁnation

originally contained in the image was ignored. This information can now be
9 ’ .
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used to determine more exact centroid positions. Using the original
uncompressed image, a square of, for example, 15x15 pixels is créated
around every rough poiﬁt. Generally, each square is smaliér than 2x the
minimum distarice to insufe that each Square contains only one centroid, and,v
is larger than the centroid itself. In thé 'exemplafy embodiment this value is
between five and 30 pixels. ’fhen, the center of mass of signal for the signal
distribution inside’ the square is determined, giving rise to the substantially
exact position of the céntroid. | |

In an aspect of the embodiment, step 112 .ca_m'be repeated, for- ,

example,. 1,2, 3...n times to determine 'still more exact results. The
calculated center of mass in the previous step is subsequently used.‘ Each
structure point can also be assigned a quality factor depending on how much -

~the position of the center of mass changes if the square around thg pixel is
Wiilingly shifted by a user-set distance, at step 112. In an exemplary
embodiment, this distance is five pixels. The points whose positions have
changed the least are assigned the hjghest'quality faétors. In this nianner,
spurious points or noise assigned a low quality factor can be elimiﬁated, as
they likely represent false structure points.

In the illustrative embodiment directed to Hartmann-Shack wavefront

sensing, it is desirable to be able fo correlate the centroids with the |

corresponding image forming lenslet of the microlens array.- Thus, an
10
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aspect 200 of the embodiment as illustrated in Figure 4 is directed to the
process of sorting the detected centroids so as to assign them to a regular
square grid pattern. It will be appreciated by those skilled in the art that the
algorithm can be easily adapted to other structures or configurations such as,
‘ for_exainple, points on rings, or any straight line of points.

At step 202, the deéired sorting configuration is selected. . In the
exemplary embodiment, the vCo‘nﬁguration isa square grid based ilpon the
geometry of the microlens array. For everyA previously found centréid point,
i, the formula for a straight line is calculated containing the centroid point, 1,
and havilig a slope of 1.(45°), as shown at step'204. For sfarting positions
of the upper left corner or lower right comér of the image, slope values
between 0.1 to 0.9 can be used. Likewise, when the étarting position is the
upper right corner or the lower left corner of the image, slope values from
;0.1 t0 —0.9 can be selected. At step 206, the distance 502 (ni),‘ betweeﬁ the
line 514 and, in the illustrative embodiment, the upper left corner 506 of the
image 510 is calculated, as illustrated in Fig. 5. All centroids, i, are then
sorted by n; at step 208 starting with the centroid haviﬁg the smallest n;
value. At step 210, the centroid with the smallesf n; value is assigned to
Row 1 and is stored in memory és the last centroid of Row 1. In an aspect

of the embodiment, the last centroids of the existing rows are stored in

memory during step 210. At step 212, a region 610 is defined that, in an
11 ' '
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exemplary embodiment, cdmpﬁses an area to the right of the last cenfroid
605 of a given row, having dimensions that can be controlléd and varied by
parameters of the lenslet array, and having a shape that is suited to detecting
the selected grid configuration, as illustrated in Figure 6, which shows the |
search area 610 for the next centroid. Any shap¢ suited for detecting other‘
grid configurations is alternatively possible. Exéfnples of the ienslet_ array
parameters include maximum angle 702, minimum distance 704, maximum
distance 1 (706), énd maximum distance 2 (708), as illustrated in Figure 7.
Then, at step 214, the next higher n, value is selected and that centroid is
checked, with respect tb all existing rows, whether thé centroid is in the
deﬁned region. ‘If yes, then at step 216, that centroid is assigned as the last
centroid of that row. If no, than that centroid is assigned the last centroid of -
a new row. Steps 214-216 aré now repeated for all centroids. In this
manner, rows start to build up from left to right. At step 220, the average y-
positioh for each row is calculat'ed and the rows are sorted according to their
average y-position. This step facilitates marking of the'top row as Row 1,
the next row as Row 2, and so on.

Before describing the steps for sorting' the Colufnns, itis beneficial to
point out that the situation can occur as illustrated by the faintly seen points
lying along lines 802, 804 as shown in Figure 8; i.c., some centroids 812,

814 in the middle of a row have not been detected due to béd quality of the
12 '
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centroid points, and the centroids to the left and right have been assigned to
different rows. - In this event, optional step 222 involves merging these rows.
This is accompliéhed by the followiﬁg-sub-ste‘ps: From the mean average y-
‘position for each row from step 2 14, calculate the mean distance between
the roWs by sﬁbtracting Viowl-Yrowz (yielding the distance be‘cvveeﬁ~ Rowl and
Row2); Viowa-Vrows (vielding the disténce between Row?2 and Row3); and so -
on, and then taking the mean values of the obtained distances. In the |
exemplary embodiment, the criteria for merging rows j and k is: If '§ijyk <
f*a and (Py sirst > Pjast OF Prctast < Pt ),

where:

fis a variable parameter in the range between abouf 0.1-0.7, that is set by
the user. In the exemplary embodiment, values between 0.3 to 0.5 are used;
a 1s the mean distance B‘etwleen rows (see above);

Py first is the x value of the first (left-most) centroid of the k row; and

Py 1ast 18 the x value of the last (right-most) centroid of the k row.

In other words, the rows are merged if they are much closer in the y-position
than typical and if they don’t overlap i.e. row j is either completely to the
left or completely to the right of row k.

The process for sorting the columns begins at step 224 where the list

of sorted centroids by distance value from step 208 is used agair;.‘The

centroid with the smallest n; is assigned to Column 1 and is stored in
' 13
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memory as the last centroid of Column 1. In an exemplary aspeét, the last
centroids of an existing column are always stored in memory during step
224. At step 226, a region is defined that, in the exemplary embodiment,
comprises an aréa below the last centroid 6f é given column having
dimensions and shape that are controlled and varied by the same pararhefefs
of the lenslet array as set forth above. This is illustrated by tilting the
diagrarﬁ in Figure 6 ‘downward by 90 degrees. At step 228, the next higher
n; value is selected and that centroid is checked, with respec;t to all existing
columné, whether the centroid is’in the defined region. Ifyes, then at step
230, that centroid is assigne_d as the last centroid of that column. If no, than
that centroid is assigned the last centroid of a new column. Steps 228-230
are now repeated forlall centroids. In this manner, columns start to build up
from topAto bottom. At step 234, the average x-position for each column is
calculated and the columns are sorted according to their ave’raige x-position.
This step facilitates marking of the left-most column as Column 1, the next
column as Column 2, and so on.
The situation can occur, as hlentioned above with reference to Figure
8, where some centroids in 'the middle of a column have not been detectéd
due to bad quality of the centroid points, and thus the centroids abéve and
Below have been assiéned to different coiumns. In this event, optional step

236 involves merging these columns. This is accomplished by the
14 '
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following sub-stebs: From the mean average x-position for each column
from ,steia 228, calculate the mean distance_ between the columns by
subtfacting xc;,lml-xcolumnz'(yielding-the distance between Column] and
Columil2) 5 Xoolmn2~Xeohummns (Vielding the distance between Column?2 and
~Column3); and so on, and then taking the mean values of the obtained
distances. In‘th‘e exempléry embodiment, the criteria for merging Columns j
and k is: If x;-x < f*a and (Piirst > Pjtast OF Py pagt < P; first )
where:
fis a variable parameter in the rénge between about 0. 1-0.47,' that is set by
the user. In the exemplary embodiment, values between 0.3 to 0.5 are used
a is the mean distance between columns;
Py st 1s the y value of the first (top-most) centroid of the k column; and
Pg,last is the y value of the last (bottom-most) centroid of the k column. |
In other words, the columns are merged if théy are much closer in the x-
position than typical and if fhey do not overlap; i.e. column j is either
completely above or completely below column k.

| From the sorted centroid positions, a Zernike calculation can be made
to determine the wavefront aberration. According to the illustrated
embo&ﬁent, the processes for acquiring a single image and displaying the
Wavefrént aberratibn information, using an 800MHz Pentium processor, are

listed below with their corresponding processing times:
' 15
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Finding and sorting thé centroids: ~ 5ms;
Pérforming the Zernike calculations: ~ 5ms;
Imaging operaﬁons: ~ 8ms;
Image display;. ~ 8];[18
Pupil coordiﬁéte location (optional): ~ 6.-8ms;
- Contact lens position (opﬁonal): ~ 5ms
In an illustrative aspect of the embodiment, the Zernike calculation process
is performed twice during a meésuremgnt cycle, once for the second-order |
terms and once for the higher-’orde;: terms. The total time per image is
approximately 40ms or slightly less at a repetition rate of 25Hz. In contrast,
_conventional real-time (as opposed to online) wavefront analysis consists of
storing a seqﬁence of images and subsequently- ahalyzing the images for
wavefront information. These techniques are ﬁmit,ed by computer storage
requirements. For example, storirig two images at 25Hz for30 seconds
requires approximately 4OOMB/nieasurement. On the other hand, according
to tﬁe illustrative embodiment, the storage of images is not necessary
becéuse the information contained in those images has already been
extracted by detecting the centroid and pupil position. Storing only pupil

and centroid position data results in data storage requirements of only about

16
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.700Kb of memory for a 20 second measurement at 25Hz, which will yield
500 images.

Another embodiment of the invention is dir¢cted to a device-readable
medium that has stored thereon an executable instruction for carrying out
the alg.drithm described above. Appropriate media are well known and
include, Withoﬁt limitation, CD, D,VD, diskette, hard drive, carrier wave,
and othérs. | |

| Another embodimenfc of the invention is directed to a method for

wavefront analysis. The method is set forth in the block diagram of Figure
9. The method comprises at step 902 acquiring a plurality of wavefront
images of light exiting a pupil of an eyé, Where each of the images includes
a displaced centroid that is indicaﬁve of wavefront measurement

| information of the eye, and at step 904 calculating and displaying the
wavefront measurement information online for a selected aberration order.
As used hereinabove and throughout the description, the term “onliné”
refers to the substantially simultaneous measurement, analysis, and display

~of the wavefront measurement information. The exemplary fast algorithm
described in the previous embodiment is but one way to facilitate an online
process. Persons skilled in the art will appreciate that other algorithms can
be developed, or are currently available, that will also facilitaté the online

technique.
17.
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In an aspect of this embodiment, the images are aéqu'ired at a rate
equal to or greater than 10Hz. In an exemplary aspect, the images are

' obtained at a rate of 25Hz; however, computer processor épeed is the
limiting factor in the image acquisition rate. In another aspect, at least
50 sequential images are acquired. In another aspect, the step 906 of
calculating and displaying the Wavefront measurement infor’mation oniine
for a selected aberration order is performed fof a selected pupil'diameter‘.
That 1s to say, if a pupil diame{er value is not sélected prior to the.

- measurement, the display will be linﬁted to second order aberrétions (sphere
or spherical equivalent, and cylinder/axis) because secénd order aberrations
are pupil diameter independent. Howevef, one may want to insure that the |
resultant wavefront information is interpreted for a substantially constant
pupil diameter, or a controlled variation in pupil diameter. On the other
hand, a pupil diameter value can be selectéd prior to measurement allowing
any Zerﬁike order (e.g., coma, spherical aberration, higher-orders) for that
given diameter to be displayed online. An exemplafy range of pupil
diameters is between about 2mm to 10mm.

In an exemplary embodiment, at a repetition rate of 25Hz, 5 QO images
can be obtained (and thus 500 measurements can be made} over a 20-second
time interval. The first 125 images might be obtained for pupil diameter, D |

< Dpin; the next 250 images for Dy, <D < Dpyy; and the remaining
. 18 :
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- 125 images for Dy, < D. Using the set of 250 images, Zernike amplitudes
for Zy through Z; o, can be calculated as set forth ét step 908. If desired, at
step 910 an average value of a selected Zérnike order can be calculated and
displayed online. If an average value has been calculated, well known
statistical techniques can be used to determine a standard deviation at step -
912 that provides an error band for the averége wavefront measurement. In
an aspect of thié embodiment, blinking periods can be determined which
contain anomalous wavefront information, and the information duﬁng these
blinking periéds discarded. Likewise, if contact lens position were being
measured, for example, it would be advantageous.to eliminate
measurements during Blinking periods as lens settlement takes a Ashort time
to occur. Knowing the value of the most frequently occurring wavefront
amplitude for a particular aberratioﬁ order based upon pupﬂ diaineter will
allow the practitioner to prescribe a treatment or vision correction resulting
in optimum vision for the patient. |

In a related aspect according to this embodiment, at step 914 a
sequence of pupil images qorresponding to the wavefront images can also be
obtained. These images can be saved simultaneouély so that the influence .
of eye movement on chénges in the wavefront can be evaluated. .

Another embodiment of the invention is directed.to a wavefront

measuring apparatus 1000 illustrated by the block diagram in Figure 10.
19
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The apparatus includes an illu:minatioﬁ coinponent 1010 that delivers a
small spot of light onto the retina of the eye 1020, an imaging component
1030 that férmé a ceﬁtroid image of the illumination light scattered from the
retina and eXiting the pupil of the eye, a detector 104.0 adapted to acquire the
centroid iniage, a processor 1050 Working in cdopgration with thé detector
that executes a centroid displacement calculaﬁoﬁ té determine the wayefront
measurement information, a display component 1060 operativély connected
to the processor that displays a selected wavefront measurement
information, and means 1070 for instructing an online calculation and
displajf of the selected wavefront measurement information. An optional
pupil camera 1080 and pupilometer 1090 is also shown, where components

1015 are beam splitters or optical equivalents thereof.

20
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The claims defining the invention are as follows:

1. A method for centroid detection in an image, comprising:

a) acquiring an XxY size image represented by a variable pixel signal intensity;

b) compressing the XxY size image to an X/n x Y/m size image, where n, m equal
any integers and X/n, Y/m are integer values;

¢) determining a background intensity for any position in the compressed image
and subtracting this background from the compressed image;

d) detecting a plurality of approximately positioned centroids in the background-
subtracted compressed image;

¢) iterating step (d) until approximate positions of a desired plurality of centroids
are detected;

f)  converting the approximate position of the desired plurality of centroids into
more exact positions in the XxY size image, whereby every centroid position in the image
has been identified;

g) iterating step () until a desired level of more exact positions is determined; and

h) assigning a quality factor to each centroid in relation to a magnitude of positional

change for each centroid in each iteration of step (g).

2. The method of claim 1, comprising!

sorting the centroids determined from step (f) according to a predetermined
configuration.

3. The method of claim 2, wherein the configuration is a geometric grid.

4. The method of claim 3, comprising a rectangular grid.

5. The method of claim 2, wherein the configuration is a ring.

6. The method of claim 2, wherein the configuration is a straight line.

7. The method of claim 2, comprising:

associating each determined centroid with a respective centroid image forming

element.
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8. The method of claim |, wherein compressing the XxY size image to an X/n x
Y/m size image comprises:

a) averaging the signal for every pixel in an n x m square starting in a first
predetermined region of the original image and scanning through the image, setting a
signal level in a corresponding first predetermined region of the compressed image to the
average value of the first predetermined region;

b) repeating step (a) for a second and subsequent predetermined regions until the

X/n x Y/m image size is obtained.
9. The method of claim 8, whereinn=m = 8.

10. The method of claim 8, wherein the first predetermined region is the upper left

corner of the image.

11. The method of claim 1, wherein step (c) comprises:

dividing the compressed image into a plurality of image segments each of which
contains a plurality of centroids, determining an average signal value for each image
segment, and extrapolating the average values for each image segment to determine the

background intensity level.
12. The method of claim 11, wherein the image segments are squares.

13. The method of claim |1, wherein each image segment contains approximately 3

to 5 centroids.

14. The method of claim 1, wherein step (d) comprises:

a) determining a maximum signal value in the image;

b) setting a threshold value as a predetermined percentage of the maximum;

¢) determining an X-position, a Y-position, and a signal strength of each pixel that
has a signal strength greater than the threshold value;

d) sorting the values from step (c) in descending order of signal strength;

e) assigning the highest signal strength as first approximately positioned centroid;
and

f) selecting a pre-set condition for defining all sorted values as approximately

positioned centroids, which obey the pre-set condition.
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15. The method of claim 14, wherein the pre-set condition is that the position of each
subsequent approximately positioned centroid is a farther distance away than a pre-set

distance from all yet determined approximately positioned centroids.

16. The method of claim 15, further comprising setting a new threshold value to a
predetermined percentage of a minimum value of the sorted signal strengths and iterating
steps (c-f), wherein the already identified approximately positioned centroids are not

identified again.

17. The method of claim 1, wherein step (f) comprises:

defining a boundary structure around every approximate position of the desired
plurality of centroids in the original image; and

determining a center of mass of the signal for the signal distribution inside of the

boundary.

18. The method of claim 4, comprising:

a) calculating a straight line formula for each sorted centroid, i, containing the
centroid point, i, and having a slope between the values of about <-0.1 or >0.1;

b) calculating a distance, ni, between the line and a reference position in the image;

¢) sorting all centroids, in, by ni starting with the smallest ni value;

d) assigning the centroid with the smallest ni to a first row and storing this centroid
as a last centroid in the first row;

e) defining a region as an area to the right of a last centroid of a given row having
dimensions that are variably controllable by an imaging component parameter and a
shape suitable for detection of a selected grid structure;

f)  obtaining the next ni value and determining, for all existing rows, whether the
centroid is within the region;

g) assigning the centroid as the last centroid in the given row if the centroid is
within the region, or, assigning the centroid as the last centroid in a new row if the
centroid is outside the region;

h) repeating the steps (f-g) for all centroids;

i) calculating an average y-position for each row and sorting the rows according to
the average y-positions to identify a top row, Row 1, a next row, Row 2, and so on to

Row n;
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j)  assigning the centroid with the smallest ni to a first column and storing this
centroid as a last centroid in the first column;

k) defining a region as an area below the last centroid of a given column having
dimensions that are variably controllable by the imaging component parameter and a
shape suitable for detection of the selected grid structure;

[) obtaining the next ni value and determining, for all existing columns, whether the
centroid is within the region;

m) assigning the centroid as the last centroid in the given column if the centroid is
within the region, or, assigning the centroid as the last centroid in a new column if the
centroid is outside the region;

n) repeating steps (I-m) for all centroids; and

0) calculating an average x-position for each column and sorting the columns
according to the average x-positions to identify a first column, Column 1, a next column,

Column 2, and so on to Column n.

19. The method of claim 18 wherein the reference position is an upper left corner of

the 1mage.

20. A device readable medium having stored thereon an executable instruction in the

form of the method of any one of claims | to 19.

21. A method for wavefront analysis, comprising the steps of:

a)  acquiring a plurality of wavefront images of light exiting a pupil of an eye,
wherein each of the images includes a displaced centroid that is indicative of wavefront
measurement information of the eye; and

b)  calculating the wavefront measurement information utilizing the method of
any one of claims 1 to 19 and displaying the wavefront measurement information online

for a selected aberration order.

22. The method of claim 21, comprising acquiring the images at a rate equal to or

greater than 10 hz.

23. The method of either one of claims 21 and 22, comprising acquiring at least 50

sequential images.
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24. The method of any one of claims 21 to 23, further comprising determining an
average value and a corresponding standard deviation for the selected aberration order

wavefront measurement information.

25. The method of any one of claims 21 to 24, wherein step (b) is performed for a

selected pupil diameter.

26. A wavefront measuring apparatus, comprising:
an illumination component adapted to deliver a small spot of light onto a retina;
an imaging component that can form a centroid image of illumination light
scattered from the retina and exiting a pupil of an eye;
a detector adapted to acquire the centroid image;
a processor in operative connection with the detector that can execute a centroid
displacement calculation to determine wavefront measurement information utilizing the

method of any of claims | to 19;

a display component in operative connection with the processor that can display

a sclected wavefront measurement information; and

means for instructing an online calculation and display of the selected wavefront

measurement information.

27. A method for centroid detection in an image, said method being substantially as

described herein with reference to the accompanying drawings.

28. A device readable medium having stored thereon an executable instruction in the
form of a method substantially as described herein with reference to the accompanying

drawings.

29. A method for wavefront analysis substantially as described herein with reference

to the accompanying drawings.

2509476vi
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30. A wavefront measuring apparatus substantially as described herein with

reference to the accompanying drawings.

DATED this Twentieth Day of April, 2010
Bausch & Lomb Incorporated

10 Patent Attorneys for the Applicant
SPRUSON & FERGUSON
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