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CONFIGURABLE ARCHITECTURE WITH A CONVERGED
COORDINATOR

CROSS REFERENCE TO RELATED APPLICATIONS
[0001] This application claims the benefit of U.S. Provisional Application
No. 61/441,125 filed February 9, 2011, the contents of which are hereby

incorporated by reference herein.

BACKGROUND
[0002] In a typical wireless network, one coordinator typically manages the
entire network. For example, in a typical wireless personal area network (PAN)
or sensor network, there is typically one PAN coordinator tasked with managing
the entire network. For example, the lone PAN coordinator may perform
functions such as network initialization and formulation and data transmission.
A typical PAN coordinator has at least two physical communication interfaces.
For example, the PAN coordinator may have one radio interface for internal
communications within the PAN network and another interface as a backhaul for
connecting the PAN to external networks. If there are multiple PAN networks,
multiple PAN coordinators are required, typically one PAN coordinator for each
PAN network. These PAN coordinators are usually deployed separately. Because
of the separate deployment, communications and information exchange among
them are extremely limited. Accordingly, the use of separate PAN coordinators
may cause limitations on system throughput, reliability, and congestion control.
For example, a typical PAN coordinator uses only a single radio interface, which
may become a bandwidth bottleneck for supporting rate-sensitive multimedia
communications over embedded systems, such as Voice over Internet Protocol
(VoIP) and video surveillance. Similarly, using a single radio interface introduces
a reliability 1ssue at the PAN coordinator. Further, in a single radio interface-
based PAN network, congestion may result in the network reducing the sending
rate at the source or dropping packets. Furthermore, the lack of information

exchange and cooperation among separated PAN coordinators makes it difficult
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to perform load-balancing or traffic direction among different PAN networks.
Accordingly, there are many deficiencies associated with using multiple PAN
coordinators that are separated from each other. Thus, the use of a converged

coordinator may increase efficiency in a wireless network.

SUMMARY
[0003] Methods and apparatus for a configurable architecture with a
converged coordinator are described. The converged coordinator may have
multiple radio transceivers or interfaces. The converged coordinator may
communicate with a plurality of clusters or PANs. The converged coordinator
may include a protocol stack with a Convergence Layer and a Converged Medium
Access Control (MAC) layer. The converged coordinator may perform channel
switching to allow devices to switch from one channel to another (or from one
PAN to another). Active channel switching, passive channel switching, and
group-based channel switching are described, as well as two-step active channel
switching and one-step active channel switching. The converged coordinator may
perform channel switching due to increased congestion or traffic in a particular
cluster or PAN. Also described are new messages and fields within messages for

use 1n channel switching.

BRIEF DESCRIPTION OF THE DRAWINGS

[0004] A more detailed understanding may be had from the following
description, given by way of example in conjunction with the accompanying
drawings wherein:

[0005] FIG. 1A 1s a system diagram of an example communications system
in which one or more disclosed embodiments may be implemented;

[0006] FIG. 1B 1s a system diagram of an example wireless
transmit/receive unit (WTRU) that may be used within the communications

system 1llustrated in FIG. 1A;
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[0007] FIG. 1C 1s a system diagram of an example radio access network
and an example core network that may be used within the communications
system 1llustrated in FIG. 1A;

[0008] FIG. 2 shows an example network that includes multiple PANS;
[0009] FIG. 3A shows an example of a converged coordinator coordinating a
single PAN network with multiple clusters;

[0010] FIG. 3B shows an example of a converged coordinator coordinating

multiple PAN networks;

[0011] FIG. 4 shows an example architecture of a converged coordinator;
[0012] FIG. 5 shows an example protocol stack for a converged coordinator;
[0013] FIG. 6A shows an example of a network before channel switching;
[0014] FIG. 6B shows an example of a network after channel switching is
performed,;

[0015] FIG. 7 1s an example call-flow diagram showing two-step active

channel switching;

[0016] FIG. 8 1s an example call-flow diagram showing one-step active
channel switching;

[0017] FIG. 9 1s an example call-flow diagram showing passive channel
switching using an explicit acknowledgement command;

[0018] FIG. 10 1s an example call-flow diagram showing passive channel
switching without using an explicit acknowledgement command; and

[0019] FIG. 11 1s an example call-flow diagram showing group-based

channel switching.

DETAILED DESCRIPTION
[0020] FIG. 1A 1s a diagram of an example communications system 100 in
which one or more disclosed embodiments may be implemented. The
communications system 100 may be a multiple access system that provides
content, such as voice, data, video, messaging, broadcast, etc., to multiple
wireless users. The communications system 100 may enable multiple wireless

users to access such content through the sharing of system resources, including
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wireless bandwidth. For example, the communications systems 100 may employ
one or more channel access methods, such as code division multiple access
(CDMA), time division multiple access (TDMA), frequency division multiple
access (FDMA), orthogonal FDMA (OFDMA), single-carrier FDMA (SC-FDMA),
and the like.

[0021] As shown in FIG. 1A, the communications system 100 may include
wireless transmit/receive units (WTRUSs) 102a, 102b, 102¢, 102d, a radio access
network (RAN) 104, a core network 106, a public switched telephone network
(PSTN) 108, the Internet 110, and other networks 112, though it will be
appreciated that the disclosed embodiments contemplate any number of WTRUs,
base stations, networks, and/or network elements. Each of the WTRUs 102a,
102b, 102¢, 102d may be any type of device configured to operate and/or
communicate in a wireless environment. By way of example, the WTRUs 102a,
102b, 102¢c, 102d may be configured to transmit and/or receive wireless signals
and may include user equipment (UE), a mobile station, a fixed or mobile
subscriber unit, a pager, a cellular telephone, a personal digital assistant (PDA),
a smartphone, a laptop, a netbook, a personal computer, a wireless sensor,
consumer electronics, and the like.

[0022] The communications systems 100 may also include a base station
114a and a base station 114b. Each of the base stations 114a, 114b may be any
type of device configured to wirelessly interface with at least one of the WTRUs
102a, 102b, 102¢, 102d to facilitate access to one or more communication
networks, such as the core network 106, the Internet 110, and/or the networks
112. By way of example, the base stations 114a, 114b may be a base transceiver
station (BTS), a Node-B, an eNode B, a Home Node B, a Home eNode B, a site
controller, an access point (AP), a wireless router, and the like. While the base
stations 114a, 114b are each depicted as a single element, it will be appreciated
that the base stations 114a, 114b may include any number of interconnected base
stations and/or network elements.

[0023] The base station 114a may be part of the RAN 104, which may also

include other base stations and/or network elements (not shown), such as a base
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station controller (BSC), a radio network controller (RNC), relay nodes, etc. The
base station 114a and/or the base station 114b may be configured to transmit
and/or receive wireless signals within a particular geographic region, which may
be referred to as a cell (not shown). The cell may further be divided into cell
sectors. For example, the cell associated with the base station 114a may be
divided into three sectors. Thus, in one embodiment, the base station 114a may
mnclude three transceivers, 1.e., one for each sector of the cell. In another
embodiment, the base station 114a may employ multiple-input multiple output
(MIMO) technology and, therefore, may utilize multiple transceivers for each
sector of the cell.

[0024] The base stations 114a, 114b may communicate with one or more of
the WTRUs 102a, 102b, 102c, 102d over an air interface 116, which may be any
suitable wireless communication link (e.g., radio frequency (RF), microwave,
infrared (IR), ultraviolet (UV), visible light, etc.). The air interface 116 may be
established using any suitable radio access technology (RAT).

[0025] More specifically, as noted above, the communications system 100
may be a multiple access system and may employ one or more channel access
schemes, such as CDMA, TDMA, FDMA, OFDMA, SC-FDMA, and the like. For
example, the base station 114a 1n the RAN 104 and the WTRUs 102a, 102b, 102c
may implement a radio technology such as Universal Mobile Telecommunications
System (UMTS) Terrestrial Radio Access (UTRA), which may establish the air
interface 116 using wideband CDMA (WCDMA). WCDMA may include
communication protocols such as High-Speed Packet Access (HSPA) and/or
Evolved HSPA (HSPA+). HSPA may include High-Speed Downlink Packet
Access (HSDPA) and/or High-Speed Uplink Packet Access (HSUPA).

[0026] In another embodiment, the base station 114a and the WTRUs 102a,
102b, 102c may implement a radio technology such as Evolved UMTS Terrestrial
Radio Access (E-UTRA), which may establish the air interface 116 using Long
Term Evolution (LTE) and/or LTE-Advanced (LTE-A).

[0027] In other embodiments, the base station 114a and the WTRUs 102a,
102b, 102¢ may implement radio technologies such as IEEE 802.16 (i.e.,

-5-
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Worldwide Interoperability for Microwave Access (WiMAX)), CDMAZ2000,
CDMA2000 1X, CDMA2000 EV-DO, Interim Standard 2000 (IS-2000), Interim
Standard 95 (IS-95), Interim Standard 856 (IS-856), Global System for Mobile
communications (GSM), Enhanced Data rates for GSM Evolution (EDGE), GSM
EDGE (GERAN), and the like.

[0028] The base station 114b in FIG. 1A may be a wireless router, Home
Node B, Home eNode B, or access point, for example, and may utilize any
suitable RAT for facilitating wireless connectivity in a localized area, such as a
place of business, a home, a vehicle, a campus, and the like. In one embodiment,
the base station 114b and the WTRUs 102¢, 102d may implement a radio
technology such as IEEE 802.11 to establish a wireless local area network
(WLAN). In another embodiment, the base station 114b and the WTRUs 102¢,
102d may implement a radio technology such as IEEE 802.15 to establish a
wireless personal area network (WPAN). In yet another embodiment, the base
station 114b and the WTRUs 102¢, 102d may utilize a cellular-based RAT (e.g.,
WCDMA, CDMA2000, GSM, LTE, LTE-A, etc.) to establish a picocell or
femtocell. As shown in FIG. 1A, the base station 114b may have a direct
connection to the Internet 110. Thus, the base station 114b may not be required
to access the Internet 110 via the core network 106.

[0029] The RAN 104 may be in communication with the core network 106,
which may be any type of network configured to provide voice, data, applications,
and/or voice over internet protocol (VoIP) services to one or more of the WIRUs
102a, 102b, 102¢c, 102d. For example, the core network 106 may provide call
control, billing services, mobile location-based services, pre-paid calling, Internet
connectivity, video distribution, etc., and/or perform high-level security functions,
such as user authentication. Although not shown in FIG. 1A, it will be
appreciated that the RAN 104 and/or the core network 106 may be in direct or
indirect communication with other RANs that employ the same RAT as the RAN
104 or a different RAT. For example, in addition to being connected to the RAN
104, which may be utilizing an E-UTRA radio technology, the core network 106
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may also be in communication with another RAN (not shown) employing a GSM
radio technology.

[0030] The core network 106 may also serve as a gateway for the WT'RUs
102a, 102b, 102¢, 102d to access the PSTN 108, the Internet 110, and/or other
networks 112. The PSTN 108 may include circuit-switched telephone networks
that provide plain old telephone service (POTS). The Internet 110 may include a
global system of interconnected computer networks and devices that use common
communication protocols, such as the transmission control protocol (TCP), user
datagram protocol (UDP) and the internet protocol (IP) in the TCP/IP internet
protocol suite. The networks 112 may include wired or wireless communications
networks owned and/or operated by other service providers. For example, the
networks 112 may include another core network connected to one or more RANS,
which may employ the same RAT as the RAN 104 or a different RAT.

[0031] Some or all of the WTRUs 102a, 102b, 102c, 102d in the
communications system 100 may include multi-mode capabilities, i.e., the
WTRUs 102a, 102b, 102¢, 102d may include multiple transceivers for
communicating with different wireless networks over different wireless links.
For example, the WTRU 102c¢ shown in FIG. 1A may be configured to
communicate with the base station 114a, which may employ a cellular-based
radio technology, and with the base station 114b, which may employ an IEEE 802
radio technology.

[0032] FIG. 1B 1s a system diagram of an example WTRU 102. As shown
in FIG. 1B, the WTRU 102 may include a processor 118, a transceiver 120, a
transmit/receive element 122, a speaker/microphone 124, a keypad 126, a
display/touchpad 128, non-removable memory 106, removable memory 132, a
power source 134, a global positioning system (GPS) chipset 136, and other
peripherals 138. It will be appreciated that the WTRU 102 may include any sub-
combination of the foregoing elements while remaining consistent with an
embodiment.

[0033] The processor 118 may be a general purpose processor, a special

purpose processor, a conventional processor, a digital signal processor (DSP), a
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plurality of microprocessors, one or more microprocessors in association with a
DSP core, a controller, a microcontroller, Application Specific Integrated Circuits
(ASICs), Field Programmable Gate Array (FPGAs) circuits, any other type of
integrated circuit (IC), a state machine, and the like. The processor 118 may
perform signal coding, data processing, power control, input/output processing,
and/or any other functionality that enables the WTRU 102 to operate in a
wireless environment. The processor 118 may be coupled to the transceiver 120,
which may be coupled to the transmit/receive element 122. While FIG. 1B
depicts the processor 118 and the transceiver 120 as separate components, 1t will
be appreciated that the processor 118 and the transceiver 120 may be integrated
together in an electronic package or chip.

[0034] The transmit/receive element 122 may be configured to transmit
signals to, or receive signals from, a base station (e.g., the base station 114a) over
the air interface 116. For example, in one embodiment, the transmit/receive
element 122 may be an antenna configured to transmit and/or receive RF signals.
In another embodiment, the transmit/receive element 122 may be an
emitter/detector configured to transmit and/or receive IR, UV, or visible light
signals, for example. In yet another embodiment, the transmit/receive element
122 may be configured to transmit and receive both RF and light signals. It will
be appreciated that the transmit/receive element 122 may be configured to
transmit and/or receive any combination of wireless signals.

[0035] In addition, although the transmit/receive element 122 1s depicted in
FIG. 1B as a single element, the WTRU 102 may include any number of
transmit/receive elements 122. More specifically, the WTRU 102 may employ
MIMO technology. Thus, in one embodiment, the WTRU 102 may include two or
more transmit/receive elements 122 (e.g., multiple antennas) for transmitting
and receiving wireless signals over the air interface 116.

[0036] The transceiver 120 may be configured to modulate the signals that
are to be transmitted by the transmit/receive element 122 and to demodulate the
signals that are received by the transmit/receive element 122. As noted above,

the WTRU 102 may have multi-mode capabilities. Thus, the transceiver 120 may
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include multiple transceivers for enabling the WTRU 102 to communicate via
multiple RATSs, such as UTRA and IEEE 802.11, for example.

[0037] The processor 118 of the WTRU 102 may be coupled to, and may
recelve user input data from, the speaker/microphone 124, the keypad 126,
and/or the display/touchpad 128 (e.g., a liquid crystal display (LCD) display unit
or organic light-emitting diode (OLED) display unit). The processor 118 may also
output user data to the speaker/microphone 124, the keypad 126, and/or the
display/touchpad 128. In addition, the processor 118 may access information
from, and store data in, any type of suitable memory, such as the non-removable
memory 106 and/or the removable memory 132. The non-removable memory 106
may include random-access memory (RAM), read-only memory (ROM), a hard
disk, or any other type of memory storage device. The removable memory 132
may include a subscriber identity module (SIM) card, a memory stick, a secure
digital (SD) memory card, and the like. In other embodiments, the processor 118
may access information from, and store data in, memory that is not physically
located on the WTRU 102, such as on a server or a home computer (not shown).
[0038] The processor 118 may receive power from the power source 134,
and may be configured to distribute and/or control the power to the other
components in the WTRU 102. The power source 134 may be any suitable device
for powering the WTRU 102. For example, the power source 134 may include one
or more dry cell batteries (e.g., nickel-cadmium (N1Cd), nickel-zinc (N1Zn), nickel
metal hydride (NiMH), lithium-ion (Li-10n), etc.), solar cells, fuel cells, and the
like.

[0039] The processor 118 may also be coupled to the GPS chipset 136,
which may be configured to provide location information (e.g., longitude and
latitude) regarding the current location of the WTRU 102. In addition to, or in
lieu of, the information from the GPS chipset 136, the WTRU 102 may receive
location information over the air interface 116 from a base station (e.g., base
stations 114a, 114b) and/or determine its location based on the timing of the
signals being received from two or more nearby base stations. It will be

appreciated that the WTRU 102 may acquire location information by way of any
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suitable location-determination method while remaining consistent with an
embodiment.

[0040] The processor 118 may further be coupled to other peripherals 138,
which may include one or more software and/or hardware modules that provide
additional features, functionality and/or wired or wireless connectivity. For
example, the peripherals 138 may include an accelerometer, an e-compass, a
satellite transceiver, a digital camera (for photographs or video), a universal
serial bus (USB) port, a vibration device, a television transceiver, a hands free
headset, a Bluetooth® module, a frequency modulated (FM) radio unit, a digital
music player, a media player, a video game player module, an Internet browser,
and the like.

[0041] FIG. 1C is a system diagram of the RAN 104 and the core network
106 according to an embodiment. As noted above, the RAN 104 may employ a
UTRA radio technology to communicate with the WTRUs 102a, 102b, 102c over
the air interface 116. The RAN 104 may also be in communication with the core
network 106. As shown in FIG. 1C, the RAN 104 may include Node-Bs 140a,
140b, 140c, which may each include one or more transceivers for communicating
with the WTRUs 102a, 102b, 102c over the air interface 116. The Node-Bs 140a,
140b, 140c may each be associated with a particular cell (not shown) within the
RAN 104. The RAN 104 may also include RNCs 142a, 142b. It will be
appreciated that the RAN 104 may include any number of Node-Bs and RNCs
while remaining consistent with an embodiment.

[0042] As shown in FIG. 1C, the Node-Bs 140a, 140b may be in
communication with the RNC 142a. Additionally, the Node-B 140c may be in
communication with the RNC142b. The Node-Bs 140a, 140b, 140c may
communicate with the respective RNCs 142a, 142b via an Iub interface. The
RNCs 142a, 142b may be in communication with one another via an Iur interface.
Each of the RNCs 142a, 142b may be configured to control the respective Node-
Bs 140a, 140b, 140c to which it 1s connected. In addition, each of the RNCs 142a,

142b may be configured to carry out or support other functionality, such as outer
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loop power control, load control, admission control, packet scheduling, handover
control, macrodiversity, security functions, data encryption, and the like.
[0043] The core network 106 shown in FIG. 1C may include a media
gateway (MGW) 144, a mobile switching center (MSC) 146, a serving GPRS
support node (SGSN) 148, and/or a gateway GPRS support node (GGSN) 150.
While each of the foregoing elements are depicted as part of the core network
106, it will be appreciated that any one of these elements may be owned and/or
operated by an entity other than the core network operator.

[0044] The RNC 142a in the RAN 104 may be connected to the MSC 146 in
the core network 106 via an IuCS interface. The MSC 146 may be connected to
the MGW 144. The MSC 146 and the MGW 144 may provide the WTRUs 102a,
102b, 102¢ with access to circuit-switched networks, such as the PSTN 108, to
facilitate communications between the WTRUs 102a, 102b, 102c¢ and traditional
land-line communications devices.

[0045] The RNC 142a in the RAN 104 may also be connected to the SGSN
148 in the core network 106 via an IuPS interface. The SGSN 148 may be
connected to the GGSN 150. The SGSN 148 and the GGSN 150 may provide the
WTRUs 102a, 102b, 102¢ with access to packet-switched networks, such as the
Internet 110, to facilitate communications between and the WT'RUs 102a, 102b,
102c and IP-enabled devices.

[0046] As noted above, the core network 106 may also be connected to the
networks 112, which may include other wired or wireless networks that are
owned and/or operated by other service providers.

[0047] FIG. 2 shows an example network 200 that includes multiple PANs.
The network 200 1s shown 1n a tree structure and may be considered a cluster
tree. The network 200 includes full-function devices (FFDs), which are capable of
operating as coordinators, and reduced-function devices (RFDs), which are not
capable of acting as coordinators. The network 200 includes a network
coordinator 202. The network 200 also includes PAN coordinators 204. Some of
the PAN coordinators 204 are in direct communication with the network

coordinator 202. One of the PAN coordinators 204 may communicate indirectly
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with the network coordinator 202 via one of the other PAN coordinators 204.
FIG. 2 also shows non-coordinator FFDs 206 and RFDs 208. The non-coordinator
FFDs 206 and RFDs 208 may be in direct communication with the network
coordinator 202 or may be in communication with the PAN coordinators 204.
Cluster links 210 are shown between the network coordinator 202 and the PAN
coordinators 204. Cluster links 210 are also shown as communication links
between the PAN coordinators 204. Leaflinks 212 are shown as communication
links between the non-coordinator FFDs 206 and the network coordinator 202 as
well as between the non-coordinator FFDs 206 and the PAN coordinators 204.
Leaflinks 212 are also shown as communication links between the RFDs 208 and
the network coordinator 202 as well as between the RFDs 208 and the PAN
coordinators 204.

[0048] A typical PAN coordinator has many deficiencies that may be solved
by using a configurable network architecture with a converged coordinator, which
are described herein. For example, for rate-sensitive multimedia applications
over sensor networks, the maximum data rate supported by a legacy PAN
coordinator may be too small, and a higher data rate may be required. For rate-
insensitive applications, there still may be a large number of devices in dense
sensor networks, and the total traffic volume generated by all devices may be too
high to be accommodated by a legacy PAN coordinator. Further, legacy PAN
coordinators do not provide for cooperation and cross-PAN optimization. Finally,
the legacy PAN coordinator has only one radio interface, so a single point of
failure at the radio interface may endanger the reliability of the entire network.
[0049] Due to the deficiencies 1dentified above, a configurable network
architecture with a single converged coordinator that eliminates the problems
associated with legacy coordinators is described herein. For exemplary purposes
only, a PAN architecture is described in detail to show the various embodiments
of this disclosure. However, one skilled in the art will recognize that the concepts
described herein may be applied to any wired or wireless network. In addition,
channel switching methods are described that allow devices to migrate from one

channel to another channel, or from one PAN network to another PAN network,
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if multiple PAN networks exist. The PAN coordinator or converged coordinator
may periodically disseminate PAN network information to common coordinators.
For example, the network information may include a mapping between a PAN
ID and channel frequency. Common coordinators or other devices may then
assist channel switching of other devices based on the network information.
[0050] More specifically, the configurable architecture and the converged
coordinator may have the following features that improve network device
coordination. The converged coordinator may have multiple radio interfaces or
transceivers. The multiple radio interfaces may allow one or more parallel PANs,
working on the same or different channel frequencies, to be controlled by the
converged coordinator. A particular device may have only one radio interface and
may join (and switch to) any PAN network. The converged coordinator may also
power off one or more radio interfaces, provided that at least one radio interface
1s working properly. Thus, energy consumption may be reduced. If there is only
one radio interface currently active, the converged coordinator may optionally
function as a typical legacy PAN coordinator. The converged coordinator may
have an increased ability to control and manage multiple parallel PANs through
increased intelligence. The converged coordinator may also be used to support
one application or multiple applications simultaneously. In the case of multiple
applications, the converged coordinator may exploit potential features and
dependencies of those applications to achieve additional benefits over a typical
PAN coordinator.

[0051] The converged coordinator and the network may employ several
channel switching algorithms. Specifically, active channel switching, passive
channel switching, and group-based channel switching procedures are described.
Active channel switching may be channel switching triggered by the device itself.
Passive channel switching may be channel switching triggered partially or
completely by the coordinator. Group-based channel switching may be channel
switching triggered by the coordinator and may be used to change the channel of

a group of devices simultaneously or at a close point in time. The algorithms used
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to determine channel switching may be specific to different application scenarios
and may be dependent on design objectives.

[0052] The proposed configurable architecture and converged coordinator
may operate with any existing communications standards. For example, the
architecture and converged coordinator may work with any communications
standards for WPANs. As a further example, IEEE 802.15.4 1s a common
communications standard for WPANs and sensor networks. ITEEE 802.15.4
provides physical layer (PHY) and medium access control (MAC) layer protocols
for low-power low-rate WPANSs. In this example, each PAN network may have a
single PAN coordinator to control and manage the whole PAN through a single
IEEE 802.15.4 radio interface with a maximum data rate up to 250 Kbps.
However, the low data rate of the current IEEE 802.15.4 protocols may be a
bottleneck for supporting rate-sensitive applications.

[0053] In one example of the configurable architecture and converged
coordinator, the configurable architecture and converged coordinator may
communicate with a network using the IEEE 802.15.4 standard. As an example,
IEEE 802.15.4 devices may be used with no modifications to the devices.
However, some changes may be made to a typical PAN coordinator and a
standard PAN coordinator may be replaced with the converged coordinator
described herein. Thus, these changes may occur only at the converged
coordinator, which may still use standard IEEE 802.15.4 protocols for
communications with other devices. As a result, the converged coordinator may
communicate with any standard IEEE 802.15.4 devices and vice versa. Thus, the
converged coordinator may be considered compatible with IEEE 802.15.4.
[0054] A converged coordinator may have any number of radio transceivers
for PAN-side communications. The converged coordinator may also have at least
one additional interface. The at least one additional interface may be used for
communication with an external network. As an example, the at least one
additional interface may provide communication between the converged
coordinator and the Internet. A converged coordinator with NN radio transceivers

may have a frequency for each radio transceiver, denoted as i, such that
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f;(1<i<N). As another example, if IEEE 802.15.4 1s used, the channel

frequency may be mapped to any supported channel. For example, the channel
frequency may be a supported channel in any of the 800 MHz, 900 MHz, or 2400
MHz bands, as defined in IEEE 802.15.4. Using each of the N radio transceivers
available, the converged coordinator may formulate a maximum of N clusters
within a single PAN, whereby each of the N clusters may have the same PAN ID.
Similarly, the converged coordinator may formulate a maximum of NN parallel
PAN networks, whereby each PAN network may have a different PAN ID.
Alternatively or additionally, the converged coordinator may formulate some
combination of the above, whereby the converged coordinator may formulate
clusters within the same PAN along with at least one parallel PAN network.
Each of the clusters and/or PAN networks may be controlled and managed by the
converged coordinator. The converged coordinator may be a more powerful node
than a typical coordinator. Thus, the converged coordinator may have fewer
limitations in power supply, storage, and computation as compared to other
nodes, such as end devices and common coordinators. Other devices and common
coordinators may still exist and may be used in conjunction with the converged
coordinator. The other devices and common coordinators may be resource-
constrained and may have only one radio transceiver.

[0055] At a given time, each radio transceiver in the converged coordinator
may be in either working mode or sleeping mode. The converged coordinator may
determine whether each radio transceiver is in working mode or sleeping mode.
Each radio transceiver in working mode may use the same frequency, may use a
different frequency, or may use some combination of the same or different
frequencies. If multiple radio transceivers are configured to use the same
frequency, single-input multiple-out (SIMO) may be used at the converged
coordinator. Alternatively or additionally, multiple-input single-output (MISO)
may be used at the devices and/or common coordinators under control of the
converged coordinator. The use of SIMO and/or MISO may improve signal

quality. If there are M < N radio transceivers at the converged coordinator in
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working mode, each using different frequencies, this may be referred to as M
clusters or M parallel PAN networks.

[0056] FIGs. 3A and 3B show examples of a converged coordinator
coordinating devices that are associated with a variety of PANs and/or clusters.
FIG. 3A shows an example 300 of a converged coordinator coordinating a single
PAN network with multiple clusters. The converged coordinator 302 may be in
communication with and may coordinate a single PAN, shown as PAN 304. The
converged coordinator 302 is also shown in communication with the Internet 306.
The converged coordinator 302 may also have at least one additional radio
transceiver or interface (not shown) for communication with at least one other
network or device. The converged coordinator 302 may have any number of radio
transceivers 3081 - 308,. The PAN 304 may include three clusters: Cluster 1 310,
Cluster 2 312, and Cluster 3 314. The PAN may also include one or more
additional clusters that are not shown.

[0057] The converged coordinator 302 may communicate with each cluster
310, 312, 314 of the PAN 304 via one or more radio transceivers 308; - 308,
located at the converged coordinator 302. As an example, one of the radio
transceivers 308; - 308, may be used to communicate with each cluster 310, 312,
314. As a further example, each of the radio transceivers 308; - 308, may
communicate with each cluster 310, 312, 314 at a different frequency.

[0058] Cluster 1 310 may include any number of devices 3201 - 320,. In the
example shown, each of the devices 3201 - 320, of Cluster 1 310 may be tuned to a
first frequency, fi. Also, in this example, each of the devices 320; - 320, of
Cluster 1 310 may communicate with the converged coordinator 302 via one radio
transceiver 308:. Cluster 2 312 may include any number of devices 322 - 322,.
In the example shown, each of the devices 322; - 322, of Cluster 2 312 may be
tuned to a second frequency, fo. Also, in this example, each of the devices 322 -
322, of Cluster 2 312 may communicate with the converged coordinator 302 via
one radio transceiver 3082. Cluster 3 314 may include any number of devices
324; - 324,. In the example shown, each of the devices 324; - 324, of Cluster 3
314 may be tuned to a third frequency, fs. Also, in this example, each of the
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devices 3241 - 324, of Cluster 3 314 may communicate with the converged
coordinator 302 via one radio transceiver 308..

[0059] FIG. 3B shows an example 350 of a converged coordinator
coordinating multiple PAN networks. The converged coordinator 302 may be in
communication with and may coordinate different PANs 330, 332, 334. As an
example, FIG. 3B shows three PANs: PAN 1 330, PAN 2 332, and PAN 3 334.
The converged coordinator 302 1s also shown in communication with the Internet
306. The converged coordinator 302 may also have at least one additional radio
transceiver or interface (not shown) for communication with at least one other
network or device. The converged coordinator 302 may have any number of radio
transceivers 3081 - 308,. Each PAN 330, 332, 334 may also include one or more
additional clusters that are not shown. The converged coordinator 302 may
coordinate any number of PANs or clusters, which may not be shown for
exemplary purposes.

[0060] The converged coordinator 302 may communicate with each PAN
330, 332, 334 via one or more radio transceivers 308; - 308, located at the
converged coordinator 302. As an example, one of the radio transceivers 308; -
308, may be used to communicate with each PAN 330, 332, 334. As a further
example, each of the radio transceivers 308; - 308, may communicate with each
PAN 330, 332, 334 at a different frequency.

[0061] PAN 1 330 may include any number of devices 340; - 340,. In the
example shown, each of the devices 3401 - 340, of PAN 1 330 may be tuned to a
first frequency, fi. Also, in this example, each of the devices 340 - 340, of PAN 1
330 may communicate with the converged coordinator 302 via one radio
transceiver 308:. PAN 2 332 may include any number of devices 3421 - 342,. In
the example shown, each of the devices 342 - 342, of PAN 2 332 may be tuned to
a second frequency, f2. Also, in this example, each of the devices 342; - 342, of
PAN 2 332 may communicate with the converged coordinator 302 via one radio
transceiver 3082. PAN 3 334 may include any number of devices 3441 - 344,. In
the example shown, each of the devices 344, - 344, of PAN 3 344 may be tuned to
a third frequency, fs. Also, in this example, each of the devices 344, - 344, of PAN

17-



WO 2012/109478 PCT/US2012/024538

3 334 may communicate with the converged coordinator 302 via one radio
transceiver 308;.

[0062] FIG. 4 shows an example architecture 400 of a converged
coordinator 402. The converged coordinator 402 may include any number of
PAN-side Radio Transceivers 404; - 404, The converged coordinator 402 may
also include a Scheduler 406. The Scheduler 406 may be used because the
converged coordinator 402 may have multiple PAN-side Radio Transceivers 404,
- 404;,, unlike a typical PAN coordinator. The Scheduler 406 may collect
information from each of the PAN-side Radio Transceivers 404 - 404, for each of
one or more Clusters/PANs 408; - 408,. The information collected for each of the
Clusters/PANs 408; - 408, may include, for example, traffic load and/or the
number of associated devices. The Scheduler 406 may perform one or more of the
following functions. The Scheduler 406 may open a transceiver on a specific
frequency or channel, may close a transceiver, may change the frequency of an
active transceiver, may instruct a device to change its frequency and/or switch to
another PAN or cluster, may change the device duty-cycle schedule, and/or may
send or instruct a device into a sleep state. The Scheduler 406 may also maintain
a Central Registrar 410 that may include information related to all associated
devices. For example, the Central Registrar 410 may maintain a count of the
number of PANs or clusters. For each PAN or cluster, the Central Registrar 410
may maintain one or more of: the working frequency for each PAN/cluster, the
transceivers allocated for each PAN/cluster, the radio quality for each
PAN/cluster, the MAC protocols for each PAN/cluster, the traffic estimation for
each PAN/cluster (which may include traffic load, packet loss ratio, delay, and/or
the like), and/or the devices associated with each PAN/cluster. Further, for
example, the following information may be maintained for each device: the
residual energy, the generated traffic, the location, the services and/or
applications running on the device, and/or device duty-cycle information. Based
on the information included in the Clusters/PANs 408; - 408, and the Central
Registrar 410, the Scheduler 406 may make decisions regarding the number of

clusters or PANs to open. The Scheduler 406 may also make decisions regarding
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timing arrangements for the clusters or PANs. Similarly, the Scheduler 406 may
also determine the number of radio transceivers to use at a given time. The
Scheduler 406 may also determine the cluster and/or PAN for which each device
should be included and/or attached. The Scheduler 406 may consider factors
such as, for example, load balancing, congestion control, reliability, 1solation,
and/or protection. The Scheduler 406 may also be responsible for routing PAN
traffic to or from an Interface to an External Network 412. The Scheduler 406
may also route PAN traffic among the PAN-side Radio Transceivers 404 - 404x.
[0063] FIG. 5 shows an example protocol stack 500 for a converged
coordinator. The protocol stack 500 may include higher layers 502. The higher
layers 502 may be the same as other higher layers of a typical protocol stack.
The converged coordinator may introduce two new layers to the protocol stack
500. A Convergence Layer 504 may be added to the protocol stack 500. The
Convergence Layer 504 may perform mapping between applications and the
available multiple PAN networks supported by the converged coordinator. A
Converged MAC 506 may also be added to the protocol stack 500. The Converged
MAC 506 may use one unified MAC protocol to jointly manage multiple radio
transceivers. In the control plane, the Converged MAC 506 may conduct
optimized device association and registration. In the data plane, the Converged
MAC 506 may perform cross-PAN optimization, such as, for example, congestion
control and load-balancing. The Scheduler 406 shown in FIG. 4 and described
above may be implemented across both the Convergence Layer 504 and the
Converged MAC 506. The Converged MAC 506 may be designed based on
existing WPAN standards, such as, for example, IEEE 802.15.4. The Converged
MAC 506 may also include new functions based on the operation of the converged
coordinator described herein. The Converged MAC 506 may also be an extension
to existing standards and may be incorporated into existing standards, such as,
for example, WPAN standards. The protocol stack 500 may also include a
plurality of physical layers (PHY) 508: - 508, as in existing protocol stacks.

[0064] The converged coordinator described herein may allow a device to be

associated with any cluster and/or parallel PAN network. The converged
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coordinator may allow the device to switch or migrate among or between the
clusters and/or PAN networks. The switching or migrating may be based on
network conditions and particular design goals, such as, for example, congestion
control, load balancing, i1solation, protection, reliability, service differentiation,
and/or interference management. Thus, cross-cluster or cross-PAN optimization
may be conducted by jointly considering the properties of each cluster and/or
PAN network. The properties considered for device switching or migration may
include, for example, link properties, node properties, and network properties.
For example, the devices and/or coordinators may collect statistics related to any
of the properties, conditions, or design goals described above. The statistics may
include, for example, packet delivery ratio and/or channel clear assessment
(CCA) failures. These statistics may be forwarded to the converged coordinator
to allow for detection of congestion and interference issues. Similarly, the
statistics may be used by a device or a coordinator (or any combination of devices
and coordinators) to request permission, from the converged coordinator, to
switch channels. This may allow the converged coordinator to provide benefits
such as, for example, faster over-the-air software management, load-balancing,
reliability, and the like. The following are examples of congestion control via the
converged coordinator described herein.

[0065] FIGs. 6A and 6B show an example of congestion control performed
by the converged coordinator. FIG. 6A shows an example 600 of a network before
channel switching. Similar to FIG. 3B described above in detail, FIG. 6A shows
the converged coordinator 602 in communication with the Internet 606 and
multiple PANs 630, 632, 634.

[0066] The converged coordinator 602 may coordinate each of the PANs
630, 632, 634. As an example, FIG. 6A shows three PANs: PAN 1 630, PAN 2
632, and PAN 3 634. The converged coordinator 602 1s also shown in
communication with the Internet 606. The converged coordinator 602 may also
have at least one additional radio transceiver or interface (not shown) for
communication with at least one other network or device. The converged

coordinator 602 may have any number of radio transceivers 608; - 608,. Each
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PAN 630, 632, 634 may also include one or more additional clusters that are not
shown. The converged coordinator 602 may coordinate any number of PANs or
clusters, which may not be shown for exemplary purposes.

[0067] The converged coordinator 602 may communicate with each PAN
630, 632, 634 via one or more radio transceivers 608; - 608, located at the
converged coordinator 602. As an example, one of the radio transceivers 608; -
608, may be used to communicate with each PAN 630, 632, 634. As a further
example, each of the radio transceivers 608 - 608, may communicate with each
PAN 630, 632, 634 at a different frequency.

[0068] PAN 1 630 may include any number of devices 640; - 640,. In the
example shown, each of the devices 6401 - 640, of PAN 1 630 may be tuned to a
first frequency, fi. Also, in this example, each of the devices 640, - 640, of PAN 1
630 may communicate with the converged coordinator 602 via one radio
transceiver 608;. PAN 2 632 may include any number of devices 6421 - 642,. In
the example shown, each of the devices 642 - 642, of PAN 2 632 may be tuned to
a second frequency, f2. Also, in this example, each of the devices 642; - 642, of
PAN 2 632 may communicate with the converged coordinator 602 via one radio
transceiver 6082. PAN 3 634 may include any number of devices 6441 - 644,. In
the example shown, each of the devices 644, - 644, of PAN 3 644 may be tuned to
a third frequency, fs. Also, in this example, each of the devices 644, - 644, of PAN
3 634 may communicate with the converged coordinator 602 via one radio
transceiver 608;.

[0069] In FIG. 6A, three of the devices 642; - 642, of PAN 2 632 are shown
as Device A 650, Device B 652, and Device C 654. In this example, Device A 650,
Device B 652, and Device C 654 may be in use and may be causing an increased
traffic load in PAN 2 632. Because all three devices are associated with PAN 2
632, PAN 2 632 may be experiencing congestion from the high traffic load.
Accordingly, it may be desirable for the converged coordinator 602 to switch one
or more of Device A 650, Device B 652, or Device C 654 to either PAN 1 630 or
PAN 3 634.
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[0070] FIG. 6B shows an example 660 of a network after channel switching
1s performed. The converged coordinator 602, the Internet 606, and the three
PANSs 630, 632, 634 are similar elements to those described in detail with respect
to FIG. 6A. In FIG. 6B, Device A 650 may be switched or migrated to PAN 1
630. Similarly, Device C 654 may be switched or migrated to PAN 3 634. Device
B 652 may remain in PAN 2 632. Accordingly, Device A 650, Device B 652, and
Device C 654, the high traffic devices, may now each be in a different PAN. As
described above in detail, the switching or migrating may be performed by the
converged coordinator 602. The converged coordinator 602 may make the
determination to switch or migrate the devices independently. The converged
coordinator 602 may make this determination based on any of the conditions,
design goals, or strategies described herein. Alternatively or additionally, a
coordinator of any of the PANs or any of the devices may request the switching or
migration.

[0071] One skilled 1n the art will recognize that each of the PANs used in
this example may also be clusters within a single PAN. Further, one skilled in
the art will recognize that any number of PANs and/or clusters may be used, and
the particular number used herein 1s for exemplary purposes only.

[0072] Channel switching may be performed via either active channel
switching or passive channel switching. Active channel switching may be
triggered by a particular device. For example, a device may monitor and predict
1ts local traffic and transit traffic. As a further example, if the total traffic, which
may include the local and transit traffic, exceeds a predetermined threshold and
potential congestion occurs, the device may seek to move to another PAN or
cluster. For example, the device may attempt to change its frequency and
associate with another PAN or cluster. Similarly, if the device senses that the
current channel 1s interfered with by other radio signals, the device may change
its channel to a different channel.

[0073] If a device that attempts to change its channel 1s a “critical point,”
then any child devices may also change their frequency along with the device. A

node may be a critical point for a network if the whole network will be disjointed

-29.-



WO 2012/109478 PCT/US2012/024538

by the removal of the node. Thus, changing the frequency of the child devices
may allow those devices to remain in communication with a PAN coordinator or a
converged coordinator, depending on the network setup. This may be especially
applicable to a multi-hop mesh topology. To allow for efficient active channel
switching, a device may maintain a list of available PAN networks (or clusters)
and their associated frequencies.

[0074] Active channel switching may be performed via either two-step
active channel switching (TSACS) or one-step active channel switching (OSACS).
FIGs. 7 and 8 show examples of TSACS and OSACS, respectively.

[0075] FIG. 71s an example call-flow diagram 700 showing two-step active
channel switching. FIG. 7 shows a coordinator 702 and a network device 704.
The network device 704 may send a Disassociation Notification 710 to the
coordinator 702. The Disassociation Notification 710 may be used to indicate
that the network device 704 wants to move from an old channel to a new channel.
The Disassociation Notification 710 may include, for example, a Disassociation
Reason and/or a Desired PAN ID. Thus, the Desired PAN ID may be
piggybacked over the Disassociation Notification 710. The network device 704
may include the current PAN ID as the Destination PAN Identifier Field. The
coordinator 702 address may be included in a Destination Address field. The
Disassociation Notification 710 may be transmitted over the old channel,
meaning that the Disassociation Notification 710 may be sent over the current
network that the network device 704 1s associated with (before the channel
switch).

[0076] The coordinator 702 may transmit an Acknowledgement 720 to the
network device 704. The Acknowledgement 720 may be in response to the
Disassociation Notification 710. The Acknowledgement 720 may include, for
example, a Disassociation Reason and/or a Granted PAN ID. The Granted PAN
ID may the Desired PAN ID that was requested by the network device 704 in the
Disassociation Notification 710. The Granted PAN ID may also be another PAN
ID that the coordinator 702 assigns. The Acknowledgement 720 may be

transmitted over the old channel.
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[0077] The network device 704 may transmit an Association Request 730 to
the coordinator 702. The Association Request 730 may be sent in response to the
Acknowledgement 720. The Association Request 730 may be sent over the new
PAN network using the new channel. The new PAN Network and new channel
may correspond to the Granted PAN ID indicated in the Acknowledgement 720.
The coordinator 702 may transmit an Association Response 740 to the network
device 704. The Association Response 740 may be transmitted in response to the
Association Request 730.

[0078] One skilled in the art will recognize that the message names and the
order of the messages described above are for exemplary purposes only. Any
combination of the signaling described above may be performed in any order.
Further, the coordinator shown may be a converged coordinator or a PAN
coordinator. In some examples, the coordinator shown may represent signaling
to or from both a converged coordinator and a PAN coordinator. Thus, the
coordinator shown may represent signaling performed by either or both of a
converged coordinator and/or PAN coordinator.

[0079] FIG. 8 1s an example call-flow diagram showing one-step active
channel switching (OSACS). FIG. 8 shows a coordinator 802 and a network
device 804. The network device 804 may transmit an Association Request 810 to
the coordinator 802. Similarly, the network device 804 may transmit a
Disassociation Notification instead of an Association Request 810. The
Association Request 810 (or Disassociation Notification) may be transmitted over
a new channel. Thus, using OSACS, the network device 804 may transmit only
one command message instead of both a Disassociation Notification and an
Association Request. The Association Request 810 (or Disassociation
Notification) may piggyback information related to the old PAN. In this way, the
coordinator 802 may gain knowledge regarding where the network device 804
came from.

[0080] The coordinator 802 may transmit an Association Response 820 to
the network device 804. The Association Response 820 may be transmitted in

response to the Association Request 810. The Association Response 820 may be
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transmitted over the new channel, which was used by the network device 804 to
transmit the Association Request 810. The Association Response 820 may
include, for example, a Granted PAN ID. The Granted PAN ID may be the PAN
ID corresponding to the new channel that the network device 804 used to
transmit the Association Request 810. The Granted PAN ID may also be a
different PAN ID if the coordinator 802 decides that the new channel is not
approved. The coordinator 802 may grant a different channel to the network
device 804 and may notify the network device 804 of that channel via the
Association Response 820 and the Granted PAN ID. The coordinator 802 may
request that the network device 804 transmits an acknowledgement over the
granted channel. Optionally, the network device 804 may transmit an
Acknowledgement 830 to the coordinator 802. The Acknowledgement 830 may be
transmitted in response to the Association Response 820. The Acknowledgement
830 may be transmitted via the granted channel indicated in the Association
Response 820 and the Granted PAN ID.

[0081] One skilled in the art will recognize that the message names and the
order of the messages described above are for exemplary purposes only. Any
combination of the signaling described above may be performed in any order.
Further, the coordinator shown may be a converged coordinator or a PAN
coordinator. In some examples, the coordinator shown may represent signaling
to or from both a converged coordinator and a PAN coordinator. Thus, the
coordinator shown may represent signaling performed by either or both of a
converged coordinator and/or PAN coordinator.

[0082] Channel switching may also be performed via passive channel
switching. Using passive channel switching, a PAN coordinator or converged
coordinator may trigger the channel switching. The coordinator may monitor the
whole network as well as particular PANs. For example, if congestion occurs or
1s predicted to occur in a PAN, the coordinator may instruct one or more devices
in the congested PAN to disassociate with the congested PAN and re-associate

with another PAN.
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[0083] FIG. 91s an example call-flow diagram 900 showing passive channel
switching using an explicit acknowledgement command. FIG. 9 includes a
coordinator 902 and a network device 904. The coordinator 902 may decide that
the network device 904 should be switched or migrated to another PAN and/or
channel. The coordinator 902 may transmit a Disassociation Notification 910 to
the network device 904. The Disassociation Notification 910 may include, for
example, a Disassociation Reason and/or a New PAN ID. The Disassociation
Notification 910 may be transmitted over the old channel. The New PAN ID may
be the identification of the PAN that the coordinator 902 wants the network
device 904 to switch or migrate to.

[0084] The network device 904 may transmit an Acknowledgement 920 to
the coordinator 902. The Acknowledgement 920 may be transmitted in response
to the Disassociation Notification 910. The Acknowledgement 920 may be
transmitted over the old channel. The network device 904 may also transmit an
Association Request 930 to the coordinator 902. The Association Request 930
may be transmitted over the new channel. The new channel may be the channel
corresponding to the Disassociation Notification 910 and the New PAN ID. The
coordinator 902 may transmit an Association Response 940 to the network device
904. The Association Response 940 may be transmitted in response to the
Acknowledgement 920 and/or the Association Request 930. The Association
Response 940 may be transmitted over the new channel.

[0085] One skilled in the art will recognize that the message names and the
order of the messages described above are for exemplary purposes only. Any
combination of the signaling described above may be performed in any order.
Further, the coordinator shown may be a converged coordinator or a PAN
coordinator. In some examples, the coordinator shown may represent signaling
to or from both a converged coordinator and a PAN coordinator. Thus, the
coordinator shown may represent signaling performed by either or both of a
converged coordinator and/or PAN coordinator.

[0086] FIG. 10 1s an example call-flow diagram 1000 showing passive

channel switching without using an explicit acknowledgement command. FIG.
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10 includes a coordinator 1002 and a network device 1004. The coordinator 1002
may decide that the network device 1004 should be switched or migrated to
another PAN and/or channel. The coordinator 1002 may transmit a
Disassociation Notification 1010 to the network device 1004. The Disassociation
Notification 1010 may include, for example, a Disassociation Reason and/or a
New PAN ID. The Disassociation Notification 1010 may be transmitted over the
old channel. The New PAN ID may be the identification of the PAN that the
coordinator 1002 wants the network device 1004 to switch or migrate to.

[0087] The network device 1004 may transmit an Association Request 1030
to the coordinator 1002. The Association Request 1030 may be transmitted in
response to the Disassociation Notification 1010. An acknowledgement may be
incorporated with the Association Request 1030. Thus, the Association Request
1030 may be used as both an association request and an acknowledgement to the
Disassociation Notification 1010, and a separate acknowledgement message may
not need to be transmitted from the network device 1004 to the coordinator 1002.
The Association Request 1030 may be transmitted over the new channel. The
new channel may be the channel corresponding to the Disassociation Notification
1010 and the New PAN ID. The coordinator 1002 may transmit an Association
Response 1040 to the network device 1004. The Association Response 1040 may
be transmitted in response to the Association Request 1030. The Association
Response 1040 may be transmitted over the new channel.

[0088] One skilled in the art will recognize that the message names and the
order of the messages described above are for exemplary purposes only. Any
combination of the signaling described above may be performed in any order.
Further, the coordinator shown may be a converged coordinator or a PAN
coordinator. In some examples, the coordinator shown may represent signaling
to or from both a converged coordinator and a PAN coordinator. Thus, the
coordinator shown may represent signaling performed by either or both of a
converged coordinator and/or PAN coordinator.

[0089] Group-based channel switching may also be used to switch more

than one device to another PAN. Any device or coordinator may request
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permission from a PAN coordinator or converged coordinator to the device and
any child devices to another PAN. A coordinator may make the request on behalf
of devices in its cluster. This may expedite channel switching compared to
channel switching performed on an individual-device basis. This may be
beneficial, for example, if interference 1s localized to a particular group of devices.
Allowing devices to switch channels as a group, rather than individually, may
allow parent/child relationships to be maintained during the switch. Allowing
parent/child relationships to be maintained during the switch may reduce the
amount of time that it takes a network to “heal” or “form” after the switch.
[0090] FIG. 11 1s an example call-flow diagram 1100 showing group-based
channel switching. FIG. 11 shows Coordinator A 1102, a Parent Coordinator
1104, and a group of devices 1106. For example, Coordinator A 1102 may be a
router within a network or any node that acts as a parent to other nodes. Also
for example, the Parent Coordinator 1104 may be a gateway or a typical PAN
coordinator. The Parent Coordinator 1104 may be a parent node with respect to
Coordinator A 1102.

[0091] Coordinator A 1102 may transmit an Association Request 1110 to
the Parent Coordinator 1104. The Association Request 1110 may indicate to the
Parent Coordinator 1104 that a group switch needs to be performed. For
example, the Association Request 1110 may include a Disassociation Reason and
the Disassociation Reason may include an indication that group switching is to be
performed. The Association Request 1110 may also include a New PAN ID based
on a new channel or PAN that Coordinator A 1102 i1s requesting to use.
Coordinator A 1102 may perform the Association Request 1110 on behalf of the
group of devices 1106, which may be a cluster of devices under the control of
Coordinator A 1102. The Association Request 1110 may be transmitted via the
old channel.

[0092] The Parent Coordinator 1104 may transmit an Acknowledgement
1120 to Coordinator A 1102. The Acknowledgement 1120 may be transmitted in
response to the Association Request 1110. The Acknowledgement 1120 may be

transmitted via the old channel.
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[0093] Coordinator A 1102 may transmit a New Disassociation Notification
1130 to the group of devices 1106. The New Disassociation Notification 1130 may
be used to notify the group of devices 1106 that the group of devices 1106 is to be
moved to another channel. The New Disassociation Notification 1130 may
include a Disassociation Reason and/or a New PAN ID. The New Disassociation
Notification 1130 may be transmitted via the old channel. If the group of devices
1106 are all child devices of Coordinator A 1102 and Coordinator A 1102 wants
each of the group of devices 1106 to switch, Coordinator A 1102 may set a
broadcast address as the destination address for the New Disassociation
Notification 1130. Thus, each of the group of devices 1106 may receive the New
Disassociation Notification 1130 via the broadcast and may trigger group
switching. If Coordinator A 1102 wants a subset of the group of devices 1106 or a
subset of the child devices to switch, the New Disassociation Notification 1130
may piggyback the address of the particular devices that are to be switched. For
example, Coordinator A 1102 may use a list of the short addresses of the group of
devices 1106 or use a Bloom Filter technique to reduce command frame length.
[0094] Each device in the group of devices 1106 that are to be switched may
transmit an Acknowledgement 1140 to Coordinator A 1102. The
Acknowledgement 1140 may be transmitted via the new channel. The new
channel may be the channel that was indicated in the New PAN ID and/or the
New Disassociation Notification 1130. The Acknowledgement 1140 may be
transmitted using carrier sensing multiple access (CSMA) to potentially avoid
collisions. Transmitting the Acknowledgement 1140 may be optional.

[0095] One skilled in the art will recognize that the message names and the
order of the messages described above are for exemplary purposes only. Any
combination of the signaling described above may be performed in any order.
[0096] In any of the channel-switching approaches described above, a
device may wish to switch to another channel or another PAN because it has lost
the ability to communicate with other devices. For example, communication may
be lost due to interference, mobility, or the like. If a loss of communication

occurs, a device may rely on a pre-configured alternate PAN ID and channel. A
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coordinator may also use the same technique if the coordinator cannot
communicate with any parent nodes. In this example, the coordinator may
maintain communication with child nodes, but may have lost communication
with parent nodes. The use of an alternate PAN by a coordinator or device may
allow the coordinator or device to move itself, and potentially its children, to the
alternate PAN to regain communication with other coordinators or nodes.
[0097] The use of a converged coordinator may provide several benefits
compared to traditional PAN networks with individual PAN coordinators. For
example, using a converged coordinator may allow for faster over-the-air software
management. The converged coordinator may have multiple radio transceivers,
each of which may be working simultaneously for downlink software distribution
and upgrades. For example, each transceiver may work for a subset of end
devices, thus allowing quicker over-the-air software management. Further, the
use of a converged coordinator may control congestion in the network. If
congestion occurs 1n a typical PAN, a normal solution is to throttle the source
traffic rate or drop packets. This typically caused low system throughput and
wasted energy consumption. However, the configurable architecture associated
with a converged coordinator may handle congestion in a better manner. For
example, as described above in detail, traffic may be re-directed from a congested
PAN or cluster to an underloaded PAN or cluster without reducing source traffic
rate or dropping any packets.

[0098] Further, use of a converged coordinator may help load balancing. If
multiple clusters and/or parallel PANs are available, a converged coordinator
may divide total traffic evenly among them. This may be performed regardless of
whether or not there is congestion in a cluster or PAN. Remaining battery power
capacity may be considered in load balancing, so that each cluster or PAN may
have similar traffic load and better performance in terms of consumed energy,
packet collisions, and latency in each network. A converged coordinator may also
allow for better quality of service (QoS). A variety of devices and applications
may co-exist in a PAN environment. For example, some applications, such as

reporting, require low latency while other applications have less of a latency
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requirement. Using IEEE 802.15.4 as an example, a contention free period (CFP)
through guaranteed time slots (GTS) may be enabled. In this scenario, the
converged coordinator may spread the delay-sensitive devices across the clusters
or PANs. For example, each cluster or PAN may receive a particular number of
delay-sensitive devices, so that each device may have its own GTS. If CFP is
disabled and the traffic load from delay sensitive devices 1s low, the converged
coordinator may organize delay-sensitive devices 1n a particular cluster or PAN
and may organize delay-tolerant devices in other clusters or PANs. In this way,
differentiated QoS may be provided to different devices.

[0099] As another example, a converged coordinator may improve
reliability. If one channel 1s unavailable, the converged coordinator may switch
PAN devices quickly to other channels. For example, one channel may be
jammed by unknown external devices. Additionally, by spreading devices across
multiple channels, devices in other channels may not be impacted if one channel
experiences heavy interference. Further, a converged coordinator may provide
1improved energy efficiency. If traffic is low, the converged coordinator may open
a limited number of transceivers. Similarly, the converged coordinator may set
up a limited number of PANs to reduce energy consumption. In one example, the
converged coordinator may set up two transceivers, with one transceiver acting
as the primary transceiver and one transceiver acting as a backup transceiver. If
the total traffic increases, the converged coordinator may open additional
transceivers as necessary. The converged coordinator may then configure
multiple clusters or PANs. As a result, the number of collisions in each network
may be reduced and energy efficiency may be improved.

[00100] As another example, signal quality may be improved via the use of a
converged coordinator. The converged coordinator may assign multiple radio
transceivers to use the same frequency and may utilize multiple-input multiple-
output (MIMO) to improve signal quality if the radio environment 1s not ideal.
For example, the converged coordinator may configure multiple radio receivers on
the same frequency to exploit SIMO to improve received signal quality from

devices without introducing any overhead at the device side. The use of a
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converged coordinator may also improve isolation and protection. Some devices
may be malicious and may generate abnormal traffic. However, the converged
coordinator may place normal devices in one cluster or PAN, separated from the
malicious devices.

[0100] Each of the coordinators, converged coordinators, devices, and
network devices described in the examples provided above may be a WTRU or
any other wired or wireless device. The descriptions and names used in the
examples provided above are for exemplary purposes only and are not intended to
limit the type or function of the coordinators and devices.

[0101] Embodiments:

1. A method for configurable personal area network (PAN) architecture
comprising:

utilizing a single converged network coordinator.

2. The method as in embodiment 1, further comprising:

utilizing channel switching by devices to migrate from one channel to
another channel.

3. The method as in embodiment 1, further comprising:

utilizing channel switching by devices to migrate from one PAN to another
PAN.

4, The method as in any one of the preceding embodiments wherein a
PAN coordinator or converged coordinator periodically disseminates PAN
information, such as the mapping between PAN 1dentification (ID) and channel
frequency, to common coordinators.

5. The method as in any one of the preceding embodiments wherein a
common coordinator assists a device’s channel switching based on PAN
information.

6. The method as in any one of the preceding embodiments wherein a
converged coordinator has multiple radio interfaces or transceivers.

7. The method as in any one of the preceding embodiments wherein

multiple radio interfaces formulate one or multiple parallel PAN networks
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working on the same or different channel frequencies, under the control of the
converged coordinator.

8. The method as in any one of the preceding embodiments wherein a
device has only one radio interface and can join or switch to any PAN network.

9. The method as in any one of the preceding embodiments wherein
the converged coordinator powers off some radio interfaces provided that at least
one radio 1s working properly and if there i1s only one radio interface currently
active, the converged coordinator collapses to the legacy PAN coordinator.

10. The method as in any one of the preceding embodiments wherein
the converged coordinator is used to support one application or multiple
applications simultaneously.

11. The method as in any one of the preceding embodiments, further
comprising:

utilizing active channel switching, passive channel switching, or group-
based channel switching procedures, wherein active channel switching is
triggered by the device itself; passive channel switching 1s triggered completely
by the coordinator; and group-based channel switch 1s triggered by the
coordinator and 1s used to change a group of devices’ channel simultaneously.

12. The method as in any one of the preceding embodiments wherein
configurable architecture and converged coordinator work with any
communications standards for WPAN, including Institute of Electrical and
Electronics Engineers (IEEE) 802.15.4-2006.

13. The method as in any one of the preceding embodiments wherein
each PAN network has a single PAN coordinator to control and manage the
whole PAN through a single IEEE 802.15.4-2006 radio interface.

14. The method as in any one of the preceding embodiments wherein
one converged coordinator has N radio transceivers for PAN-side communications
and at least one other interface to connect the coordinator to an external

network, the frequency for each transceiver iis f,(1<i< N).

15. The method as in any one of the preceding embodiments wherein
with N radio transceivers available, the converged coordinator formulates at
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most N clusters with the same PAN ID, or N parallel PAN networks each having
a different PAN ID, or a combination thereof.

16. The method as in any one of the preceding embodiments wherein
clusters or PAN networks are fully controlled and managed by the converged

coordinator.

17. The method as in any one of the preceding embodiments wherein
every radio transceiver in the converged coordinator is in either working or
sleeping mode, which is determined by the converged coordinator.

18. The method as in any one of the preceding embodiments wherein
every working radio transceiver in the converged coordinator uses different, or
the same frequency, or a combination.

19. The method as in embodiment 18 wherein if multiple radio
transceivers are configured to use the same frequency, single-input-multiple-
output (SIMO) at the converged coordinator and multiple-input-single-output
(MISO) at devices or common coordinators are exploited to improve signal quality
furthermore.

20. The method as in any one of the preceding embodiments wherein
devices and common coordinators exist, which are resource-constrained and have
only one radio transceiver, the same as those in the converged coordinator.

21.  The method as in any one of the preceding embodiments wherein
the converged coordinator which is equipped with N PAN-side radio transceivers.

22.  The method as in any one of the preceding embodiments wherein
the converged coordinator has a new functional entity Scheduler.

23. The method as in embodiment 22 wherein the scheduler performs
collecting information from each radio transceiver for each single cluster or PAN
network and maintains a centralized registrar for all devices.

24. The method as in embodiment 22 wherein the scheduler makes
decisions about the time and the number of clusters or PAN networks to open or

the number of radio transceivers to turn on.
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25.  The method as in embodiment 22 wherein the scheduler determines
the cluster or PAN network which each device should attach to for purposes such
as load balance, congestion control, reliability, or isolation/protection, and the
scheduler 1s responsible for routing PAN traffic to/from the interface to external

network, and/or among PAN-side radio transceivers.

26. The method as in any one of the preceding embodiments wherein
the converged coordinator introduces two new layers; converged MAC and
convergence layer.

27.  The method as in any one of the preceding embodiments wherein
the converged MAC uses one unified MAC protocol to jointly manage N radio
transceivers.

28. The method as in any one of the preceding embodiments wherein
the converged MAC conducts optimized device association and registration in the
control plane and the converged MAC performs cross-PAN optimization such as
congestion control and load-balancing in the data plane.

29. The method as in any one of the preceding embodiments wherein
the convergence layer performs mapping between applications to the available
multiple PAN networks and the Scheduler 1s implemented across both converged
MAC and convergence layer.

30. The method as in any one of the preceding embodiments wherein a
device associates with any one of the cluster or parallel PAN networks and
switches or migrate among them depending on network conditions and design
goals.

31. The method as in any one of the preceding embodiments wherein
cross-cluster or cross-PAN optimization is conducted by jointly considering
properties of each cluster/PAN network including link properties, node
properties, or network properties.

32. The method as 1n any one of the preceding embodiments wherein
the devices or coordinators collect statistics and local statistics are forwarded to

the converged coordinator so that congestion and interference issues are detected
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or these statistics get used by a device or a coordinator (or a group of them) to
decide to ask the converged coordinator for permission to switch channels.

33. The method as in any one of the preceding embodiments, further
comprising:

active channel switching.

34. The method as in embodiment 33 wherein active channel switching
1s triggered by the device.

35. The method as in any one of embodiments 33-34 wherein a device
monitors and predicts 1ts local traffic or transit traffic and if the total traffic
(local or transit) exceeds a threshold and potential congestion 1s occurring, the
device changes its frequency and associates with another PAN.

36. The method as in any one of embodiments 33-35 wherein a device or
a node 1s a critical point if by removing the node, the whole network will be
disjoined.

37. The method as in any one of embodiments 33-36 wherein child
device change their frequency as well to guarantee available connection to the
PAN coordinator or the converged coordinator, especially under multi-hop mesh
topology and a short list of available PAN networks and their frequencies 1s
maintained.

38. The method as in any one of the preceding embodiments, further
comprising:

utilizing Two-Step Active Channel Switching (TSACS).

39. The method as in embodiment 38, further comprising:

sending a Disassociation Notification, wherein the device sends the
disassociation notification command to the coordinator with the current PAN ID
as the Destination PAN Identifier field and the coordinator address as the
Destination Address field and the Disassociation Notification is sent over the
current PAN network from which to switch with the desired PAN ID piggybacked

over Disassociation Notification message.
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40. The method as in any one of embodiments 38-39, further
comprising:

sending an Acknowledgement for the Disassociation Notification by the
coordinator with Granted PAN ID contained, which could be the same be as or
different from the desired PAN ID the device requested in Disassociation

Notification.

41. The method as in any one of embodiments 38-40, further
comprising:

sending an Association command by the device to another potential
coordinator with the Destination PAN Identifier field set to the identifier of the
new PAN to which it will switch.

42. The method as in any one of the preceding embodiments, further
comprising:

utilizing One-Step Active Channel Switching (OSACS).

43. The method as in embodiment 42, further comprising:

sending only one command message (either Association Request or
Disassociation) to a coordinator over a new channel and waiting for Association
Response from the coordinator and the Association Request (or Disassociation)
command piggybacks information about the old PAN, so that the coordinator
knows where the device comes from.

44, The method as in any one of embodiments 42-43, further
comprising:

granting another channel to the device and informing the device of this
channel, and asking the device to send an Acknowledge frame over the granted
channel if channel switching to the new channel is not approved.

45. The method as in any one of the preceding embodiments, further
comprising:

utilizing passive channel switching.

46. The method as in embodiment 45 wherein channel switching i1s

triggered completely by the PAN coordinator or the converged coordinator.
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47. The method as in embodiments 45-46, further comprising:
sending a Disassociation Notification message by the coordinator to the
device containing disassociation reason and New PAN ID over the old channel.
48. The method as in embodiments 45-47, further comprising:
sending back an Acknowledgement to the coordinator by the device over

the old channel.

49. The method as in embodiments 45-48, further comprising:

sending an Association Request to the coordinator over the new channel by
the device.

50. The method as in embodiments 45-49, further comprising:

responding with an Association Response to the device over the new
channel by the coordinator.

51. The method as in any one of the preceding embodiments, further
comprising:

utilizing group-based channel switching.

52. The method as in embodiment 51 wherein a coordinator asks the
PAN or converged coordinator for permission to move himself and his children to
another PAN.

53. The method as in any one of embodiments 51-52 wherein a
coordinator makes the request on behalf of its cluster to expedite channel
switching compared to individually channel switching and by allowing devices to
switch channel as a group, rather than individually, parent/child relationships is
maintained during the switch, where the amount of time that it takes for the
network to “heal” or “form” after the switch 1s reduced.

54. The method as in any one of embodiments 51-53, further
comprising:

sending an “Association Request” to its parent over the old channel by the
coordinator A informing its patent of the pending group switching;

sending a “New Disassociation Notification” to all its child devices to

instruct them to switch to another channel.
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55. The method as in any one of embodiments 51-54 wherein if
coordinator A wants all its child devices to switch, 1t sets a broadcast address as
the destination address for “New Disassociation Notification” command, so that
all its devices can receive this command and trigger group switching.

56. The method as in any one of embodiments 51-55 wherein if
coordinator A wants a subset of 1ts child devices to switch, “New Disassociation
Notification” command piggybacks the address of those devices, either contain a
list of their short address or use Bloom Filter technique to reduce command
frame length.

57. The method as in any one of embodiments 51-56 wherein all devices
which need switch to another channel as instructed by “New Disassociation
Notification” send back an acknowledgement through new channel using carrier
sensing multiple access (CSMA) access to resolve potential collisions.

58. A wireless transmit receive unit (WTRU) configured to perform the
method as in any one of embodiments 1-57.

59. The WTRU of embodiment 58, further comprising a transceiver.

60. The WTRU as in any of embodiments 58-59, further comprising a
processor in communication with a transceiver.

61. The WTRU as in any of embodiments 58-60 wherein a processor 1is
configured to perform a method as in any of embodiments 1-57.

62. A Node-B configured to perform the method as in any one of
embodiments 1-57.

63. An integrated circuit configured to perform the method as in any
one of embodiments 1-57.

64. A wireless transmit/receive unit (WTRU) acting as an element of a
personal area network cluster comprising:

a processor configured to generate a channel switching message; and

a transmitter configured to send the channel switching message to a
network coordinator; and

a receiver configured to receive a response from the network coordinator.
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65. A wireless transmit/receive unit (WTRU) acting as an element of a
personal area network cluster comprising:

a receiver configured to receive a notification from a network coordinator
triggering channel switching; and

a processor configured to process the notification.

66. A coordinator node comprising:

at least one transceiver configured to communicate with at least one
personal area network (PAN) device in a plurality of PANs;

the at least one transceiver configured to receive information related to
the plurality of PANTS;

a scheduler configured to determine, based on the received information,
that at least one PAN device in at least one of the plurality of PANs will be
switched to a different at least one of the plurality of PANs; and

the at least one transceiver further configured to switch the at least one
PAN device to the different at least one PAN based on the received
information.

67. The coordinator node of embodiment 66, wherein the at least one
transceiver 1s further configured to switch the at least one PAN device by:

transmitting a Disassociation Notification to the at least one PAN
device;

receiving an Association Request from the at least one PAN device; and

transmitting an Association Response to the at least one PAN device.

68. The coordinator node of embodiment 67, wherein the at least one
transceiver 1s further configured to switch the at least one PAN device by
transmitting an Acknowledgement to the at least one PAN device.

69. The coordinator node of embodiment 67, wherein the at least one
transceiver 1s further configured to:

transmit the Disassociation Notification via a first channel;

receive the Association Request via a second channel; and

transmit the Association response via the second channel.

70.  The coordinator node of embodiment 67, wherein the
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Disassociation Notification includes a Disassociation Reason and a Desired
PAN ID.

71.  The coordinator node of embodiment 66, wherein the at least one
transceiver 1s further configured to switch the at least one PAN device by:

receiving a Disassociation Notification from the at least one PAN
device;

transmitting an Acknowledgement to the at least one PAN device;

receiving an Association Request from the at least one PAN device; and

transmitting an Association Response to the at least one PAN device.

72.  The coordinator node of embodiment 71, wherein the at least one
transceiver 1s further configured to:

receive the Disassociation Notification and transmit the
Acknowledgement via a first channel; and

receive the Association Request and transmit the Association Response
via a second channel.

73.  The coordinator node of embodiment 71, wherein the
Disassociation Notification includes a Disassociation Reason and a Desired
PAN ID and the Acknowledgement includes the Disassociation Reason a
Granted PAN ID.

74.  The coordinator node of embodiment 66, wherein the at least one
transceiver 1s further configured to switch the at least one PAN device by:

receiving an Association Request from the at least one PAN device via a
new channel; and

transmitting an Association Response to the at least one PAN device via
the new channel,

wherein the new channel relates to a new PAN that the at least one
PAN device 1s attempting to switch to.

75.  The coordinator node of embodiment 74, wherein the Association
Request includes a Disassociation Reason and an Old PAN ID and the
Association Response includes a Granted PAN ID.

76.  The coordinator node of embodiment 66, wherein the at least one
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transceiver 1s further configured to switch the at least one PAN device by:
transmitting a Disassociation Notification to the at least one PAN
device;

receiving an Association Request from the at least one PAN device; and

transmitting an Association Response to the at least one PAN device.

77.  The coordinator node of embodiment 76, wherein the at least one
transceiver 1s further configured to switch the at least one PAN device by
receiving an Acknowledgement from the at least one PAN device.

78.  The coordinator node of embodiment 76, wherein the
Disassociation Notification includes a Disassociation Reason and a New PAN
ID.

79.  The coordinator node of embodiment 66, wherein the at least one
transceiver 1s further configured to switch the at least one PAN device by:

transmitting an Association Request to a parent coordinator, the
Association Request including information regarding switching at least two
devices to a new channel,;

receiving an Acknowledgement from the parent coordinator; and

transmitting a New Disassociation Notification to the at least two
devices.

80. The coordinator node of embodiment 79, wherein the Association
Request includes a Disassociation Reason and an indication that group
switching 1s requested, and the New Disassociation Notification includes the
Disassociation Reason and a New PAN ID.

81. The coordinator node of embodiment 66, wherein the at least one
transceiver 1s configured to communicate via a wireless personal area network
(WPAN) standard.

82.  The coordinator node of embodiment 66, wherein the scheduler
includes:

at least one memory device configured to store information regarding
each of the plurality of PANs; and

a central registrar configured to store information related to each of the
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at least one PAN devices,

the scheduler configured to use the information regarding each of the
plurality of PANS and the information related to each of the at least PAN
devices to determine that the at least one PAN device in at least one of the
plurality of PANs will be switched to the different at least one of the plurality
of PANs.

83.  The coordinator node of embodiment 1, wherein the scheduler 1s
configured to determine that the at least one PAN device in at least one of the
plurality of PANs will be switched to the different at least one of the plurality
of PANs by considering at least one of traffic conditions, load balancing,
congestion control, reliability, 1solation, service differentiation, interference
management, or protection factors in one or more of the plurality of PANs.

84.  The coordinator node of embodiment 1, wherein the scheduler 1s
further configured to determine a number of the at least one transceivers that
are in use at a given time.

85. A method comprising:

communicating with at least one personal area network (PAN) device in
a plurality of PANs via at least one transceiver;

receiving information related to the plurality of PANs;

determining, based on the received information, that at least one PAN
device in at least one of the plurality of PANs will be switched to a different at
least one of the plurality of PANs; and

switching the at least one PAN device to the different at least one PAN
based on the received information.

86. A wireless transmit/receive unit (WTRU) configured to perform
the features of any one of embodiments 66-85.

[0102] Although features and elements are described above in particular
combinations, one of ordinary skill in the art will appreciate that each feature or
element can be used alone or in any combination with the other features and
elements. In addition, the methods described herein may be implemented in a

computer program, software, or firmware incorporated in a computer-readable
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medium for execution by a computer or processor. Examples of computer-
readable media include electronic signals (transmitted over wired or wireless
connections) and computer-readable storage media. Examples of computer-
readable storage media include, but are not limited to, a read only memory
(ROM), a random access memory (RAM), a register, cache memory,
semiconductor memory devices, magnetic media such as internal hard disks and
removable disks, magneto-optical media, and optical media such as CD-ROM
disks, and digital versatile disks (DVDs). A processor in association with
software may be used to implement a radio frequency transceiver for use in a

WTRU, UE, terminal, base station, RNC, or any host computer.

* * *
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CLAIMS

What is claimed 1s:

1. A coordinator node comprising:

at least one transceiver configured to communicate with at least one
personal area network (PAN) device in a plurality of PANS;

the at least one transceiver configured to receive information related to the
plurality of PANS;

a scheduler configured to determine, based on the received information,
that at least one PAN device in at least one of the plurality of PANs will be
switched to a different at least one of the plurality of PANs; and

the at least one transceiver further configured to switch the at least one

PAN device to the different at least one PAN based on the received information.

2. The coordinator node of claim 1, wherein the at least one transceiver
1s further configured to switch the at least one PAN device by:

transmitting a Disassociation Notification to the at least one PAN device;

receiving an Association Request from the at least one PAN device; and

transmitting an Association Response to the at least one PAN device.

3. The coordinator node of claim 2, wherein the at least one transceiver
1s further configured to switch the at least one PAN device by transmitting an

Acknowledgement to the at least one PAN device.

4, The coordinator node of claim 2, wherein the at least one transceiver
1s further configured to:

transmit the Disassociation Notification via a first channel;

receive the Association Request via a second channel; and

transmit the Association Response via the second channel.
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5. The coordinator node of claam 2, wherein the Disassociation

Notification includes a Disassociation Reason and a Desired PAN ID.

6. The coordinator node of claim 1, wherein the at least one transceiver
1s further configured to switch the at least one PAN device by:

receiving a Disassociation Notification from the at least one PAN device;

transmitting an Acknowledgement to the at least one PAN device;

receiving an Association Request from the at least one PAN device; and

transmitting an Association Response to the at least one PAN device.

7. The coordinator node of claim 6, wherein the at least one transceiver
1s further configured to:

receive the Disassociation Notification and transmit the Acknowledgement
via a first channel; and

receive the Association Request and transmit the Association Response via

a second channel.

8. The coordinator node of claim 6, wherein the Disassociation
Notification includes a Disassociation Reason and a Desired PAN ID, and the

Acknowledgement includes the Disassociation Reason and a Granted PAN ID.

9. The coordinator node of claim 1, wherein the at least one transceiver
1s further configured to switch the at least one PAN device by:

receiving an Association Request from the at least one PAN device via a
new channel; and

transmitting an Association Response to the at least one PAN device via
the new channel,

wherein the new channel relates to a new PAN that the at least one PAN

device 1s attempting to switch to.

10.  The coordinator node of claim 9, wherein the Association Request
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includes a Disassociation Reason and an Old PAN ID, and the Association

Response includes a Granted PAN ID.

11. The coordinator node of claim 1, wherein the at least one transceiver
1s further configured to switch the at least one PAN device by:

transmitting a Disassociation Notification to the at least one PAN device;

receiving an Association Request from the at least one PAN device; and

transmitting an Association Response to the at least one PAN device.

12. The coordinator node of claim 11, wherein the at least one
transceiver is further configured to switch the at least one PAN device by

receiving an Acknowledgement from the at least one PAN device.

13. The coordinator node of claim 11, wherein the Disassociation

Notification includes a Disassociation Reason and a New PAN 1ID.

14.  The coordinator node of claim 1, wherein the at least one transceiver
1s further configured to switch the at least one PAN device by:

transmitting an Association Request to a parent coordinator, the
Association Request including information regarding switching at least two
devices to a new channel,;

receiving an Acknowledgement from the parent coordinator; and

transmitting a New Disassociation Notification to the at least two devices.

15.  The coordinator node of claim 14, wherein the Association Request
includes a Disassociation Reason and an indication that group switching is
requested, and the New Disassociation Notification includes the Disassociation

Reason and a New PAN ID.

16.  The coordinator node of claim 1, wherein the at least one transceiver

1s configured to communicate via a wireless personal area network (WPAN)
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standard.

17.  The coordinator node of claim 1, wherein the scheduler includes:

at least one memory device configured to store information regarding each
of the plurality of PANs; and

a central registrar configured to store information related to each of the at
least one PAN devices,

the scheduler configured to use the information regarding each of the
plurality of PANS and the information related to each of the at least one PAN
devices to determine that the at least one PAN device in at least one of the
plurality of PANs will be switched to the different at least one of the plurality of
PANSs.

18.  The coordinator node of claim 1, wherein the scheduler is configured
to determine that the at least one PAN device in at least one of the plurality of
PANSs will be switched to the different at least one of the plurality of PANs by
considering at least one of traffic conditions, load balancing, congestion control,
reliability, 1solation, service differentiation, interference management, or

protection factors in one or more of the plurality of PANs.

19. The coordinator node of claim 1, wherein the scheduler 1s further
configured to determine a number of the at least one transceivers that are in use

at a given time.

20. A method comprising:

communicating with at least one personal area network (PAN) devicein a
plurality of PANs via at least one transceiver;

receiving information related to the plurality of PANs;

determining, based on the received information, that at least one PAN
device 1n at least one of the plurality of PANs will be switched to a different at
least one of the plurality of PANs; and
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switching the at least one PAN device to the different at least one PAN

based on the received information.
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