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SYSTEMAND METHOD FOR SERVICE 
PARTS PLANNING 

CROSS-REFERENCE TO RELATED 
APPLICATION 

0001. This application is a continuation of pending U.S. 
patent application Ser. No. 1 1/064,665, filed Feb. 22, 2005, 
entitled, “SYSTEMAND METHOD FOR SERVICEPARTS 
PLANNING. 

TECHNICAL FIELD 

0002 Embodiments of the invention generally relate to the 
field of materials management and, more particularly, to a 
system and method for service parts planning. 

BACKGROUND 

0003. In many cases, repairable parts that are part of a 
larger system or machine are not disposed of after they are 
removed from the system or machine in which they are used. 
Instead, these 'service parts are, for reasons of cost and time, 
typically shipped to a repair and refurbishment location and 
prepared for reuse. The term “repairable part broadly refers 
to a part that can be economically restored to a serviceable 
condition. Typically, a repairable part can be repeatedly reha 
bilitated to a serviceable condition over a period approximat 
ing the life of the system to which it is related. A “service part 
is a more generic term which can refer to repairable parts as 
well as to non-repairable parts (e.g., consumable parts). 
0004. The inventory planning for service parts (or, for ease 
of reference, service parts planning), typically involves, inter 
alia, balancing the availability of a system against the mag 
nitude of the investment in the service parts for the system. 
For example, an ample Supply of service parts is desirable to 
maintain continuity in the operations of the system. The capi 
tal invested in the service parts, however, is non-revenue 
generating and perishable if, for example, a service part 
becomes obsolete. 

0005 Service parts planning can be applied to networks 
having a variety of topologies. These topologies are typically 
classified based on the number of service parts in the network 
(e.g., item approach vs. System approach) and the number of 
hierarchical levels in the network (e.g., single echelon Vs. 
multi-echelon networks). A network having a single type of 
service part and a flat topology is often referred to as a single 
part single echelon network. A network having a number of 
different service parts and a two-level hierarchy is called a 
multipart two-echelon network. A generalized network hav 
ing an arbitrary number of service parts and an arbitrary 
number of hierarchical levels is called a multipart multi 
echelon network. 

0006 Conventional service parts planning systems typi 
cally rely on external information to forecast demand for a 
service part. For example, the average time between failures 
for a service part is often used to estimate when a given 
service part will need service (e.g., maintenance or refurbish 
ment) in the future. These external sources of information do 
not take into account the individual histories of specific Ser 
Vice parts. In addition, there are typically significant limita 
tions on the visibility that a conventional service parts plan 
ning systems has into a service parts inventory. For example, 
conventional service parts planning systems typically do not 
have visibility into service parts inventory that is in transit 
between locations within a network or inventory that is in a 
repair facility. 

Sep. 12, 2013 

SUMMARY OF THE INVENTION 

0007 Embodiments of the invention are generally 
directed to a system and method for service parts planning in 
a network having one or more service parts. For at least a 
Subset of the one or more service parts, a calculation is per 
formed to determine a location within the network at which 
allocating the service part provides the greatest gain in System 
availability per item cost. In an embodiment, the calculations 
are based, at least in part on machine-specific information. In 
one embodiment, inventory position is determined based, at 
least in part, on a unique identifier associated with a service 
part. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0008 Embodiments of the invention are illustrated by way 
of example, and not by way of limitation, in the figures of the 
accompanying drawings in which like reference numerals 
refer to similar elements. 
0009 FIG. 1 is a block diagram of selected aspects of a 
service parts network according to an embodiment of the 
invention. 
0010 FIG. 2 is a flow diagram illustrating certain aspects 
ofa method for service parts planning in a network, according 
to an embodiment of the invention. 
0011 FIG.3 is a block diagram illustrating the application 
of marginal analysis to service parts planning, according to an 
embodiment of the invention. 
0012 FIG. 4 is a flow diagram illustrating certain aspects 
of a method for addressing violations of incremental optimal 
allocation, according to an embodiment of the invention. 
0013 FIG. 5 is a flow diagram illustrating certain aspects 
of a method for addressing violations of convexity, according 
to an embodiment of the invention. 
0014 FIG. 6 is a flow diagram illustrating certain aspects 
of a method for service parts planning that checks for viola 
tions of incremental optimal allocation and violations of con 
vexity, according to an embodiment of the invention. 
0015 FIG. 7 is a block diagram of a computing system 
implemented according to an embodiment of the invention. 

DETAILED DESCRIPTION 

0016 Embodiments of the invention are generally 
directed to a system and method for service parts planning in 
a network having one or more service parts. One objective of 
service parts planning is to optimize the allocation of service 
parts to locations with respect to an available budget. Opti 
mization may refer to attempting to maximize system avail 
ability with a constrained budget or (inversely) to achieving a 
given target system availability with a minimum budget. In an 
embodiment, the service parts planning procedures are based, 
at least in part on machine-specific information. In one 
embodiment, inventory position is determined based, at least 
in part, on a unique identifier associated with a service part. 
The service parts planning procedures may be based on 
updated budget information. 
0017 FIG. 1 is a block diagram of selected aspects of 
network 100 according to an embodiment of the invention. 
Network 100 is a multi-echelon network which includes 
demand facing locations 112-116, parent locations 124-126, 
entry location 132, and repair facility 140. The repair facility 
can also be associated with a non-entry location (e.g., location 
126). Network 100 may have an arbitrary number of locations 
and an arbitrary number of hierarchal levels (e.g., as illus 
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trated by dashed lines in FIG. 1). In an alternative embodi 
ment, network 100 is a single-echelon network (e.g., a mul 
tipart single-echelon network or a single part single-echelon). 
0018. A demand facing location is a location that provides 
service parts to systems or machines as needed (and as avail 
able). For example, when service part 102 in system/machine 
104 fails, demand facing location 112 provides a serviceable 
instance of service part 102 to system/machine 104. Typically 
the defective instance of service part 102 is removed from 
system/machine 104 and exchanged for a serviceable 
instance of service part 102 provided by demand facing loca 
tion 112. The defective instance of service part 102 is (typi 
cally) conveyed through the hierarchical levels of network 
100 or directly presented to repair facility 140 for refurbish 
ment, maintenance, etc. In the illustrated example, the defec 
tive instance of service part 102 may be transferred from 
demand facing location 112 to parent location 124, and so 
forth, until it reaches entry location 132. The term “entry 
location” refers to a location at which one or more service 
parts may enter network 100 from a supplier. Service Parts 
may leave the network once they are non-refurbishable. 
0019. One or more locations within network 100 may 
include one or more service parts. For example, in the illus 
trated embodiment, demand facing location 116 includes Ser 
vice parts 154-158. Similarly, parent location 126 includes 
service parts 160-164 and repair facility 140 includes service 
parts 166-170. The service parts illustrated in FIG. 1, (e.g., 
service parts 160-164 and 166-170) can be multiple instances 
of the same service part. In addition, Zero or more service 
parts may be in transit between the locations of network 100. 
For example, service parts 172-176 are in transit between 
parent location 124 and entry location 132. 
0020. In an embodiment, service part 102 includes an 
identifier to uniquely identify an instance of the service part 
(e.g., serial number 150). Serial number 150 identifies a spe 
cific service part and may further provide a mechanism to 
distinguish between service parts that have had upgrades, 
updates, revisions, and the like. Service part 102 may be 
associated with Advanced Shipping Notification (ASN) 152. 
ASN 152 may be provided by a sender (e.g., demand facing 
location 112) to inform a receiver (parent location 124 and/or 
repair facility 140) that service part 102 is in transit to the 
receiver. ASN 152 may also provide information such as 
when service part 102 was sent, when service part 102 is 
likely to arrive, a brief description of service part 102, and the 
like. As is further discussed below, serial number 150 and/or 
ASN 152 may provide visibility into the service part inven 
tory position of network 100. 
0021 System/machine 104 includes machine-specific 
information such as early indicator of failure 142 and 
machine-specific usage information 146. Similarly, service 
part 102 may include early indicator of failure 144 and 
machine-specific usage information 148 of part 102 in a 
machine. As is further discussed below, machine-specific 
information enables a service parts planning procedure to 
convert Some unplanned demand for a service part to planned 
demand for the service part. An early indicator of failure (e.g., 
142,144) broadly refers to an indicator that a machine (and/or 
a service part) may need maintenance or replacement. 
Examples of an early indicator of failure include, and are not 
limited to: Variations in temperature, Voltage, current, pres 
Sure, size, shape, etc.; an error message from error detection 
logic; and the like. 
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0022. The illustrated embodiment, of system/machine 104 
includes sensor 180. Sensor 180 obtains machine-specific 
information from system/machine 104 (and/or one or more 
service parts) and provides the information to, for example, 
service parts planning system 108. As is further described 
below, service parts planning system 108 may use the 
machine-specific information to forecast demand for one or 
more service parts. Sensor 180 may be any of a variety of 
digital or analog sensors capable of collecting machine-spe 
cific information Such as: a thermometer, a Voltage meter, a 
current meter, a counter, a computing device, and the like. In 
an embodiment, sensor 180 automatically detects an early 
indicator of failure and alerts a service parts planning system 
108 so that service parts, technicians, tools and the like can be 
timely positioned to provide an appropriate service (e.g., 
maintenance or repair). 
0023. In an embodiment, system/machine 104 provides 
machine-specific information to service parts planning sys 
tem 108 through communication element 182. Communica 
tion element 182 may be any of a wide variety of wired and 
wireless communications elements capable of directly or 
indirectly linking system/machine 104 to service parts plan 
ning system 108. In one embodiment, communication ele 
ment 182 is a wired or wireless network interface linking 
system/machine 104 to a data network (e.g., a local area 
network, a wide area network, an intranet, the Internet, and 
the like). In an alternative embodiment, communication ele 
ment 182 is a wired or wireless link to a telecommunications 
network (e.g., a cell phone modem). 
0024. In one embodiment, a location within network 100 
may collect (e.g., via sensors) and store (at least temporarily) 
machine-specific information from one or more of the service 
parts in inventory at the location. For example, locations 116. 
126, and 132 respectively include data stores 190, 192, and 
194. Each of these data stores store machine-specific infor 
mation about service parts that are in inventory at the respec 
tive locations. For example, data store 190 stores machine 
specific information for service parts 154-158. A location 
may also include a communication element to directly or 
indirectly communicate the machine-specific information to 
service parts planning system 108. For example, demand 
facing location 116 and parent location 126 respectively 
include communication elements 184 and 186. 
0025. A wide range of policies may govern when 
machine-specific information is communicated to service 
parts planning system 108. For example, the machine-spe 
cific information may be automatically (and/or conditionally) 
communicated periodically and/or in response to one or more 
events. In addition, the communication may be synchronous 
and/or asynchronous. In an embodiment, the machine-spe 
cific information is communicated to service parts planning 
system 108 through network 106. Network 106 may be any 
kind of wired or wireless network including, for example, a 
Local Area Network (LAN), a Wide Area Network (WAN), a 
Metropolitan Area Network (MAN), and/or the Internet. 
0026 Service parts planning system 108 provides inven 
tory planning for network 100. For example, service parts 
planning system 108 may forecast demand for one or more 
service parts and may determine a Substantially optimal dis 
tribution for the service parts within network 100. In an 
embodiment, service parts planning system 108 obtains 
machine-specific information for one or more service parts 
(and/or the system(s)/machine(s) associated with the service 
parts) and stores the machine specific information in, for 
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example, data store 196. Service parts planning system 108 
may retrieve the machine-specific information from data 
store 196 as needed during inventory planning. In an embodi 
ment, service parts planning system 108 is implemented as a 
computing system (e.g., computing system 700, shown in 
FIG. 7). The computing system may be either a general 
purpose or specialized computing system having logic to 
provide service parts planning. In one embodiment, service 
parts planning system 108 is remote from network 100. In an 
alternative embodiment, service parts planning system 108 is 
part of a location within network 100. 
0027 Machine-specific usage information (e.g., 146, 148) 
refers to information that provides an indication of how much 
use a machine (and/or a service part) experiences. Examples 
of machine-specific usage information include and are not 
limited to: number of operating hours; number of times a 
machine specific event has occurred (e.g., take-off/landings 
of an aircraft or number of items produced by a machine); 
indicators of wear (e.g., wear on a stamping press); and the 
like. As is further discussed below, machine-specific usage 
information (e.g., 146, 148) enables a service parts planning 
system to estimate demand using actual machine data rather 
than tabulated data such as estimations of the mean time 
between failures for a service part. 

Selected Processes of an End-to-End Service Parts 
Management Scenario 

0028 
0029. The term “forecasting refers to estimating the 
demand for one or more service parts within a network (e.g., 
network 100, shown in FIG. 1). The term “m,” represents the 
demand for partiatlocationj. Demandm, can either be given 
(e.g., for the same time period unit (e.g., weeks, months, etc.) 
used for lead and repair times) or it can be determined. The 
determination of demandm, may be based, at least in part, on 
factors such as usage experienced by a service part, the num 
ber of base systems within the network, the number of service 
parts per base system, and the frequency at which the service 
part is replaced. For example, demand m, can be determined 
in the following way: 

Forecasting 

(operating hours per time period)*(# of installed base 
systems)*(# of parts per installed base system), 
(mean time between removal). 

Similarly, where service part usage is measured in terms of 
the number of times the service part is used (e.g., the number 
of flights made by an airplane) demand m can be determined 
in the following way: 

(# of Startland cycles of aircraft per time period)*(# 
of parts per aircraft) (failure rate per startland 
cycle). 

0030. In one embodiment, the start/land cycles refer to the 
start/land cycles for all aircraft at that location. Alternatively, 
the average number of start/land cycles per aircraft multiplied 
by the number of aircraft may be used. In an embodiment, 
only demand of potential "stocking locations' is considered 
when forecasting demand. The term "stocking location' 
refers to a location (e.g., demand facing location 112 and 
parent location 124) that is expected to hold a service part. 
Demand for a service part experienced at non-stocking loca 
tions is aggregated to the next higher level in the network 
location hierarchy. That is, demand is aggregated from loca 
tions where the part is not allowed to be stored to a stocking 
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location. In one embodiment, demand m, is considered con 
stant when it is used in calculations. 

0031 Demand can be classified as planned or unplanned 
demand. The term planned demand refers to demand for a 
service part that is (at least to a degree) anticipated by a 
service parts planning system. Unplanned demand, as the 
name implies, refers to demand for a service part that is not 
anticipated by the service parts planning system (e.g., due to 
an accident, emergency, etc.). While the first is not subject to 
demand variance it does not need to be “protected by safety 
stock. Combining planned and unplanned demand delivers 
over-protected service. The relationship between planned 
demand and unplanned demand is complicated because they 
are interdependent. While service parts cannot (due to lead 
time) and should not (due to cost) be purchased for planned 
maintenance tasks if insufficient Supply is available, the usage 
of service parts reserved for unplanned demand can sacrifice 
service. On the other hand, planning time for service is usu 
ally sufficient to position service parts within the network in 
time for their use. 

0032. In an embodiment, demand can be forecasted from 
historical internal usage in service and/or demand can be 
determined through external information (Such as installed 
base allocated to a location and measured meantime between 
planned removal/repair and mean time between unplanned 
removal/repair). In an embodiment, the service parts planning 
system has (at least a degree of) integration with plant main 
tenance data and/or historical usage data provided by plant 
maintenance. This information is valuable, for example, 
when an expensive service part having a low demand is criti 
cal for the proper functioning of a machine. With average 
failure rates and demand derived from that data being the 
most detailed information available, the planning and posi 
tioning techniques will consider all installations of the 
machine equal and assume that a failure of the service part is 
equally likely to happen in any of those installations. Since 
overall demand is very low, only a few service parts will be 
kept at very central locations in order to ship that part to the 
broken machine as fast as possible. The time between when a 
service part is shipped from a central location and when a 
maintenance service technician has access to the service part 
can be significant. 
0033. In an embodiment, the above-described technique is 
enhanced with the use of machine-specific usage information 
(e.g., 146-148, shown in FIG. 1) because the machine-spe 
cific usage information provides a more accurate basis upon 
which to strategically position service parts. For example, in 
an embodiment in which the failure rate is measured by the 
operating hours of the machine, the likelihood of a failure is 
dependent on the counter readings of operating hours since 
the last replacement of that part. In such an embodiment, the 
likelihood of a failure for a service part is not equal with time 
any more and thus the expected demand is not equal for each 
installation of the machine. In an embodiment, machine 
specific information is utilized by the planning technique to 
more strategically position the service parts in the network 
and to make those parts available more quickly to locations 
where a failure is more likely to occur. In such an embodi 
ment, the time to service in case of a failure may be reduced. 
In addition, the same level of service can be reached with less 
inventory because demand is more accurately forecasted. 
0034. In an embodiment, a machine-specific early indica 
tor of failure (e.g., 142-144, shown in FIG. 1) is used to 
provide a more accurate forecast of demand for one or more 
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service parts. The machine-specific early indicator of failure 
(e.g. increasing variance in machine temperature or wear 
measures) can be used to predict an upcoming failure of a 
service part. In Such an embodiment, maintenance or repair 
can be planned before a disruption actually happens and the 
part can be positioned ahead of time at an appropriate location 
within a network (e.g., network 100, shown in FIG. 1). 
Machine-specific information (e.g., usage and/or early indi 
cator of failure) can turn some unplanned demand into 
planned demand. A reduction in unplanned demand facili 
tates a reduction in inventory because there is less of a need to 
protect against unplanned demand. 
0035) Inventory Visibility 
0036. The term “inventory visibility” refers to determin 
ing the size and distribution of a service parts pool in a 
network (e.g., network 100, shown in FIG. 1). The term 
“service parts pool is a convenient way to collectively refer 
to the service parts within a location or the entire network. 
Access to inventory visibility provides a basis for determin 
ing whether further investments are necessary to achieve the 
optimal service level. Inventory visibility includes, for 
example, determining the serviceable inventory at the differ 
ent locations, determining the inventory that is in transit to 
and from repair locations, and determining the inventory in 
repair facilities. 
0037 Inventory visibility throughout the service parts net 
work is the basis of procurement decision making based on 
limited budgets. In addition, inventory visibility provides a 
mechanism to determine the expected service levels at cus 
tomer locations and to determine optimal deployments of 
service parts within the network. If, for example, a customer 
stores a service part “in case of emergencies' at its location, 
the impact of a demand at that location on total machine 
uptime would not be as urgent as at a location where no part 
is stored. It is therefore valuable to have visibility into service 
parts inventory within a network and the inventories of cus 
tomers and partners. This inventory may be stored at a loca 
tion or in transit between locations. 

0038. In an embodiment, the visibility into inventory not 
under the direct control of a service parts planning system is 
achieved through the use of advanced shipping notifications 
(e.g., ASN 152, shown in FIG. 1). For example, advanced 
shipping notifications may be used to provide visibility into 
inventory that is in transit between locations and/or is in 
transit to the network from a customer or partner. The 
advanced shipping notifications may be generated after 
removing a service part from the installed base machine. In 
one embodiment, the advanced shipping notification provides 
information to the service parts planning system such as 
which service part has been sent, from/to which location is it 
being sent, when was it sent, what is the expected arrival date, 
etc. The advanced shipping notification may be provided to 
the service parts planning system (e.g., service parts planning 
system 108, shown in FIG. 1) through a communication ele 
ment (e.g., communication elements 182-188, shown in FIG. 
1). In an embodiment, a sensor (e.g., sensor 180, shown in 
FIG. 1) automatically detects the generation of an advanced 
shipping notification and alerts the service parts planning 
system. The service parts planning system may store the 
advanced shipping notification in a data store (e.g., data store 
196, shown in FIG. 1) and retrieve it, as necessary, during 
inventory planning. 
0039. In one embodiment, the visibility into the service 
parts inventory of a network (including, perhaps, inventory 
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that is with a customer or partner) is enhanced through the use 
of a service part serial number (e.g., serial number 150, shown 
in FIG. 1). The serial number of a service part can provide 
visibility that is specific to a service part and its history. In an 
embodiment, serial numbers are used to distinguish service 
parts that have different updates, upgrades, revisions, con 
figurations, and the like. Serial numbers can be used to further 
specify whether a part is particularly Suited for a specific 
installed base. If parts are positioned within the service parts 
network, the individual parts can be deployed based on their 
fit for the most likely use. 
0040 
0041. In an embodiment, Distribution Resource Planning 
(DRP) is not driven by the projected (serviceable) inventory 
at the entry location, which is time-shifted and aggregated 
throughout the network. The reason for this is that such a 
policy could (e.g., in the case of unusually large demand for a 
part) lead to the generation of purchase requisitions, which 
would unnecessarily increase the size of the service parts 
pool. In an embodiment, the optimal investment strategy 
includes a policy of replenishing to locations where repair 
cannot be preformed and to accept eventual backorders. 
0042. In one embodiment, the procurement process is 
directed to maintaining a target service parts pool size. If a 
service part is scrapped for some reason and the service parts 
pool decreases below the target size, then a service part may 
be procured so that the size of service parts pool is balanced. 
If, on the other hand, the service parts pool does not decrease 
below the target size when the service part is scrapped, then 
procurement of the service part is not triggered. 
0043 
0044. In an embodiment, replenishment is based on the 
following principle: whenever a service part is used at a 
location and the unserviceable instance of the service part is 
not repaired at that location, then the service part is replen 
ished from the next higher echelon in the distribution location 
hierarchy. Stated more abstractly, whenever the service parts 
pool assigned to a given location falls below the target pool 
size for that location, replenishment form the next higher 
echelon in the distribution location hierarchy is triggered. 
0045. In an embodiment, the size and distribution of the 
service parts pool is recalculated. In response to these recal 
culations, the service part inventory at one location may be 
decreased in order to increase the service part inventory at 
another location (or a number of other locations). In one 
embodiment, if this process cannot be implemented within a 
reasonable time using regular turnover or regular replenish 
ment channels, then a lateral parts movement may be trig 
gered. The term “lateral parts movement” refers to moving 
service parts among locations that occupy the same hierar 
chical level within a network. 

0046) 
0047. The term “delta planning refers to conducting ser 
Vice parts planning when the budget allocated for service 
parts within a network has changed. In an embodiment, if a 
new budget for purchasing new or replacement service parts 
becomes available, then delta planning may be triggered. In 
one embodiment, the system-wide number of parts for each 
service part is minimally constrained to the size of the current 
service parts pool, during delta planning. In such an embodi 
ment, delta planning allocates the new budget in a way to 
provide the best increase in service level starting from the 
current status quo. 

Distribution Resource Planning/Procurement 

Replenishment/Deployment 

Delta Planning 
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0048 Delta planning does not necessarily imply that 
retired or scraped parts are replaced. Instead, there may be a 
number of other investments that provide a more beneficial 
way to allocate the new budget. For example, a change in 
demand, a change in installed service parts base, or the pres 
ence of a currently non-optimal mix of service parts might 
Suggest that it could be more beneficial to allocate the new 
budget to other areas. 

Parameters and Definitions 

0049. A system and method for substantially optimizing 
service parts planning is provided below with reference to 
FIGS. 2-7. This description includes reference to a number of 
parameters and definitions. For ease of reference, these 
parameters and definitions are provided below. 
0050 Parameters 
0051 Table 1 provides a list of parameters used in an 
embodiment of the invention. 

TABLE 1. 

Parameter Description 

A(S, ) System availability across all locations (averaged). 
A.(Si) System availability at location. 
S; nventory position (e.g., target stock level) for parti at 

ocation j. 
lif Poisson mean for average pipeline of parti at location. 
Tii Probability of repair of service part i at location j. This 

probability is 0 if no tools for repair exist at this location. The 
probability is 1 if the part is always repaired (and never, 
e.g., put out-of-service). 

Ti, Repair lead time for parti at location. 
O Transport time for part i at location from its parent. 
n; Demand for parti at location. For demand facing locations, 

his is facing demand; for parent locations, this is demand 
orwarded from the child locations. 

C; nvestment (cost) for part i. 

0052 System Availability 
0053. The term “system availability” refers to the prob 
ability that a system consisting of a set of parts is functioning. 
The system may be a single location, a set of locations, or the 
entire network. In an embodiment, the system availability 
across all demand facing locations in a network is calculated 
using equation 1: 

(1) 
A (Sii) 

= f= 

A(S) = - 1 - 

The term J represents the number of demand facing locations. 
As illustrated by equation 1, the system availability across all 
demand locations is the average of system availability values 
at each location. In an embodiment, the system availability at 
location is given by equation 2: 

(2) 
A (S, ) =XA.(Si). 

i=l 

As illustrated by equation 2, the availability at location j is 
given by the product of the availability for each part at loca 
tion. For example, if location has two parts that each have 
an availability of 50%, then the probability that both parts are 
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available at the same time is 50% of 50% or, more precisely, 
the product of the availability for each part. 
0054. In an embodiment, the system availability of partiat 
location is given by equation 3: 

Ai(S) = 1 - PBO (S0, Sii) (3) 

As shown by equation 3, the system availability of part i at 
location j is a summed Poisson distribution with meanu. In 
an embodiment, u, is given by equation 4: 

EBO(So, uio) (4) 
Alii = miri Tii + (1 -r(o, -- mio 

Location 0 is the parent location of locationi. In a two echelon 
network, location 0 is the entry location. The expected backo 
rders (EBO) for the parent location depend on the stocking 
strategy of its parent location. 
0055 Expected Backorders 
0056. The expected backorders provide an indication of 
how quickly the inventory position at a location can be built 
up. In an embodiment the expected backorders are given by 
equation 5: 

& (5) EBOSo, u)= ), (x-Sote ".. 

As shown by equation 5, the expected backorders at a parent 
location are the weighted sum of the probabilities of X backo 
rders at the next higher location in the location hierarchy. In a 
two echelon hierarchy, location 0 is the entry location. In a 
network having more than two echelons, location 0 may bean 
intermediate location. 
0057 Pipeline Calculation 
0058. The pipeline for a parent location is calculated to be 
the sum of the demand rolled up from the child locations 
minus the probability that a service part can be repaired at a 
child location. In an embodiment, the pipeline is calculated 
using equation 6: 

(6) 
iii.0 X. mi. (1 - ri). 

i=l 

The “1-r, term illustrates that only the demand for service 
parts that cannot be repaired at the child location(s) is rolled 
up to the parent location. 
0059 Cost Function 
0060. In an embodiment, the value of the investment made 
in a service parts pool is calculated according to equation 7: 

(7) 

As shown by equation 7, the total investment in a service parts 
pool is the sum of the value of the individual service parts 
across all of the locations in the network. 
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0061 Optimization Function 
0062. The optimization of the investment in a service parts 
pool can have two inverse objectives. The objective can be to 
achieve the maximum system availability with a constrained 
budget. Inversely, the objective can be to achieve a target 
system availability with a minimum budget. In either case, the 
allocation of budget to service parts and the allocation of a 
service part among the potential stocking locations in a net 
work are optimized. In an embodiment, the inverse defini 
tions for the optimization function are given by equations 8a 
and 8b: 

Minimize CIA2A, (8a); 

O 

Maximize AICsC (8b). - ex 

Service Parts Planning Procedure 

0063. In an embodiment, the generalized procedure for the 
multipart multi-echelon case is informed by the procedures 
for more specific cases. Selected aspects of the procedures for 
certain specific cases are introduced below. These procedures 
provide a foundation for the generalized procedure described 
below with reference to FIGS. 2-6. 

0.064 
0065. In an embodiment, the system availability of a part 
in a single echelon network is given by equation 3. Since the 
Poisson distribution function is steadily increasing, the opti 
mal investment can be determined by increasing S until the 
maximum budget is reached or until the minimum service 
level is reached (see, e.g., equations 8a and 8b). In the single 
part, single echelon case, equation 4 is reduced to: Ll, m, T. 

Single-Part, Single Echelon Procedure 

(006) 
0067. In an embodiment, the system availability for an 
arbitrary number of service parts when considered at a loca 
tion is given by equation 2. The distribution of the given 
budget among the service parts is determined using marginal 
analysis. Marginal analysis refers to an incremental approach 
that starts with a minimum S, for each service part. Selecting 
a service part in which to invest is based, at least in part, on 
which investment yields the greatest gain in system availabil 
ity per incremental dollar (or other unit of currency) invested. 
In one embodiment, the marginal analysis includes an 
assumption that for each service part the gain in System avail 
ability decreases with each additional investment in that ser 
vice part. This precondition is valid (mathematically) if S > 
(1-2). In an embodiment, this value for S, is set as the 
minimum level for S, when performing marginal analysis. 
0068. Single-Part, Two-Echelon Procedure 
0069. The system availability across all demand facing 
(child) locations is determined according to equation 1. The 
various locations (e.g., child locations or parent location) 
“compete to determine which location provides the best gain 
in overall system availability. In an embodiment, the “com 
petition' is implemented in an incremental approach using 
marginal analysis. While an investment (e.g., increasing) in a 
demand facing location affects the system availability of this 
location, this is not the case for an investment in the parent 
location. The parent location is not considered in the calcu 
lation of system availability. It nevertheless indirectly affects 
system availability by increasing the availability of each child 

Multipart, Single Echelon Procedure 
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location through reducing the expected backorders in the 
network-internal distribution (see, e.g., equation 5). 
0070 The contribution to the system availability of an 
investment in a demand facing location is directly comput 
able as the change in availability of that location divided by 
the number of child locations. In an embodiment, the contri 
bution to system availability in a parent location is calculated 
by the sum of the effects on child point availability, divided by 
the number of child locations. The location that yields the 
largest contribution to system availability is selected for the 
investment. These procedural elements are repeated until the 
minimum service level is reached or the budget is exhausted. 
(0071 Multipart, Two-Echelon Procedure 
0072 The system availability for the service parts for each 
location is calculated using equation 2. In an embodiment, the 
distribution of the given budget among the service parts is 
determined through marginal analysis: In an incremental 
approach starting with a minimum S. for each part, the 
investment for that part that yields the greatest gain in System 
availability per incremental dollar invested is increased. A 
simplification to the marginal analysis recognizes that the 
increase in system availability per dollar invested can refer to 
the availability of each single part only and not to the system 
availability. As total system availability is calculated as the 
mean of the location system availabilities and not as a multi 
plication of system-wide part availabilities, calculating the 
exact optimal investment decision involves frequent recalcu 
lation of the system availability at all locations, which is a 
computationally intensive process. Nevertheless, for part 
availabilities close to 100% those approaches become 
approximately equal. This simplification can again lead to 
decisions which result in investment Suggestions slightly 
below the efficiency frontier (the optimal distribution). This 
precondition is valid (mathematically) if S >(1-2). In an 
embodiment, this value for S, is set as the minimum level for 
S., when performing marginal analysis. 
(0073 Multipart, Multi-Echelon Procedure 
0074. In an embodiment, the procedures as described for 
the two-echelon case can be extended to determine the system 
availability for a part in a higher echelon structure. In such an 
embodiment, repair probabilities are applied to the interme 
diate parent locations and the repair lead time at the entry 
location includes the average transport time from the child 
location to the repair facility and to the entry location. The 
allocation procedure in a multi-echelon network becomes 
increasingly complex. In an embodiment, service parts are 
again incrementally allocated to the location where they con 
tribute most to system availability. In one embodiment, the 
multipart multi-echelon procedure includes additional 
checks to provide a Substantially optimal result. 
0075 Turning now to FIGS. 2-6, the particular methods 
associated with embodiments of the invention are described 
in terms of computer software and hardware with reference to 
a flowchart. The methods to be performed by a computing 
device (e.g., an application server) may constitute state 
machines or computer programs made up of computer-ex 
ecutable instructions. The computer-executable instructions 
may be written in a computer programming language or may 
be embodied in firmware logic. If written in a programming 
language conforming to a recognized Standard. Such instruc 
tions can be executed on a variety of hardware platforms and 
for interface to a variety of operating systems. In addition, 
embodiments of the invention are not described with refer 
ence to any particular programming language. It will be 
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appreciated that a variety of programming languages may be 
used to implement embodiments of the invention as described 
herein. Furthermore, it is common in the art to speak of 
Software, in one form or another (e.g., program, procedure, 
process, application, etc.), as taking an action or causing a 
result. Such expressions are merely a shorthand way of saying 
that execution of the Software by a computing device causes 
the device to perform an action or produce a result. 
0076 FIG. 2 is a flow diagram illustrating certain aspects 
of a method for service parts planning in a multi-echelon 
network, according to an embodiment of the invention. Refer 
ring to process block 210, the location where an additional 
service part increases system availability the most is deter 
mined. In one embodiment, this location is determined based, 
at least in part, on marginal analysis. FIG.3 is a block diagram 
illustrating the application of marginal analysis to service 
parts planning according to an embodiment of the invention. 
Location 310 stocks service part A (having a per item cost of 
S100) and service part B (having a per item cost of S1000). 
Tables 320 and 330 respectively show system availability as a 
function of the number of instances for service parts A and B. 
0077 Referring to 312, the system availability for location 
310 is 0.03 if 1 instance of service part A and 0 instances of 
service part Bare stocked at location 310. Similarly, reference 
number 314 shows that the system availability for location 
310 is 0.03 if 0 instances of service part A and 1 instance of 
service part B are stocked at location 310. Marginal analysis 
may be used to determine whether location 310 experiences a 
greater gain in system availability per item cost if an invest 
ment is made in either service part A or service part B. If a 
second instance of service part A is allocated to location 310 
the gain in system availability per item cost is 2*10* as 
shown by 316. If an instance of service part B is allocated to 
location 310, the gain in system availability per item cost is 
6*10 as shown by 316. Thus, in the illustrated embodiment, 
a greater gain in System availability per item cost is achieved 
by investing in service part A. 
0078. In an embodiment, the service parts planning pro 
cedure checks for violations of incremental optimal alloca 
tion as shown by process block 220. The term “violation of 
incremental optimal allocation” refers to optimal allocation 
distributions that involve the combination of (1) increasing 
the inventory at a location and (2) reallocating a service part 
(or parts) among two or more locations (e.g., from a parent 
location to a child location). FIG. 4 is a flow diagram illus 
trating certain aspects of a method for addressing violations 
of incremental optimal allocation, according to an embodi 
ment of the invention. 
0079 Referring to process block 410, the service parts 
planning procedure checks for violations of incremental opti 
mal allocation in conjunction with selecting a location at 
which the allocation of a service part maximally increases 
system availability per item cost. In one embodiment, these 
checks are directed to determining whether a higher gain in 
system availability can be achieved by reallocating a part 
from the location’s parent to a child location providing the 
largest gain in System availability per item cost. This reallo 
cation may be repeated until the gain in System availability 
per item cost decreases. Referring to process block 420, the 
procedure determines whether the location (e.g., as calcu 
lated in process block 210, shown in FIG. 2) is an entry 
location. If the location is an entry location, then it does not 
have a parent location and the procedure exits as shown by 
430. 
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0080 Referring to process block 435, the procedure deter 
mines whether the location's parent has inventory (e.g., has 
an instance of a service part). If the parent does not have 
inventory, then the procedure determines whether the parent 
is an entry location as shown by 440. If the parent is not an 
entry location, then the procedure is applied to a location that 
is one level higher in the location hierarchy as shown by 445. 
I0081. If the parent (or a location selected at, e.g., 445) does 
have inventory, then the procedure reallocates an instance of 
the service part from the parent to a child location as shown by 
450. In an embodiment, the service part is reallocated to the 
child that provides the greatest gain in System availability per 
item cost. The procedure compares the current gain in System 
availability per item cost to the gain in system availability per 
item cost prior to the most recent reallocation at 455. If the 
current gain in System availability per item cost is not greater 
than it was prior to the most recent reallocation, then the 
procedure checks a location that is one level higher in the 
location hierarchy as shown by 460. On the other hand, if the 
gain in system availability per item cost is greater than it was 
prior to the most recent reallocation, then the procedure is 
repeated for the parent of the location where the last item of 
inventory was reallocated as shown by 465. In an embodi 
ment, this procedure is repeated until the entry location is 
encountered. 

I0082 In the multi-echelon environment, the delta in sys 
tem availability due to an incremental investment in one ser 
Vice part is not necessarily convex. For example, the gain in 
system availability per item cost may be greater if two (or 
more) instances of a service part are allocated to a location. 
Referring again to FIG. 2, in an embodiment, the service parts 
planning procedure checks for violations of convexity as 
shown by 230. In one embodiment, checking for violations of 
convexity includes determining whether the delta in System 
availability per item cost increases (or decreases) as the 
inventory position (e.g., 1, 2, 3, etc.) of a service part at a 
location increases. This procedure can avoid interior points in 
an otherwise convex investment-system availability curve. 
I0083 FIG. 5 is a flow diagram illustrating certain aspects 
of a method for addressing violations of convexity, according 
to an embodiment of the invention. Referring to process block 
510, the procedure checks for a violation of convexity after 
calculating a location where the allocation of a service part 
provides the greatest gain in system availability per item cost. 
The procedure allocates an additional instance of the service 
part to the location at 520. The procedure then recalculates the 
gain in system availability per item cost based, at least in part, 
on the current number of instances of the service part at the 
location. Referring to process block 540, the procedure deter 
mines whether the average gain in system availability per 
item cost decreased after allocating the additional instance of 
the service part. If the average gain in System availability per 
item cost has not decreased, then the procedure allocates an 
additional instance of the service part to the location as shown 
by 550. In an embodiment, the procedure is repeated until the 
average gain in System availability decreases as shown by 
56O. 

I0084. Referring again to FIG. 2, the procedure for calcu 
lating a location where an additional service part maximally 
increases the system availability per item cost is repeated for 
each service part in the network as shown by 240. The pro 
cedure determines the service part that provides the greatest 
gain in system availability per item cost at 250. In an embodi 
ment, an investment is made in the service part that provides 
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the greatest gain in system availability per item costas shown 
by 260. In one embodiment, the procedure is repeated until 
either a budget is expended or a target system availability is 
achieved as shown by 270. 
I0085. Referring to process block 275, the service parts 
planning system receives updated budget information (e.g., 
delta planning). The target budget is constrained based, at 
least in part, on the updated budget information at 280. For 
example, the value of the target budget may be replaced by the 
value of the budget that has been allocated for service parts 
during delta planning. In an embodiment, the allocation of 
service parts to locations is recalculated based, at least in part, 
on the new value of the budget as shown by 285. In an 
embodiment, the starting inventory position during the recal 
culation is determined by the inventory position just prior to 
receiving the updated budget information. 
I0086 FIG. 6 is a flow diagram illustrating certain aspects 
of a method for service parts planning that checks for viola 
tions of incremental optimal allocation and violations of con 
vexity, according to an embodiment of the invention. Process 
blocks 605 and 610 form loop A of procedure 600. Similarly, 
process blocks 615 and 620 form loop B of procedure 600. 
Loop B cycles through each service part within a service parts 
pool and determines the gain in system availability per item 
cost for each service part. Referring to process block 625, the 
procedure determines the service part that currently provides 
the greatest gain in System availability per item cost. The 
budget expended for that service part is increased at 630. 
Loop A repeats the procedure until the budget is expended or 
a target availability is reached. 
I0087. Referring to process block 645, procedure 600 cal 
culates, for each service part, which location within a network 
provides the greatest gain in system availability per item cost. 
In an embodiment, this calculation is based, at least in part, on 
marginal analysis (e.g., as illustrated in FIG. 3). In certain 
cases, obtaining the greatest gain in System availability per 
item cost involves the combination of (1) increasing the 
inventory at a location and (2) reallocating a service part (or 
parts) among two or more locations (e.g., from a parent loca 
tion to a child location). The phrase “checking for violations 
of optimal allocation” refers to determining whether obtain 
ing the greatest gain includes reallocating a service part (or 
parts) among two or more locations. In an embodiment, pro 
cedure 600 provides checking for violations of optimal allo 
cation. In the illustrated embodiment, these checks are imple 
mented by process blocks 650-680. The procedure 
implemented in process blocks 650-680 is substantially simi 
lar to the procedure described with reference to FIG. 4. In an 
alternative embodiment, checking for violations of optimal 
allocation may include more process elements, fewer process 
elements, and/or different process elements. 
0088. In certain cases, obtaining the greatest gain in Sys 
tem availability per item cost involves checking for violations 
of convexity (e.g., as described above with reference to FIG. 
5). In an embodiment, checking for violations of convexity 
includes determining whether the gain in System availability 
per item cost is greater when more than one instance of a 
service part is allocated to a location. For example, allocating 
a first instance of a service part may provide again of two 
percent in System availability per dollar spent on the service 
part. Allocating a second instance of the service part, how 
ever, may provide again often percent in System availability 
per dollar spent. In Such cases, it may be preferable to allocate 
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two instances of the service part to the location to achieve the 
greatest gain in service availability per item cost. 
0089. In the illustrated embodiment, a check for violations 
of convexity is performed at process block 640. In an embodi 
ment, checking for violations of convexity includes repeating 
loop C until the average increase in System availability per 
additionally allocated service part decreases. In one embodi 
ment these checks are Substantially similar to the checks 
described above with reference to FIG. 5. In an alternative 
embodiment, checking for violations of convexity may 
include more process elements, fewer process elements, and/ 
or different process elements than those illustrated in FIG. 5. 
(0090 FIG. 7 is a block diagram of computing system 700 
implemented according to an embodiment of the invention. 
Computing system 700 may include: processor(s) 710, 
memory 720, one or more Input/Output devices 730, network 
interface(s) 740, and service parts planning module 750. The 
illustrated elements may be connected together through sys 
tem interconnection 760. Processor(s) 710 may include a 
microprocessor, microcontroller, field programmable gate 
array (FPGA), application specific integrated circuit (ASIC), 
central processing unit (CPU), programmable logic device 
(PLD), and similar devices that access instructions from sys 
tem storage (e.g., memory 720), decode them, and execute 
those instructions by performing arithmetic and logical 
operations. 
0091 Service parts planning module 750 may enable 
computing system 700 to determine a service parts distribu 
tion in a multipart multi-echelon network. Service parts plan 
ning module 750 may be executable content, control logic 
(e.g., ASIC, PLD, FPGA, etc.), firmware, or some combina 
tion thereof, in an embodiment of the invention. In embodi 
ments of the invention in which service parts planning mod 
ule 750 is executable content, it may be stored in memory 720 
and executed by processor(s) 710. 
0092. In an embodiment, service parts planning module 
750 is part of a multi-tiered network. The multi-tiered net 
work may be implemented using a variety of different appli 
cation technologies at each of the layers of the multi-tier 
architecture, including those based on the Java 2 Enterprise 
EditionTM (“J2EE) platform, the Microsoft .NET platform, 
the Websphere platform developed by IBM Corporation, and/ 
or the Advanced Business Application Programming 
(“ABAP) platform developed by SAP AG. 
0093 Memory 720 may encompass a wide variety of 
memory devices including read-only memory (ROM), eras 
able programmable read-only memory (EPROM), electri 
cally erasable programmable read-only memory (EEPROM), 
random access memory (RAM), non-volatile random access 
memory (NVRAM), cache memory, flash memory, and other 
memory devices. Memory 720 may also include one or more 
hard disks, floppy disks, ZIP disks, compact disks (e.g., CD 
ROM), digital versatile/video disks (DVD), magnetic random 
access memory (MRAM) devices, and other system-readable 
media that store instructions and/or data. Memory 720 may 
store program modules Such as routines, prog s, objects, 
images, data structures, program data, and other program 
modules that perform particular tasks or implement particular 
abstract data types that facilitate system use. 
(0094. One or more I/O devices 730 may include a hard 
disk drive interface, a magnetic disk drive interface, an optical 
drive interface, a parallel port, serial controller or super I/O 
controller, serial port, universal serial bus (USB) port, a dis 
play device interface (e.g., video adapter), a network interface 
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card (NIC), a sound card, modem, and the like. System inter 
connection 760 permits communication between the various 
elements of computing system 700. System interconnection 
760 may include a wide variety of signal lines including one 
or more of a memory bus, peripheral bus, local bus, hostbus, 
bridge, optical, electrical, acoustical, and other propagated 
signal lines. 
0095 Elements of embodiments of the present invention 
may also be provided as a machine-readable medium for 
storing the machine-executable instructions. The machine 
readable medium may include, but is not limited to, flash 
memory, optical disks, compact disks-read only memory 
(CD-ROM), digital versatile/video disks (DVD) ROM, ran 
dom access memory (RAM), erasable programmable read 
only memory (EPROM), electrically erasable programmable 
read-only memory (EEPROM), magnetic or optical cards, 
propagation media or other type of machine-readable media 
suitable for storing electronic instructions. For example, 
embodiments of the invention may be downloaded as a com 
puter program which may be transferred from a remote com 
puter (e.g., a server) to a requesting computer (e.g., a client) 
by way of data signals embodied in a carrier wave or other 
propagation medium via a communication link (e.g., a 
modem or network connection). 
0096. It should be appreciated that reference throughout 

this specification to "one embodiment” or "an embodiment” 
means that a particular feature, structure or characteristic 
described in connection with the embodiment is included in at 
least one embodiment of the present invention. Therefore, it is 
emphasized and should be appreciated that two or more ref 
erences to “an embodiment” or “one embodiment” or “an 
alternative embodiment” in various portions of this specifi 
cation are not necessarily all referring to the same embodi 
ment. Furthermore, the particular features, structures or char 

Sep. 12, 2013 

acteristics may be combined as suitable in one or more 
embodiments of the invention. 
(0097. Similarly, it should be appreciated that in the fore 
going description of embodiments of the invention, various 
features are sometimes grouped together in a single embodi 
ment, figure, or description thereof for the purpose of stream 
lining the disclosure aiding in the understanding of one or 
more of the various inventive aspects. This method of disclo 
sure, however, is not to be interpreted as reflecting an inten 
tion that the claimed subject matter requires more features 
than are expressly recited in each claim. Rather, as the fol 
lowing claims reflect, inventive aspects lie in less than all 
features of a single foregoing disclosed embodiment. Thus, 
the claims following the detailed description are hereby 
expressly incorporated into this detailed description, with 
each claim standing on its own as a separate embodiment of 
this invention. 
What is claimed is: 
1. A method for service parts planning in a network having 

one or more service parts comprising: 
identifying a plurality of possible location for distribution 

of an instance of a service part; 
calculating, by a computer, which location of the plurality 

of possible locations allocation of the instance of the 
service part will increases the availability of a service 
part with in the network to the greatest degree per unit 
cost; 

allocating, by the computer, the instance of the service part 
to the calculated location; and 

repeating the calculating and allocating until one of a Sup 
ply of services parts is entirely allocated or a predefined 
budget is reached. 


