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METHODS, SYSTEMS AND COMPUTER PROGRAM PRODUCTS FOR
REGENERATING AUDIO PERFORMANCES

RELATED APPLICATIONS
[0001] The present application claims the benefit of and priority from U.S.

Provisional Application No. 61/038,242, filed March 20, 2008 and is a continuation-
in-part of application no. 10/977,850 filed October 29, 2004, the disclosures of which

are hereby incorporated herein in their entireties by reference.

FIELD OF THE INVENTION
[0002] The invention relates to generation of high-resolution data records representing

musical performances and methods and systems using the same.

BACKGROUND OF THE INVENTION
[0003] It is known in the entertainment industry to use realistic computer graphics
(CG) in various aspects of movie production. Many algorithms for natural behavior in
the visual domain have been developed for film. For example, algorithms were
developed for movies such as Jurassic Park to determine how a natural gait looked,
how muscles moved in relation to a skeleton and how light reflected off of skin.
However, similar types of problems in the audio, particularly music, domain remain
relatively unaddressed. The necessary step is the ability to accurately transcribe what
happens in a music performance into precise measurements that allow the fine
nuances of the performance to be recreated.
[0004] Characterizing music may be a particularly difficult problem. Various
approaches have been attempted to providing “automatic transcription” of music,
typically from a waveform audio (WAV) format to a Musical Instrument Digital

Interface (MIDI) format. Computer musicians generally refer to “WAV-to-MIDI”
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with reference to transforming a song in digitized waveforms into the corresponding
notes in the MIDI format. The source of the recording could be, for example, aﬁalog
or digital, and the conversion process can start from a record, tape, CD, MP3 file, or
the like. Traditional musicians generally refer to such transformation of a song as
“Automatic Transcription.” Manual transcription techniques are typically used by
skilled musicians who listen to recordings repeatedly and carefully copy down on a
music score the notes they hear; for example, to notate improvised jazz performances.
[0005] Numerous academics have looked at some of the problems in a non-
commercial context. In addition, various companies offer software for WAV-to-MIDI
decoding, for example, Digital Ear™, intelliScore™, Amazing MIDI, AKoff™, MB
TRANS™, and Transcribe!™. These products generally focus on songwriters and
-amateurs and include capability for determining note pitches and durations, to help
musicians create a simple score from a recording. However, these known products
tend to be generally unreliable in processing more than one note at a time. In addition,
these products generally fail to address the full range of characteristics of music. For
example, with a piano, note characteristics may include: pitch, duration, strike and
release velocities, key angle, and pedals. Academic research on automatic
transcription has also occurred, for example, at the Tampere University of Technology
in Finland. Known work on automatic transcription has generally not yielded
archival-quality recreation of music performances.

[0006] There are 100 years of recordings in the vaults of the recording companies and
in private collections. Many great recordings have never been released, because they
were marred in some way that made them substandard. Live performances are often
commercially not releaseable because, for example, of background noises or out-of-
tune piano strings. Many analog tapes from previous decades are decaying, because
of the chemical formula used in making the tape binder. They also may never have

been released because they were recorded on low-quality devices, such as cassette
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recorders. Similarly, many desirable studio recordings have never seen released, due
to instrument or ecjuipment problems during their recording sessions.
[0007] The recording industry has embarked on the next set of consumer formats,
following CDs in the early 1980°s: high-definition surround sound. The new formats
include DVD-Audio (DVD-A), Blu-ray and Video and Super Audio CD (SACD).
There are 33 millibn home surround sound systems in use today, a number growing
quickly along with high-definition TV. The challenge in the recording industry is
bringing older audio material forward into modern sound for re-release. Candidates

| for such a conversion include mono recordings, especially those before 1955; stereo
recordings without multi-channel masters; master tapes from the 1970s and 1980s,
which are generally now decaying due to an inferior tape binder formulation; and any
of these combined with video captures, which are issued as surround-sound DVDs.
[0008] Another music related recording area is creating MIDI from a printed score.
For example, like optical character reader (OCR) software for text documents, it is
known to provide application software for musicians to allow them to place a music
score on a scanner and have music-scan application software convert it into a digitized
format based on the scanned image. Similarly, application notation software is known
to convert MIDI files to printed musical scores.
[0009] Application software for converting from MIDI to WAV is also known. The
media player on a personal computer typically plays MIDI files. The better the
samples it uses (snippets of digital recordings of acoustic instruments), the bettér the
playback will typically sound. MIDI was originally designed, at least in part, as a way
to describe performance details to electronic musical instruments, such as MIDI
electronic pianos (with no strings or hammers) available, for example, from Korg,

Kurzweil, Roland, and Yamaha.

SUMMARY OF THE INVENTION

[0010] Some embodiments of the present invention provide methods for generating a

3
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new recording of a past musical performance of a musician from a recording of the
past musical performance, including obtaining a high-resolution data record
representing actions of the musician while playing the past musical performance that
is generated based on the recording of the past musical performance and positioning
an automated musical instrument in a selected acoustic context and positioning a
sound detection device at a selected sound detection location in the selected acoustic
context. The high-resolution data record is provided to the musical instrument to
cause the musical instrument to re-produce the actions of the musician while playing
the past performance. The sound waves generated by the musical instrument, as
detected by the sound detection device, are recorded while the actions of the musician
are being re-produced to generate the new recording of the past musical performance.
[0011] In further embodiments, the high-resolution data record includes notes played
by the musician during the past musical performance detected based on sound waves

- generated by the musician during the past musical performance and the high-
resolution data record includes at least four associated characteristics for each note.
Obtaining the high-resolution data record may include generating the high-resolution
data record based on an audio recording of the sound waves generated by the musician
while playing the past musical performance. Generating the high-resolution data
record may include detecting notes played by the musician during the past musical
performance based on the sound waves generated by the musician during the past
musical performance and providing at least four associated characteristics for each
detected note. For example, the instrument played by the musician while playing the
past musical performance may be a piano and the at least four associated -
characteristics may include at least one hammer positioning characteristic and at least
one pedal positioning characteristic. The at least four associated characteristics may
include pitch, timing and at least one of volume, hammer velocity, a key release
characteristic, a key release timing, a key angle when pressed characteristic, damper

positions and/or pedal positions. Ones of the at least four associated characteristics
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associated with timing may be provided with at least milli-second timing resolution.
[0012] In other embodiments, recording the sound waves is followed by generating a
high-resolution data record representing actions of the musical instrument to re-
produce the actions of the musician by detecting notes played by the musical
instrument while re-producing the actions of the musician based on the recorded
sound waves generated by the musical instrument and providing at least four
associated characteristics for each detected note.

[0013] In further embodiments, obtaining a high-resolution data record includes
obtaining a plurality of high-resolution data records. Positioning the automated
musical instrument includes positioning a plurality of automated musical instruments.
Providing the high-resolution data record to the musical instrument includes
providing respective ones of the plurality of high-resolution data records to
corresponding ones of the automated musical instruments.

[0014] In other embodiments, positioning the automated musical instrument in the
selected acoustic context is preceded by selecting the desired acoustic context for the
new recording and positioning the sound detection device is preceded by selecting the
desired sound detection location in the selected acoustic context. Providing the high-
resolution data record to the musical instrument may be preceded by modifying the
high-resolution data record. Modifying the high-resolution data record may include
changing notes, phrasing, emphasis and/or pedaling associated characteristics for the
notes played by the musician. Modifying the high-resolution data record may include
changing notes, phrasing, emphasis, articulation and/or pedaling associated
characteristics for the notes played by the musician.

[0015] In yet further embodiments, the sound detection device is a plurality of sound
detection devices and the selected sound detection location is a plurality of locations
selected to provide for stereo, surround sound or binaural playback of the new
recording of the past musical performance. Recording sound waves may include

recording sounds with different ones of the plurality of sound detection devices to
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generate a plurality of new recordings associatéd respectively with stereo, surround
sound and/or binaural playback.

[0016] In other embodiments, the musical instrument is a virtual musical instrument,
the sound detection device is a virtual sound detection device, the acoustic location is
a virtual acoustic location, the actions of the musician are algorithmic simulations to
define virtual sound waves and the sound waves are virtual sound waves. A software
regeneration module carries out positioning the automated musical instrument in the
selected acoustic context, positioning the sound detection device at the selected sound
detection location in the selected acoustic context, providing the high-resolution data
record to the musical instrument to cause the musical instrument to re-produce the
actions of the musician while playing the past performance and recording the sound
waves to generate the new recording of the past musical performance. |

[0017] In yet further embodiments, computer systems for generating a new recording
of a past musical performance of a musician from a recording of the past musical
performance are provided. The computer systems include a source high-resolut.ion
data record and a regeneration module. The source high-resolution data record
represents actions of the musician while playing the past musical performance that is
generated bésed on the recording of the past musical performance. The regeneration
module is configured to: position a virtual musical instrument in a selected virtual
acoustic context; position a virtual sound detection device at a selected virtual sound
detection location in the selected virtual acoustic context; input the source high-
resolution data record to the virtual musical instrument to simulate the actions of the
musician while playing the past performance to produce virtual sound waves and to
save the virtual sound waves as detected by the virtual sound detection device to
generate a new recording file based on the source high-definition data record.

[0018] In other embodiments, computer-implemented methods for generating a new
musical performance data record based on a plurality of past musical performances of

at least one musician include the following carried out by a computer; obtaining a
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first high-resolution data record representing actions of the at least one musician
during a first of the past musical performances that is generated based on sound waves
detected during the first of the past musical performances; obtaining a second high-
resolution data record representing actions of the at least one musician during a
second of the past musical perforrnanceé that is generated based on sound waves
detected during the second of the past musical performances; obtaining instructions
for combining the first and second high-resolution data records to provide actions
associated with playing a new musical performance, and; combining the first and
second high-resolution data records based on the obtained instructions to generate a
third high-resolution data record representing the actions associated with playing the
new musical performance to provide the new musical performance data record.
[0019] The first and second high-resolution data records may be notes played by the at
least one musician during the respective first and second of the past musical
performances detected based on sound waves generated by the at least one musician
during the past musical performances and the first, second and third high-resolution
data records may include at least four associated characteristics for each note. The at
least one musician may be one musician. The high-resolution data records may be
high-resolution Musical Instrument Digital Interface (MIDI) specificationfiles. The
high-resolution data records may be XP Mode MIDI format files, SE format files, LX
format files and/or CEUS format files.

[0020] In further embodiments, computer program products for generating a new
musical performance data record based on a plurality of past musical performances of
at least one musician include a computer-readable storage medium having computer-
readable program code embodied in said medium. The computer-readable program
code includes program code configured to combine a first high-resolution data record
representing actions of the at least one musician during a first of the past musical
performances that is generated based on sound waves detected during the first of the

past musical performances and a second high-resolution data record representing
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actions of the at least one musician during a second of the past musical performances
that is generated based on sound waves detected during the second of the past musical
performances based on obtained instructions for combining the first and second high-
resolution data records to provide actions associated with playing a new musical
performance, wherein the combined first and second high-resolution data records are
combined to generate a third high-resolution data record representing actions
associated with playing the new musical performance to provide the new musical
performance data record.

[0021] In other embodiments, computer systems configured to generate a new musical
performancé data record based on a plurality of past musical performances of at least
one musician include a first high-resolution data record representing actions of the at
least one musician during a first of the past musical performances that is generated
based on sound waves detected during the first of the past musical performances and a
second high-resolution data record representing actions of the at least one musician
during a second of the past musical performances that is generated based on sound
waves detected during the second of the past musical performances. A user interface
is also provided that is configured to obtain instructions for combining the first and
second high-resolution daté records to provide actions associated with playing a new
musical performance. A generation module is provided that is configured to combine
the first and sécond high-resolution data records based on the obtained instructions to
generate a third high-resolution data record representing the actions associated with
playing the new musical performance to provide the new musical performance data

record.

BRIEF DESCRIPTION OF THE'DRAWIN GS
[0022] Fig. 1 is a block diagram of an exemplary data processing system suitable for

use in embodiments of the present invention.
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[0023] Fig. 2 is a more detailed block diagram of an exemplary data processing
System incorporating some embodiments of the present invention.

[0024] Figs. 3 to 5 are flow charts illustrating operations for detecting a note
according to various embodiments of the present invention.

[0025] Fig. 6 is a flow chart illustrating operations for detecting an edge according to
some embodiments of the present invention.

[0026] Fig. 7 is a flow chart illustrating operations for detecting a note according to
some embodiments of the present invention.

[0027] Fig. 8 is a flow chart illustrating operations for measuring smoothness
according to some embodiments of the present inveﬁtion.

[0028] Figs. 9 to 13 are flow charts illustrating operations for detecting a note
according to further embodiments of the p‘resent. invention.

[0029] Fig. 14 is a block diagram of an exemplary data processing system suitable for
_use in other embodiments of the present invention.

[0030] Figs. 15 and 16 are flow charts illustrating operations for generating a new
recording of a past musical performance of a musician from a recdrding of the past -
musical performance according to further embodiments of the present invention.
[0031] Fig. 17 is a flow chart illustrating operations for generating a new musical
performance data record based on a plurality of pﬁst musical performances of at least

one musician according to some embodiments of the present invention.

DETAILED DESCRIPTION OF EMBODIMENTS OF THE INVENTION
[0032] The invention now will be described more fully hereinafter with reference to
the accompanying drawings, in which illustrative embodiments of the invention are
shown. This invention may, however, be embodied in many different forms and
should not be construed as limited to the embodiments set forth herein; rather, these
embodiments are provided so that this disclosure will be thorough and complete, and

will fully convey the scope of the invention to those skilled in the art. Like numbers
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refer to like elements throughout. As used herein, the term "and/or" includes any and
all combinations of one or more of the associated listed items.

[0033] The terminology used herein is for the purpose of describing particular
embodiments only and is not intended to be limiting of the invention. As used herein,
the singular forms "a", "an" and "the" are intended to include the plural forms as well,
unless the context clearly indicates otherwise. It will be further understood that the
terms "comprises" and/or "comprising," when used in this specification, specify the
presence of stated features, integers, steps, operations, elements, and/or components,
but do not preclude the presence or addition of one or more other features, integers, -
steps, operations, elements, components, and/or groups thereof.

[0034] Unless otherwise defined, all terms (including technical and scientific terms)
used herein have the same meaning as commonly understbod by one of ordinary skill
in the art to which this invention belongs. It will be further understood that terms,
such as those defined in commonly used dictionaries, should be interpreted as having
a meaning that is consistent with their meaning in the context of the relevant art and
will not be interpreted in an idealized or overly formal sénse unless expressly so
defined herein.

[0035] As will be appreciated by one of skill in the art, the invention may be
embodied as methods, data processing systems, and/or computer program prbducts.
Accordingly, the present invention may fake the form of an entirely hardware
embodiment, an entirely software embodiment or an embodiment comi)ining software
and hardware aspects, all generally referred to herein as a "circuit" or "module."
Furthermore, the present invention may take the form of a computer program product
on a computer-usable storage medium having computer-usable program code
embodied in the medium. Any suitable computer readable medium may be utilized
including hard disks, CD-ROMs, optical storage devices, a transmission media such

as those supporting the Internet or an intranet, or magnetic storage devices.
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[0036] Computer program code for carrying out operations of the present invention
may be written in an object oriented programming language such as JAVA7,
Smalltalk or C++. However, the computer program code for carrying out operations
of the present invention may also be written iﬁ conventional procedural programming
languages, such as the "C" programming language or in a visually oriented
programming environment, such as VisualBasic. Dynamic scripting languages such
as PHP, Python, XUL, etc. may also be used. It is also possible to use combinations
of programming languages to provide computer program code for carrying out the
operations of the present invention.

[0037] The program code may execute entirely on the user's computer, partly on the
user's computer, as a stand-alone software package, partly on the user's computer and
partly on a remote computer or entirely on the remote computer. In the latter scenario,
the remote computer may be connected to the user's computer through a local area
network (LAN) or a wide area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using an Internet Service
Provider).

[0038] The invention is described in part below with reference to flowchart
illustrations and/or block diagrams of methods, systems and/or computer program
products according to some embodiments of the invention. It will be understood that
each block of the illustrations, and combinations of blocks, can be implemented by
computer program instructions. These computer program instructions may be -
provided to a processor of a general purpose computer, special purpose computer, or
other programmable data processing apparatus to produce a machine, such that the
instructions, which execute via the processor of the computer or other programmable
data processing apparatus, create means for implementing the functionS/acts specified
in the block or blocks.

[0039] These computer program instructions may also be stored in a

computer-readable memory that can direct a computer or other programmable data
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processing apparatus to function in a particular manner, such that the instructions
stored in the computer-readable memory produce an article of manufacture including
instruction means which implement the funétion/act spectified in the block or blocks.
[0040] The computer program instructions may also be loaded onto a computer or
other programmable data processing apparatus to cause a series of operational steps to
be performed on the computer or other programmable apparatus to produce a
computer implemented process such that the _ixistructions which execute on the
computer or other programmable apparatus provide steps for implementing the
functions/acts specified in the block or blocks.

[0041] Embodiments of the present invention will now be discussed with reference to
Figs. 1 through 13. As described herein, some embodiments of the present invention
provide methods systems and computer program products for detecting edges.
Furthermore, particular embodiments of the present invention provide for detection of
notes and may.:be used, for example, in connection with automatic transcription of
musical scores to a digital format, such as MIDI. Manipulation and reproduction of
such performances may be enhanced by conversion to a note based digital format,
such as the MIDI format.

[0042] Using computer technology, detection of notes according to various
embodiments of the present invention may change how music is created, analyzed,
and preserved by advancing audio technology in ways that may provide highly
realistic reproduction and increased interactivity. For example, some embodiments of
the present invention may provide a capability analogous to optical character |
recognition (OCR) for musical recordings. In such embodiments, musical recordings
may be converted back into, for example, the keystrokes and pedal motions that would
have been used to create them. This may be done, for example, in a high-resolution
MIDI format, which may be played back with high reality on corresponding computer-

controlled devices, such as grand pianos.
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[0043] In other words, some embodiments of the present invention may allow
decoding of recordings back into a format that can be readily manipulated. Doing SO
may benefit the music industry by unldcking the asset value in historical recording
vaults. Such recordings may be regenerated into new performances, which can play
afresh on in-tune musical instruments in superior halls. The major music labels could
thereby re-record their works in modem sound. The music labels could use a variety
of recording formats, such as today’s high-definition surround-sound Super Audio CD
(SACD), Blu-ray or DVD-Audio (DVD-A), and re-release recordings from back
catalog. The music labels could also choose to use the latest digital rights
management in the re-release.

[0044] Re_:ferring now to Fig. 1, a block diagram of data processing systems suitable
for use in systems according to some embodiments of the present invention will be
discussed. As illustrated in Fig. 1, an exemplary embodiment of a data proéessing
system 30 may include input device(s) 32 such as a microphone, keyboard or keypad,
a display 34, and a memory 36 that communicate with a processor 38. The data
processing system 30 may further include a speaker 44, and an [/O data port(s) 46 that
also communicate with the processor 38. The I/O data ports 46 can be used to transfer
information between the data processing system 30 and another computer system or a
network. These components may be conventional components, suéh as those used in
many conventional data processing systems, which may be configured to operate as
described herein.

[0045] Fig. 2 is a block diagram of data processing systems that illustrates systems,
methods, and/or computer program products in accordance with some embodiments
of the present invention. The processor 38 communicates with the memory 36 via an
address/data bus 48. The processor 38 can be any commercially available or custom
processor, such as a microprocessor. The memory 36 is representative of the overall
hierarchy of memory devices containing the software and data used to implement the

functionality of the data processing system 30. The memory 36 can include, but is not
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limited to, the following types of devices: cache, ROM, PROM, EPROM, EEPROM,
flash memory, SRAM and/or DRAM.

[0046] As shown in Fig. 2, the memory 36 may include several categories of software
and data used in the data processing system 30: the operating system 52; the
application programs 54; the input/output (I/O) device drivers 58; and the data 60. As
will be appreciated by those of skill in the art, the operating system 52 may be any
operating system suitable for use with a data processing system, such as 0OS/2, AIX or
System390 from International Business Machines Corporation, Armonk, NY,
Windows95, Windows98, Windows2000 or WindowsXP from Microsoft
Corporation, Redmond, WA, Unix, Linux, Sun Solaris or Apple Macintosh OS X.
The I/O device drivers 58 typically include software routines accessed through the
operating system 52 by the application programs 54 to communicate with devices,
such as the I/O data port(s) 46 and certain memory 36 components. The application
programs 54 are illustrative of the programs that implement the various features of the
data processing system 30. Finally, the data 60 represents the static and dynamic data
used by the application programs 54, the operating system 52, the I/O device drivers
58, and other software programs that may reside in the memory 36.

[0047] As is further seen in Fig. 2, the application programs 54 may include a
frequency domain module 62, a time domain module 64, an edge detection module 65
and a note detection module 66. The frequency domain module 62, in some
embodiments of the present invention, generates a plurality of sets of frequency
domain representatioris, using, but not limited to, such transforms as fast fourier
transforms (FFT., DFT, DTFT, STFT, etc.), wavelet based transforms (wavelets,
wavelet packets, etc.), and/or using, but not limited to, such spectral estimation
techniques as linear least squares, non-linear least squares, High-Order Yule-Walker,
Pisarenko, MUSIC, ESPRIT, Min-Norm, and the like or other representations of an
audio signal over time. Each set may be associated with a particular frequency taken

at different times. The time domain module 64 may generate a time domain
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representation from each set of frequency domain representations (i.e., a plot of the
FFT data for a particular frequency over time). The edge detection module 65 may
detect a plurality of edges in the time domain representation(s) from the time domain
module 64. Finally the note detection module 66 detects the note by selecting one of
the edges as corresponding to the note based on the characteristics of the time domain
representation(s). Operations of the various application modules will be further
described with reference to the embodiments illustrated in the flowchart diagrams of
Figs. 3-13. 4
[0048] The data portion 60 of memory 36, as shown in the embodiments illustrated in
Fig. 2, may include frequency boundaries data 67, note slope parameter data 69 and
pararnefer_weight data 71. The frequency boundaries data 67 may be used to provide
non-uniform frequency boundaries for generating frequency domain representations
by the frequency domain module 62. The note slope parameter data 69 may be
utilized by the edge detection module 65 in edge detection as will be described further
herein. Finally the parameter weight data 71 may be used by the note detection
module 66 to determine which edges from the edge detection module 65 correspond to
notes. '

[0049] While embodiments of the present invention have been illustrated in Fig. 2
with reference to a particular division between application programs, data and the like,
‘the present invention should not be construed as limited to the configuration of Fig. 2,
as the invention encompasses any configuration capable of carrying out the operations '
described herein. For example, while the edge detection 64 and note detection 66 are
illustrated as separate applications, the functionality provided by the applications
could be provided in a single application or in more than two applications.

[0050] Various of the known approaches to automatic transcription of music
discussed above process an audio signal though digital signal processing (DSP)
operations, such as Laplace transforms, Fast Fourier transforms (FFTs), discrete

Fourier transforms (DFTs) or short time Fourier transforms (STFTs). Alternative
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approaches to this initial processing may include gamma tone filters, band pass filters
and the like. The frequency domain information from the DSP is then provided-to a
note identification process, typically a neural network that has been trained based on
some form of known -input audio signal.
[0051] In contrast, some embodiments of the present invention, as will be described
herein, process the frequency domain data through edge detection with the edge
detection module 65 and then carry out note detection with the note detection module
66 based on the detected edges. In other words, a plurality of edges are detected in a
time domain representation generated for a particular pitch from the frequency domain
information. It will be understood that the time domain representation corresponds to
a set of frequency domain representations for a particular pitch over time, with a
resolution for the time domain representation being dependent on a resolution window
used in generating the frequency domain representations, such as FFTs. In other
words, a rising edge corresponds to energy appearing at a particular frequency band
(pitch) at a particular time. '
[0052] Note detection then processes the detected edges to distinguish a musical note
(i.e., a fundamental) from harmonics, bleeds and/or noise signals from other sources.
Further information about a detected note may be determined from the time domain
representation in addition to a start time associated with a time of detection of the
edge found to correspond to a musical note. For example, a maximum amplitude and
duration may be determined for the detected note, which characteristics may further
characterize the performance of the note, such as, for a piano key stroke, a strike
velocity, duration and/or release velocity. The pitch may be identified based on the

~ frequency band of the frequency domain representations used to build the time domain
representation including the detected note. |
[0053] As will be further described herein, while various techniques are known for
edge detection that are suitable for use with embodiments of the present invention,

some embodiments of the present invention utilize novel approaches to edge
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detection, such as processing the time domain representations through multiple edge
detectors of different types. One of the edge detectors may be treated as the primary
source for identifying the presence of edges in the time domain representation, while
the others may be utilized for verification and/or as hints indicating that a detected

" edge from the primary edge detector is more likely to correspond to a musical note,
which information may be used durihg subsequent note detection operations. An
example of a configuration utilizing three edge detectors will now be described.
[0054] It will be understood that an edge detector, as used are herein, refers to a shape
detector that may be set to detect a sharp rise associated with an edge being present in
the data. In some cases the edges may not be readily detected (such as a repeated note,

| where a second note may have a much smaller rise) and edge detection may be based
on detection of other shapes, such as a cap at the top of the peak for the repeated note.
[0055] The first or primary edge detector for this example is a conventional edge
detector that may be tuned to a rising edge slope generally corresponding to that
expected for a typical note occurring over a two octave musical range. However, as
each pitch corresponds to a different time domain representation being processed
through edge detection, the edge detector may be tuned to an expected slope for a note
of a particular pitch corresponding to a time domain representation being processed,
and then re-tured for other time domain representations. As automatic transcription
of music may not be time sensitive, a common edge detector may be used that is re-
calibrated rather than providing a plurality of separately tuned primary edge detectors
for concurrent processing of different pitches. The edge detector may also be tuned to
select a start time for a detected rising edge based on a point intermediate to the
detected start and peak time, which may reduce variability in the start time detection.
[0056] It will also be understood that the sample period for generating the frequency
domain representations may be decreased to increase the time resolution of the
corresponding time domain representations generated therefrom. For example, while

the present inventors have successfully utilized ten millisecond resolution, it may be
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desirable, in some instances, to increase resolution to one millisecond to provide even
more accurate identification of start time for a detected musical note. However, it will
be understood that doing so will increase the amount of data processing required in
generation of the frequency domain representations.

[0057] Continuing with this example of a multiple edge detector embodiment of the
present invention, the second edge detector may be a detector responsive to a shape of,
rather than energy in, an edge. In other words, normalization of the input signal may
be provided to increase the sensitivity for detection of a particular shape of rising edge
in contrast with an even greater energy level of a "louder" edge having a different
shape. For this particular example, a third edge detector is also used to provide
"hints" (i.e., verification of edges detected by the first edge detector). The third edge
detector may be configured to be an energy responsive edge detector, like the primary
edge detector, but to require more energy to detect an edge. For example, the first
edge detector may have an analysis window over ten data points, each of ten
milliseconds (for a total of 100 milliseconds), while the third edge detector may have
an analysis window of thirty data points (for a total of 300 milliseconds).

[0058] The particular length of the ionger time analysis window may be selected, for
example, based on characteristics of an instrument generating the notes being
detected. A piano, for example, typically has a note duration of at least about 150
milliseconds so that a piano note would be expected to last longer than the analysis
window of the first edge detector and, thus, provide additional energy when analyzed
by the third edge detector, while a noise pulse in the time signal may not provide any
additional energy by extension of the analysis window. |

[0059] As will be described further herein, once an edge is detected, a plurality of
characterizing parameters of the time domain represehtation in which the edge was
detected inay be generated for uses in detecting a note in various embodiments of the

present invention. Particular examples of such characterizing parameters will be
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provided after describing various embodiments of the present invention with reference
to the flow chart illustrations in the figures.

[0060] Fig. 3 illustrates operations for detecting a note according to-some
embodiments of the present invention that may be carried out, for example, by the
application programs 54. As seen in the embodiments of Flg 3, operations begin at
Block 300 by generating a plurality of frequency domain representations of an audio
signal over time. Time domain representation(s) are generated from the plurality of
frequency domain representations (Block 310). The time domain representations may
be the frequency domain information from Block 310 for a given frequency band
(pitch) plotted over time, with a resolution determined by the resolution used for
sampling in generating an FFT, or the like, to provide the frequency domain
representations. A plurality of edges are detected in the time domain representation(s)
(Block 315). The note is detected by selecting one of the plurality of edges as
corresponding to the note based on characteristics of the time domain
representation(s) geherated in Block 310.

[0061] It will be understood that, while the present invention encompasses detection
of a single hote in a single time domain representation generated from-a plurality of
frequency domain representations over time, automatic transcription of the music will
typically involve capturing a plurality of different notes having different pitches.
Thus, operations at Block 300 may involve generating a plurality of sets of frequency
domain representations of the audio signal over time wherein each of the sets is.
associated with a different pitch. Furthermore, operations at Block 310 may include
generating a plurality of time domain representations from the respective sets of
frequency domain representations, each of the time domain representations being
associated with one of the different pitches. A plurality of edges may be detected at
Block 315 in one or more of the time domain representations associated with different

notes, bleeds or harmonics of notes.
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[0062] Operations for detecting a note at Block 320 may include determining a
duration of the note. The duration may be associated with the mechanical action
generating the note. For example, the mechanical action may be a keystroke on a
piano.

[0063] As discussed above for the embodiments of Fig. 3, frequency domain data may
be generated for a plurality of frequencies, which may correspond to particular
musical pitches. In some embodiments of the present invention, generating the
frequency domain data may further include automatic pitch tracking. For musical
instruments, there is typically a primary (fundamental) frequency that is generated
when a note is plgyed. This primary frequency is generally accompanied by
harmonics. When instruments are in tune, the frequency that corresponds to each
note/pitch is typically defined by a predetermined set of scales. However, due toa -

- number of factors, this primary frequency (and, thus, the harmonics as well) may
diverge from the expected frequency (e.g., the note on the instrument goes out of
tune). Thus, it may be desirable to provide for pitch tracking during processingto
adjust to notes going out of tune.

[0064] In some embodiments of the present invention, pitch tracking may be provided
using frequency tracking algorithms (e.g., phase locked loops, equalization
algorithms, etc.) to track notes that go out of tune. One processing module may be
provided for the primary frequency and each harmonic. In the case of multiple
instances of the frequency producer (e.g., multiple strings used on a piano or different
“strings on a guitar), multiple processing modules may be provided for the primary
frequency and for each corresponding harmonic. Communication is provided between
each of the tracking entities because, as the primary frequency changes, a
corresponding change typically needs to be incorporéted in each of the related
harmonic tracking processing modules.

{0065] Pitch tracking could be implemented and applied to the raw data (a priori) or

could be run in parallel for during processing adaptatibn. Alternatively, the pitch
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tracking process could be applied a posteriori, once it has been determined that notes
are missing from an initial transcription pass. The pitch tracking process could then
be applied only for notes where there are losses due to being out of tune. In other
embodiments of the present invention, manual corrections could also be applied to
compensate for frequency drift problems (manual pitch tracking) as an alternative to
the automated pitch tracking described herein.

[0066] Further embodiments of the present invention for detection of a note will now
be described with reference to the flowchart illustration of Fig. 4. Operations begin
for the embodiments of Fig. 4 with receiving an audio signal (Block 400). A pl.urality
of sets of frequency domain representations of the audio signal over time are
generated (Block 410). Each of the sets of frequency domain representations are
associated with a different pitch. A plurality of candidate notes are identified based
on the sets of frequency domain representations (Block 420). Each of the candidate
notes is associated with a pitch.

[0067] Onmes of the candidate notes with different pitches having a common associated
time of occurrence are grouped (Block 430). Magnitudes associated with a group of
candidate notes are determined (Block 440). A slope defined by changes in the
determined magnitude with changes in pitch is then determined (Block 450). The
note is then detected based on the determined slope (Block 460). Thus, for the
embodiments illustrated in Fig. 4, a relative magnitude relationship between a peak
magnitude for a fundamental note and its harmonics may be used to distinguish.the
presence of a note in an audio signal, as contrasted with noise, harmonics, bleeds and
the like. _

[0068] It will be understood that, in other embodiments of the present invention, a
relationship between a harmonic and a fundamental note may be utilized in note
detection without generafing slope information as déscribed with reference to Fig. 4.
Thus, where a plurality of edges are detected in two or more distinct time domain

representations, detecting a note may include identifying one of the edges in a first one
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of the time domain representations as corresponding to a fundamental of the note and
identifying one of the edges in a different one of the time domain representations as
corresponding to a harmonic of the note. Thus, distinguishing a harmonic from a
fundamental need not include comparison of magnitude changes with increasing pitch
across a range of harmonics.
[0069] Operations for detection of a note according to further embodiments of the
present invention will now be described with reference to the flowchart illustration of
Fig. 5. As shown for the embodiments of Fig. 5, operations begin at Block 500 by
receiving an audio signal. Non;uniforrn frequency boundaries are defined to provide a
plurality of frequency ranges corresponding to different pitches (Block 510). Such

. non-uniform frequency bour_ldaries may be stored, for example, in the frequency
boundaries data 67 (Fig. 2).
[0070] A plurality of sets of frequency domain representations of the audio signal are
generated over time (Block 520). Each of the sets is associated with one of the
different pitches. The note is then detected based on the plurality of sets of frequency
domain representations (Block 530).
[0071] Operations for defining non-uniform frequency boundaries at Block 510 may
include defining the non-uniform frequency boundaries to provide a substantially
uniform resolution for each of a plurality of pre-defined pitches corresponding to
musical notes. Non-uniform frequency boundaries may also be provided so as to
provide a frequency range for each of a plurality of pre-defined pitches corresponding
to harmonics of the musical notes.
[0072] The non-uniform frequency boundaries described with reference to Fig. S may
also be utilized with the embodiments described above with reference to Figs. 3 and 4.
Thus, non-uniform frequency boundaries may be defined to provide a frequency
range associated with each set of frequency domain representations corresponding to a

different pitch. A substantially uniform resolution may be provided for each of a
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plurality of pre-defined pitches corresponding to musical notes by selection of the
non-uniform frequency boundaries. |

[0073] Operations for detection of a signal edge according to various embodiments of
the present invention will now be described with reference to a flowchart illustration
of Fig. 6. Operations begin at Block 600 with receipt of a data signal inéluding the
signal edge and noise generated edges. The data signal is process through a first type
of edge detector to provide first edge detection data (Block 610). In particular
embodiments of the present invention, the first type of edge detector is responsive to
an energy level of an edge in the data signal and may be tuned to a slope charact-eristic
of the signal edge. For example, note slope parameters for a note associated with a
particular pitch may be stored in the note slope parameter data 69 (Fig. 2) and used to
calibrate the first edge detector. The first type of edge detector may be tuned to a
common slope characteristic representative of different types of signal edges or tuned
toa plurélity of slope characteristics, each of which is representative of a different
type of signal edge, such as a signal edge associated with a musical different note.
[0074] The data signal representation is further processed through a second type of
edge detector different from the first type of edge detector to provide different edge
protection data (Block 620). For example, the second of type of edge detector may be
normalized so as to be responsive to a shape of an edge detected in the data signal.
[0075] In addition to the first and second edge detectors, as illustrated at Block 630,
for some embodiments of the present fnvention, the data signal is further processed
through a third edge detector. The third edge detector may be the same type of edge
detector as the first edge detector but have a longer time analysis window. A longer
time analysis window for the third edge detection may be selected to be at least as
long as a characteristic duration associated with the signal edge. For example, when a
signal edge corresponds to an edge expected to be generated by strike of a piano key,
mechanical characteristics of the key may limit the range of durations expected from a

note struck by the key. As such, the third edge detector may detect an edge based on a
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higher energy level threshold than the first type of edge detector. Thus, in some
embodiments of the present invention, a third set of edge detection data is provided in
addition to the first and second edge detection data.

[0076] One of the edges in the data signal is selected as the signal edge baséd on the
first edge detection data, the second edge detection data and/or the third edge
detection data (Block 640). In particular embodiments of the present invention,
operations at Block 640 include increasing the likelihood that an edge corresponds to
the signal edge based on a correspondence between an edge detected in the first edge
detection data and an edge detected in the second edge detection data and/or the third
edge detection data. For an instrument, such as a piano, the longer time analysis
window for the third edge detector may be about 300 milliseconds.

[0077] 1t will be understood that the signal edge detection operations described with
reference to Fig. 6 may be applied to detection of a musical note as described
previously with reference to other embodiments of the present invention. Thus, the
first type of edge detector may be tuned to a slope characteristic of a musical note and
the second type of edge detector may be normalized to be responsive to the shape of
an edge formed by a musical note in one of the time domain representations. The first
type of edge detector may be tuned to a slope characteristic representative of a range
of musical notes and a common slope characteristic may be used in edge detection or
tuned to a plurality of slope characteristics each of which is representative of a
different musical note. In particular embodiments of the present invention, when
associating a start time with a detection of a note, the start time may be selected as
corresponding to a point intermediate the start and the peak of the detected edge
associated with the note rather than the start or peak point itself.

[0078] Operations for detection of a note will now bé described for further
embodiments of the present invention with reference to the flowchart illustration of
Fig. 7. For the embodiments illustrated in Fig. 7, operations begin at Block 700 by

receiving an audio signal. A plurality of frequency domain representations of the
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audio signal over time are generated (Block 710). A time domain representation is
generated from the plurality of frequency domain representations (Block 720). A
measure of smoothness of the time domain representation is then calculated (Block
730). The note may then be detected based on the measure of smoothness (Block
740). The present inventors have discovered that the smoothness characteristics of the
signal in the time domain representation may be a particularly effective characterizing
parameter for distinguishing between noise signals and musical notes. Various
particular embodiments of methods for generating a measure of smoothness of such a
curve in the time domain representation will now be described with reference to Fig.
8.
[0079] As shown in the illustrated embodiments of Fig.8, operations begin at Block
800 by calculating a logarithm, such as a natural log, of the time domain -
representation. A running average function of the natural log of the time domain
representation is then calculated (Block 810). The calculated natural log from Block
800 and the running average function from Block 810 may then be compared to
provide the measure of smoothness. For example, for the particular embodiments
illustrated in Fig. 8, the comparing operations include determining the differences
between the natural log and the running average function at respective points in time
(Block 820). The determined differences are then summed over a calculation window
to provide the measure of smoothness (Block 830). For example, the audio signal
may be processed using FFTs that are arranged in a time sequence to pfovide a time
domain representation of the FFT data: '

Foan(t) = S(t) + N(©) | |

where Fru(t) is the time domain representation of the FFT data, S(t) is the
signal and N(t) is noise. A logarithm, such as a natural log, is taken as follows:

Fin(t) = 1n(Fran(t)
[0080] An averge function is generated of the natural log as follows:

Fina(ti) = (Fin(ti1) + Fin(ti) + Fin(tis1))/3
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[0081] Finally, a measure of smoothness function (varl0d) is generated as a ten point
average of the difference between the average function and the natural log. For this
particular example of a measure of smoothness, a smaller value indicates a smoother
shape to the curve.
[0082] As illustrated at Block 840, other methods may be utilized to identify a

. measure of smoothness. For example, for the operations illustrated at Block 840, a
measure of smoothness may be determined by determining a number of slope
direction changes in the natural log in a count time window around an identified peak
in the natural log.
[0083] Operations for detection of a note according to yet further embodiments of the
present invention will now be described with reference to Fig. 9. As shown in Fig. 9,
operations begin at Block 900 by receiving an audio signal. A plurality of frequency
domain representations of the audio signal are generated over time (Block 910). A’
time domain representation is then generated from the plurality of frequency domain
representation (Block 920). The audio signal is also processed through an edge-
detector and an output signal from the edge detector is generated based on the
received audio signal (Block 930).
[0084] Characterizing parameters are calculated associated with the time domain
representation (Block 940). As noted above, characterizing parameters may be
computed for each edge detected by the first edge detector, or for each edge meeting a
minimum amplitude threshold criterion for the output signal from the edge detector.
Characterizing parameters may be generated for the time domain representation and
may also be generated for the output signal from the edge detector in some
embodiments of the present invention as will be described below. An example set of
suitable characterizing parameters will now be described for a particular embodiment
of the present invention. For this particular embodiment, the characterizing
parameters based on the time domain representation include a maximum amplitude, a

duration and wave shape properties. The wave shape properties include a leadiﬁg
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edge shape, a first derivative and a drop (i.e., at a fixed time past the peak amplitude
how far has the amplitude decayed). Other parameters include a time to the peak
amplitude, a measure of smoothness, a runlength of the measure of smoothness (i.e. a
number of smoothness points in a row below a threshold criterion (either allowing no
or a limited number of exceptions), a run length of the measure of smoothness in each
direction starting at the peak amplitude, a relative peak amplitude from a declared
minimum to a declared maxirﬁum and/or a direction change count for an interval
before and after the peak amplitude in the measure of smoothness.

[0085] Different characterizing parameters may be provided in other embodiments of
the present invention. For example, in some embodiments of the present invention,
the characterizing parameters associated with a time domain representations include at
least one of: a run length of the measure of smoothness satisfying a threshold
criterion; a peak run length of the measure of smoothness satisfying a threshold
criterion starting at a peak point corresponding to a maximum magnitude of the one of
the time domain representations; a maximum magnitude; a duration; wave shape
properties; a time associated with the maximum magnitude; and/or a relative
magnitude from a determined minimum peak time magnitude value to a determined
maximum peak time magnitude value.

[0086] Characterizing parameters associated with the output signal from the edge
detector are also calculated for the embodiments of Fig. 9 (Block 950). The
characterizing parameters for the output of the edge detector may include the time of
occurrence as well as a peak amplitude, an amplitﬁde at first and second offset times A
from the peak and/or a maximum run length. These parameters may be used, for
example, where a double peak signal occurs in a very short window to discard the
lower magnitude one of the peaks as a distinct edge indication. Characterizing
parameters may also be generated based on the output signals from the second or third
edge detector. For example, it has been found by the inventors that a wider output

signal pulse from the second or third edge detector tends to correlate with a greater
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likelihood that a detected edge corresponds to a musical note. In other embodiments
of the present invention, the characterizing parameters associated With an edge

- detection signal corresponding to a time domain representation including the edge
include at least one of a maximum magnitude, a magnitude at a first predetermined
time offset in each direction from the maximum magnitude time, a magnitude at a
second predetermined time offset, different from the first predetermined time offset, in
each direction from the maximum magnitude time and/or a width of the edge |
detection signal from a peak magnitude point in each direction without a change in
slope direction.

[0087] The note is then detected based on the calculated characterizing parameters of
the time domain representation and of the output signal from the edge detector (Block
960). Thus, for the particular embodiments illustrated in Fig. 9, the edge detector
signal chéracteristics are utilized not only for detection of edges but also in the
decision process related to detection of the note. It will be understood, however, that
for other embodiments of the present invention, a note may be detected based solely
on the time domain fepresentation generated from the frequency domain
representations of the perceived audio signal and the edge detector output signal may
be used solely for the purposes of identifying edges to be evaluated in the note
detection process.

[0088] Operations for detecting a note according to further embodiments of the’

. present invention will now be described with reference to the flow chart illustration of
Fig. 10. For the embodiments of Fig. 10, before providing a detected edge to the note
detection module 66 (Fig. 2) from the edge detection 65 (Fig. 2), each edge is
processed through Blocks 1000-1015. For each edge (Block 1000) a magnitude of an
edge signal in the edge detection signal (i.e., a pulse m the edge detector output) is
detected and it is determined if the magnitude of the edge signal satisfies a threshold
criteria (Block 1010). If the magnitude of the edge signal fails to satisfy the threshold

criteria, the associated edge is discarded/dropped from consideration as being an edge
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indicative of being a signal edge/note that is to be detected and a next edge is selected
for processing (Block 1015). For example, the threshold criterion applied at Block
1010 may correspond to a minimum magnitude associated with a musical instrument
generating the note. A keystroke on a piano, for example, can only be struck so softly.
[0089] For each edge satisfying the threshold criterion at Block 1010, characterizing
parameters are calculated (Block 1020). More particularly, it will be understood that
the characterizing parameters at Block 1020 are based on a time domain
representation for a time period associated with the detected edge in the time domain
representation. In other words, the characterizing parameters are based on shape and
other characteristics of the signal in the time domain representation, not in the output
signal of the edge detector utilized to identify an edge for analysis. Thus, the edge
détector output is synchronized on a time basis to the time domain rep_resentation SO
that characterizing parameters may be generated based on the time domain
representation and associated with individual detected edges by the edge detector.
The note is then detected based on the calculated characterizing parameters of the time
domain representation (Block 1030).

[0090] Further embodiments of the present inveﬁtion will now be described with
reference to the flow chart illustration of Fig, 11. Fig. 11 illustrates particular
embodiments of operations for detecting a note including various different evaluation
operations that may distinguish a musical note from a harmonic, bleed and/or other
noise. However, it will be understood that, in different embodiments of the present
invention, different combinations of these various evaluation operations may be
utilized and that not all of the described operations need be executed in various
embodiments of the present invention to detect a note. The particular combination of
operations described with reference to Fig. 11 is prox}ided to enable those of skill in
the art to practice each of the different operations related to note detection alone or in
combination with other of the described methodologies. Further details of various of

these operations will be described with reference to Figs. 12 and 13.
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[0091] Referring now to the particular embodiments of Fig. 11, operations.related to
detecting a note begin at Block 1100 by what will be referred to herein as processing -
peak hints. Peak hints in this context refers to "hints" from a second and third e.dge
detector output that an edge detected in the output signal from the first or primary
edge detector is more likely to be indicative of the presence of a musical note or other
desired signal edge.

[0092] Thus, in the context of the multiple edge detector enibodiments illustrated in
Fig. 6, operations at Block 1100 may include, for each edge detected in the output
from the second edge detector, retaining a detected edge in the second edge detection
data when no adjacent edge in the second edge detection data is detected less than a
minimum time displaced from the detected edge that has a higher magnitude than a
particular detected edge. In other words, a detected edge from the second or third
edge detector may be treated as valid if no adjacent object (detected edge/peak) close
in time has a greater magnitude than self. For example, if an edge detected at time -
unit 1000 has an amplitude of 3.5 while an edge with an amplitude of 4.0 is detected
at time 1010, this adjacent peak at time 1010 has a greater magnitude than the peak at
time 1000, which may indicate the earlier peak is invalid. Such screening may, for
example, separate out bleeds from notes. Operations at Block 1100 may further
attempt to determine if an object (peak/edge) identified as valid has a corresponding
'bleed to reinforce the conclusion of a valid peak.

[0093] Further operations in processing péak hints at Block 1100 may include
retaining a detected edge in the second edge detection data when a width associated
with the detected edge fails to satisfy a threshold criteria. In other words, in isolation,
where the width before or after the peak point for an edge is.too narrow, this may
indicate that the detected peak/edge is not a valid hiﬂt. In particular embodiments of
the present invention, an edge from the second or third edge-detector need satisfy only

one and not necessarily both of these criteria.
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[0094] Following processing of the peak hints at Block 1100, peak hints are matched
(Block 1110). Operations at Block 1110 may include first determining if a detected
edge in the first edge detection data corresponds to a retained detected edge in the
second detection data and then determining that the detected edge in the first edge
detection data is more likely to correspond to the note when the detected edge in the
first edge detected data is determined to a correspond retained detected edge in the
second edge detection data. Thus, operations.at.Block 1110 may include processing
through each edge identified by the first edge detector and looking through the set of
possibly valid peak hints from Block 1100 to determine if any of them are close
enough in time and match the note/pitch of the edge indication from the first peak
detector being processed (i.e., correspond to the same pitch and occur at the same time
indicating that the peak hint makes the likelihood that the edge detected by the first
edge detector corresponds to a note greater).

[0095] Operations at Block 1120 relate to identifying bleeds to distinguish bleeds
from fundamental notes to be detected. Operations at Block 1120 include
determining, for a detected edge, if another of the plurality of the detected edge is
occurring at about the same time as the detected edge corrésponds to a pitch
associated with a bleed of the pitch associated with the time domain representation of
the detected edge. A lower magnitude one of the detected edge and the other of the
plurality of edges is discarded if the other edge is determined to be associated with a
bleed of the pitch associated with the time domain representation of the detected edge.
In other words, for each peak A (i.e., every peak), for each peak B (i.e., look at ‘every
other peak in the set), if the peaks are close in time and at an adjacent pitch (for
example, on a keyboard generating the musical notes), then discard as a bleed
whichever of the related adjacent peaks has a lower peak value amplitude. In
addition, in some embodiments of the present invention, a likelihood of being a note
value is increased for the retained peak as detecting the bleed may indicate that the

retained peak is more likely to be a musical note.
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[0096] Operations at Block 1130 relate to calculating harmonics in the detected peaks
(edges). Note that, for the embodiments illustrated in Fig. 11, while harmonics are
calculated at Block 1130, operations related to discarding of harmonics occur at
Block 1180 following the intervening operations at Block 1140 to 1170 may
determine that a peak calculated as a harmonic at Block 1130 is actually a
fundamental. Operations at Block 1130 may include, for each detected edge,
determining if others of the plurality of detected edges having a common associated
time of occurrence as the detected edge correspond to a harmonic of the pitch
associated with the time domain representation of the detected edge. It may then be
determined that a detected edge is more likely to correspond to a note when it is
determined that other of the plurality of detected edges correspond to a harmonic.
Similarly, a detected edge may be less likely to correspond to a note when it is
determined that none of the other of the plurality of detected edges correspond to a
harmonic. In addition, a detected edge may be found less likely to correspond to a
note when it is determined that a detected edge itself corresponds to a harmonic of
another of the detected edges.
[0097] In particular embodiments of the present invention, harmonic calculation
operations may be carried for the first through the eighth harmonics to determine if
one or more of these harmonics exist. In other words, operations may include, for
each peak A (each peak in the set), for each peak B (every other peak in the set), for
each harmonic (numbers 1-8), if peak B is a harmonic of peak A, identifying peak B
as corresponding to one of the harmonics of peak A.

| [0098] In some embodiments of the present invention, operations at Block 1130 may
further include, for each peak, calculating a slope of the harmonics as described
previously with reference to the embodiments of Fig; 4. In general, it has been found
that a negative slope with progressive harmonics from the fundamental indicates that
the higher pitch detected peaks correspond to harmonics of a lower pitch peak. A

simple linear least squares fit approximation may be used in determining the slope.
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[0099] Operations related to discarding noise peaks are carried out at Block 1140 of
Fig. 11. Various approaches to dropping likely noise peaks to narrow down the
possible peaks/edges to be further evaluated to determine if they are notes may be
based on a variety of different alternative approaches. Regardless of the approach, for
ones of the detected plurality of edges/peaks, operations at Block 1140 include
determining whether the detected edge corresponds to noise rather than a note based
on characterizing parameters associated with the time domain representation
corresponding to the detected édge and discarding the detected edge when it is
determined to correspond to noise. The determination of whether a detected edge
corresponds to noise may be, for example, score based, based on a decision tree type
of inferred set of rules developed based on data generated from known notes and/or
based on some other form of fixed set of rules.

[0100] Particular embodiments of a score based approach to the operations for
determining whether a detected edge corresponds to noise at Block 1140 are A
illustrated in the flow chart diagram of Fig. 12. As shown in Fig.12, it is determined
if the characterizing parameters associated with the time domain representation of a
detected edge satisfy corresponding threshold criteria (Block 1200). Such a
determination may be made for each of the plurality of characterizing parameters
generated for an edge as described previously. The characterizing parameters are
weighted if it is determined that they satisfy their corresponding threshold criteria
based on assigned weighting values for the respective characterizing parameters
(Block 1210). The weighting parameters may be obtained, for example, from the
parameter weight data 71 (Fig. 2). The weighted characterized parameters are
summed (Block 1220). It is then determined that a dgtected edge corresponds to noise
when the summed weighted characterizing parameters fail to satisfy a threshold
criterion (Block 1230). Note that the peak hint information generated at Block 1110
of Fig. 11 may be weighted and used in determining whether a detected edge

corresponds to noise at Block 1140. It will be understood that, as noted above,

33



WO 2009/117133 PCT/US2009/001752

operations at Block 1140 need not proceed as described for the particular
embodiments of Fig. 12 and may be based, for exampie, on a rules decision tree
generated based on reference characterizing parameters generated from known -
musical notes. _

[0101] Operations at Block 1150 of Fig. 11, unlike the preceding operations described
with reference to Fig. 11, are directed to adding back peak/edges that are dropped
based on the preceding operations. In particular, peaks dropped at Block 1140 may,
on a rules basis, be added back at Block 1150. In particular, operations at Block 1150
may include comparing peak magnitudes of retained detected edges to peak
magnitudes of adjacent discarded detected edges from a same time domain
representation. The adjacent discarded detected edges may be retained if they have a
'greater magnitude than the corresponding retained detected edges. In other words, the
analyéis of Block 1140 is expanded from an individual edge/peak to look at adjacent
and time peaks to determine if a rejected peak should be used for further processing
rather than a retained adjacent in time peak.

[0102] At Block 1160, overlapping peaks are coinpared to identify the presencé of
duplicate peaks/edges. For example, if a peak occurs at a time 1000 having a duration
of 200 and a'second peak occurs at a time 1100 having a duration of 200 from a
known piano generated audio signal, both peaks could not be notes, as only one key of
the pitch could have been struck and it is appropriate to pick the better of the tv;/o
overlapping peaks and discard the other. The selection of better peak may be based on
a variety of criteria including magnitude and the like.

[0103] Operations for comparing: overlapping peaks at Block 1160 will now be
further described for particular embodiments of the present invention illustrated by the
flow chart diagram of Fig. 13. A time of occurrence .and a duration of each of the
detected edges in a same time domain representation are determined (Block 1300).
An overlap of detected edges based on the time of occurrence and duration of the

detected edges is detected (Block 1310). It is then determined which of the
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overlapping detected edges has a greater likelihood of corresponding to a musical note
(Block 1320). The overlapping edges not have a greater likelihood of corresponding
to a musical note are discarded (Block 1330).

[0104] Referring again to Fig. 11, additional peaks are discarded by axiom (Block
1170): In other words, characterizing parameters associated with a time domain
representation for a time period associated with a detected edge/peak in the time
domain representation are evaluated and the detected edge/peak is discarded if one of
the determined characterizing parameters fails to satisfy an associated threshold
criterion, which may be based on known characteristics of a mechanical action
generating a note. For example, one suitable characterizing parameter is a peak
amplitude/magnitude failure. As it is only physically possible to play a note on a
particular instrument so softly, the detected magnitude may be mapped to a
corresponding velocity for a given pitch and if a negative velocity of strike is detected,
the edge/peak may be rejected by axiom as it is not possible to have a hegative
velocity strike, for example, of a piano key. Operations at Block 1170 may also
include, for example, discarding of bleeds, discarding of peak/edges having an
associated pitch that cannot be played by the musical instrument, such as the piano
keyboard, and the like. In other words, the axioms applied at Block 1170 are
generally based on characteristics associated with an instrument generating the
musical notes that are to be detected.

[0105] As described above with reference to Block 1130, following the other
described edge discarding operations, detected edges corresponding to a harmonic
may be discarded at Block 1180.

[0106] Finally, a MIDI file or other digital record of the detected notes may be written
(Block 1190). In other words, while operations abov-e have generally been described
with reference to detecting an individual musical note, it will be understood that a
plurality of notes associated with a musical score may be detected and operations to

Block 1190 may generate a MIDI file, or the like, for the musical score. For example,
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with known high quality MIDI file standards, detailed information characterizing a
note may be saved for each note including a start time, duration, a peak value (which
may be mapped to a note on velocity and further a note off velocity that would be
determined based on the note on velocity and the duration). The note information will
also include the .corresponding pitch of the note. |

[0107] As discussed with reference to various embbdiments of the present invention
above, duration of a note may be determined. Operations for determining duration
according to particular embodiments of the present invention will now be described.
A duration determining process may include, among other things, computing the
duration of a note and determining a shape and decay rate of an envelope associated
with the nbte. These calculations may take into account peak shape, which may
depend on the instrument being played to generate the note. These calculations may
also consider physical factors, such as shape of the signal, delay from when the note
was played until its corresponding frequency signals show up, how hard or rapidly the V
note is played, which may change delay .and frequency dependent aspects, such as
possible changes in decay and extinction characteristics.

[0108] As used herein, the term "envelope" refers to the Fourier data for a single
frequency (or bin of the frequency transforms). A note is a longer duration event in
which the Fourier data may vary wildly and may contain multiple peaks (generally
smaller than the primary peak) and will generally have some amount of noise present.
The envelope can be the Fourier data itself or an abproximation/idealization of the
same data. The envelope may be used to make clear when the note being played starts.
to be damped, which may indicate that the note's duration is over. Once the noise is
reduced and effects from adjacent notes being played are reduced or removed, the
envelope for a note may appear with a sharp rise on the left (earlier in time) followed
by a peak and then a gentle decay for a while, fini'shing with a downturn in the graph
indicating the damping of the note.

[0109] In some embodiments of the present invention, the duration calculation
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operations determine how long a note is played. This determination may involve a
variety of factors. Among these factors is the presence of a spectrum of frequencies
related to the note played (i.e., the fundamental frequency and the harmonics). These
signal elements may have a limited set of shapes in time and frequency. An important
factor may be the decay rate of the envelope of the note's elements. The envelope of
these elements' waveforms may start decaying at a higher rate, which may indicate

* that some dampening factor has been introduced. For example, on a piano, a key
might have been released. These envelopes may have multiple forms for an
instrument, depending, for example, on the acoustics and the instrument being played.
The envelopes may also vary depending on what other notes are being played at the
same time. |
[0110] Depending on the instrument being played, there are generally also physical
factors that should be taken into account. For example, there is a generally a delay
between when a string is plucked or struck and when it starts to sound. The force
used to play the note may also affect the timing (e.g., pressing a piano key harder
generally shortens the time until the hammer strikes the string). Frequency dependent
responses are also taken into account in some embodiments of the present invention.
Among other factors that may affect the duration computations are the rate of change
of the decay and extinction, e.g., with a flute there is typically a marked difference in
the decay of a note depending on whether the player stopped blowing or the player
changed the note being played.
[0111] The duration determining process in some embodiments of the present
invention begins at a start point on a candidate note, for example, on the fundamental
frequency.- The start point may be the peak of the envelope for that frequency.A The
algorithm processes forward in time, computing a nufnber of decay and curvature
functions (such as first and second derivative and curvature functions with relative
minimums and maximums), which are then evaluated looking for a terminating;

condition. Examples of terminating conditions include significant change in rate of
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decay, start of a new note and the like (which may appear as drops or rises in the
signal. Distinct duration values may be generated for a last change in the signal
envelope and based on a smooth envelope change. These terminating conditions and
how the duration is calculated may depend on the shape of the envelope, of which
there may be several different kinds depending on a source instrument and acoustic
conditions during generation of the note.

[0112] The harmonic frequencies may also have useful information about the duration
of a note and when harmonic information is available (e.g., no note being played at the
harmonic frequency), the harmonic frequencies may be evaluated to provide a
check/verification of the fundamental frequency analysis.

[0113] The duration determination process may also resolve any extraneous
informatidn in the signal such as noise, adjacent notes being played and the like. The
signal interference sources may appear in peaks, pits or as spikes in the signal. In
some cases there will be a sharp downward spike that might be mistaken for the end
of a note that is really just an interference pattern. Similarly an adjacent note being
played will generally cause a bleed peak, which could be mistaken for the start of a
new note.

[0114] The flowcharts and block diagrams of Figs. 1 through 13 illustrate the
architecture, functionality, and operation of possible implementations of systems,
methods and computer program products according to various embodiments of the
present invention. 'It should also be noted that, in some alternative implementations;
the functions noted in the blocks may occur out of the order noted in the figures. For
example, two blocks shown in succession may, in fact, be executed substantially
concurrently, or the blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be understood that each block
of the block diagrams and/or flowchart illustrations,.-and combinations of blocks in the

block diagrams and/or flowchart illustrations, can be implemented by special purpose -
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hardware-based systems which perform the specified functions or acts, or
combinations of special purpose hardware and computer instructions.

[0115] As described above, some embodiments of the present invention provide
methods, systems and computer program products for regenerating audio .
performances, such as musical performances. Some embodiments may allow listeners
to hear, for example, great musicians of the past or present play today, recreating '
recordings they previously made. The ability to do so has been referred to as "a live
realization of the original interpretation." Some embodiments take audio recordings
and turn them back into live performances, substantially replicating what was
originally recorded. Some embodiments may provide a software-based process-that
extracts substantially every musical nuance of a recorded music performahce, and then
stores the data in a high-resolution digital file ("re-performance file(s)"). These re-
performance files, encoded, for example, as Musical Instrument Digital Interface
(MIDI) files, thus contain substantially every detail of how every note in the
‘composition was played, including pedal actions, volume, and articulations. In some
embodiments, such information may be provided with micro-second timings.

[0116] In further embodiments, these re-performance files can then be played back on
robotically-controlled, acoustically-modeled, or sampled instruments (i.e., automated
musical instruments), enabling a listener the chance to "sit in the room" as if he or she
were in the hall or studio when the original recording was made. Additionally, the re-
performance can be recorded afresh, using the latest microphones and recording
techniques, to modernize monophonic or poor-quality recordings of valuable
performances.

[0117] In some embodiments of a re-performance method, high-definition data is
used. Those familiar with the MIDI spec from 25 yeérs ago may be aware that regular
MIDI is generally not sufficient for capturing and replicating fine nuance. MIDI in
this context is comparable to regular TV as contrasted with high-definition TV. The

high-resolution MIDI specs used in some embodiments for pianos (Yamaha’s spec for
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high-resolution MIDI for piano), for example, offer 10 bits of data for every key press
and release (compared to 7 bits in regular MIDI), as well as information about the key
(hammer) positioning and pedal positioning.
[0118] In some embodiments, approaches to capturing and recreating fine nuances are
provided. The process of capturing fine nuances may be referred technically as
“automatic transcription” or “WAYV to MIDI.” The transcription process in some
embodiments takes existing recordings of substantially any type (format) and creates a
sound wave computer file from the existing recording. The sound wave data may then
be examined, for example, using computer technology and human interaction, to
extract information that represents how the musician originally performed the music.
‘This computer data is then used in many ways in various embodiments. In some
embodiments, it is used to recreate a new recording of the original performance. The
new recording may be made using the re-performance as described above. More than
one recording can be made simply by re-performing as many times as desired. Each
new recording can be different from any previous recording while the re-performance
stays the same (as the re-performance data record is "anacoustic" or free of the .
acoustics of the setting in which the musician played the musical instrument to
generate the audio recording used to generate the re-performance data record). The
new recordings can vary, for example, the instrument, venue, recording equipment,
and/or recording techniques. Recordings can be made, for example, for stereo,
surround sound, and binaural listening. The computer data can also be used in live
performances in private and/or public settings.
[0119] In some embodiments, a high level of precision is provided to match the ultra-
fine gradations of a musician’s touch. As a key or pedal is pressed, substantially every
millisecond of its timing and every micropressure of its movement is measured v;/ith

~ fiber optics, and captured in these computer files.” Musicians who have heard
themselves played back using high-resolution MIDI acknowledge its accuracy/reality.

t0120] Every note in a piano re-performance, for example, generally has a set of
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attributes: its pitch, its timing (e.g., measured at the millisecond level), its hammer
velocity, how it was released, when it was released, what the key angle was when it
was pressed (which may affect the hammer toss), the damper positions, and/or the
pedal positions. In some embodiments, every one of these attributes may be examined
for every note.

[0121] Based on how good the high-resolution MIDI was, good enough to be at the
heart of a piano competition, for example, the present inventors recognized the
potential to hear great artists of the past play again. The approach to provide such a
capability in some embodiments is a method using "signal processing" software,
capable of taking the sound waves of an audio recording and turning them into a
precise computer description. The investigation included a study of how pianists
actually played, measuring their movements with fine precision, and reconstructing
what they commonly did using new families of equations. Aspectsi of these methods
are described, for example, in related pending United States Patent Application No.
10/977,850; filed October 29, 2004, which is incorporated herein by reference in its
entirety.

[0122] Embodiments of the present invention differ from conventional remastering.
In conventional remastering, the mastering engineer is still generally working in the
acoustic domain, manipulating the sound waves. The acoustic domain is typically an
easy place to do equalization (for example, increasing or decreasing bass or treble),
change the balance among performers, change the dynamic range, add reverb, and/or
clean up some noises. |

[0123] Some embodiments of the present invention instead recreate the originai
performance. It is as if the performer were once again performing in exactly the same
way as they did for the original recording. Their body motions may be regenerated in
the form of computer data, which may be used by the computer-controlled instruments
to recreate the same human performance substantially without loss of quality. This

approach may allow substantially everything to be changed/improved for a new re-
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recording, including, for example: better instrument (its timbre and/or richness); better
instrument tuning (e.g., individual out-of-tune strings); better instrument voicing (e.g.,
for piano, how the hammers interact with the strings); better venue, better room
acoustics; less background noise, no interruptions from cars, coughs, airplanes, etc.;
better microphones, more (or fewer) microphones (e.g., multi-channel, surround-
sound); better microphone placement, including binaural recording; better recording
equipment, higher recording bit rates, and/or; the ability to glue together takes from
different acoustical settings. Using such an approach, some embodiments provide a
new archival medium. For example, as years pass, the performance can be re-
recorded yet again, as any of the above attributes improves.

[0124] There are more than about 100 years of music recordings in the vaults of the
recording companies and in. private collections. Many great recordings have never
been released, for example, because they were marred in some way that made them
substandard. Live performances are often unattractive to release because of
background noises or out-of-tune strings. They also may never have been released
because they wefe recorded off the radio or on cassette recorders. Similarly, many
wonderful studio recordings have never seen release, due to instrument or equipment
problems during the sessions. In this context, some embodiments of the present
invention may bring such older audio material forward. Such rarely heard treasures
may then be re-recorded for modern release.

[0125] Some embodiments of the present invention provide for both music production
and listening. By way of analogy, consider some embodiments of the present as
musical software that is like Photoshop. A musician or recording engineer may take a
high-definition re-performance file and work with it in their computers. Notes,
phrasing, emphasis, and/or pedaling could be touched up. In some embodiments,
articulation may also be modified. Software could make the performance more
delicate or sadder, for example. Some embodiments of the present invention may

operate "see" and "study" performances as high-resolution computer data, essentially
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seeing what our brains and emotions have reacted to for centuries. Some
embodiments may further provide natural-behavior algorithms, such as application of
a process to determine the "equation" for "slightly happier."

[0126] Fig. 14 is a block diagram of data processing systems that illustrates systems,
methods, and/or computer program products in accordance with some embodiments
of the present invention. As described with reference to the embodiments of Fig. 2,
the processor 38 communicates with the memory 36 via an address/data bus 48 and
the memory 36 may include several categories of software and data used in the data
processing system 30: the operating system 52; the application programs 54; the
input/output (I/O) device drivers 58; and the data 60.

[0127] As is further seen in Fig. 14, the application programs 54 in the illustrated
embodiments may include a generation module 1410, an acquisition module 1420 and
a performance module 1430. The generation module 1410 may be configured to
combine multiple source high-resolution data records 1440 based on the obtained
instructions to generate an output high-resolution data record 1450 representing the
actions associated with playing a new musical performance to provide the new
musical performance data record. For example, the instructions may provide the basis
for a new composition combining and/or modifying multiple source data records 1440
to generate the new (output) musical performance data record 1450.

[0128] The acquisition module 1420 may be configured to obtain the source high-
resolution data records 1440. In some embodiments, the acquisition module 1420 is
configured to obtain the source data records 1440 through a user interface and/or
access to a database of such source data records 1440 maintained locally in the data 60
as illustrated in Fig. 14 and/or remotely but from a memory storage device accessible
to the acquisition module 1420. In other embodiments, the acquisition module 1420
is éonfigured to generate the source data records 1440 and may include, for example,
the frequency domain module 62, the time domain module 64, the note detection

module 66 and/or the edge detection module 65 illustrated in the embodiments of Fig.

43



WO 2009/117133 PCT/US2009/001752

2.. The performance module 1430 may configured to, among other things, record
sound waves generated by musical instruments responsive to input high-resolution
data records to generate new recordings of past musical performances (or newly
created composition performances) represented by the high-resolution data records
and/or to generate new (output) high-resolution data records 1450 based on recorded
sound waves and/or combination/modification of one or more source data records
1440. Operations of the various application modules will be further described with
reference to the embodiments illustrated in the flowchart diagrams of Figs. 15-17.
[0129] The data portion 60 of memory 36, as shown in the embodiments illustrated in
Fig. 14, may include source high-resolution musical data records 1440 and output
high-resolution musical data records 1450. The source high-resolution musical data
records 1440 may be high-resolution data record(s) representing actions of one or
more musicians during a respective past musical performance(s) that are generated
based on sound waves detected during the past musical performance(s). The outpuf
high-resolution data records 1450, as discussed above, my be new high-resolution data
record(s) based on a combination and/or modification of the source high-resolution
musical data records 1440. -
[0130] While embodiments of the present invention have been illustrated in Fig. 14
with reference to a particular division between application programs, data and the like,
the present invention should not be construed as limited to the configuration of Fig.
14, as the invention encompasses any configuration capable of carrying out the
operations described herein and may include some or all of the illustrated application
programs or data operability.

[0131] Figs. 15 and 16 illustrate operations for generating a new recording of a past
musical performance of a musician from a recording of the past musical performance
according to some embodiments of the present invention that may be carried out, for
example, by the application programs 54 as configured in Fig. 14. As seen in the
embodiments of Fig. 15, operations begin at Block 1500 by obtaining a high-
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resolution data record is obtained that represents actions of the musician while playing
the past musical performance that is generated based on the recording of the past
musical performance. Various embodiments for generating the high-resolution
musical data record (re-performance) are discussed above. More generally, it will be
understood that, in some embodiments, the high-resolution data record represents the
actions of the musicién(s) playing an instrument(s) to generate the past musical
performance rather than the acoustic recording of sound waves from which the high-
resolution data record is generated. |

[0132] An automated musical instrument is positioned in a selected acoustic context
(Block 1510). A sound detection device(s) is positioned at a selected sound detection
location(s) in the selected acoustic context (Block 1520). The location(s) may be
selected, for example, by an arranger or produce} of the new performance. The high-
resolution data record is provided to the musical instrument(s) to cause the musical
instrument to re-produce the actions of the musician(s) while playing the past
performance (Block 1530). The sound waves generated by the musical instrument(s)
are recorded by the sound detection device(s) while the actions of the musician(s) are
being re-produced to generate the new recording of the past musical performance
(Block 1540).

[0133] As seen in the embodiments of Fig. 16, operations begin at Block 1600 by
generation of a high-resolution data record based on an audio recording of sound
waves generated by a musician(s) while playing a musical performance. For example,
operations at Block 1600 may include detecting notes played by the musician during
the musical performance based on the sound waves generated by the musician during
the musical performance. Three or more associated characteristics may be included in
the high-resolution data record for each detected note. For example, the instrument
played by the musician may be a piano and associated characteristics may include one
or more key positioning characteristic and/or one or more pedal positioning

characteristic. The associated characteristics for each note may include pitch, timing,
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volume,; hammer velocity, key release characteristics, key release timing, a key angle
when pressed characteristic, damper positions, pedal positions and/or the like. The
timing related characteristics in some embodiments are providéd with at least milli-
second timing resolution. '
[0134] The generated high-resolution data record representing actions of the musician
while playing the musical performance that is generated based on the recording of the
musical performance is obtained for further processing (Block 1610). A desired
acoustic context for a new recording is selected (Block 1620). The acoustic context
may be selected, for example, by the arranger or producer of the new performance.
An automated musical instrument(s) is positioned in the selected acoustical context
(Block 1630). In addition, a desired sound detection location(s) in the selected
acoustic context is selected (Block 1640). The sound detection device(s) is positioned
at the selected sound detection location(s) in the acoustic context (Block 1650).
[0135] For the embodiments shown in Fig. 16, the obtained high-resolution data
record is modified (Block 1660). For example, modifying the high-resolution data
record may include changing notes, phrasing, emphasis, pedaling and/or the like
associated characteristics for the notes played by the musician. The high-resolution
data record (possibly modified) is provided to the positioned automated musical
instrument to cause the musical instrument to re-produce the actions of the musician
while playing the past musical performance (i.e., the performance whose sound waves
were used to generate the high-resolution data record at Block 1600)(Bldck 1670).
[0136] The sound waves generated by the musical instrument while the actions of the
musician are being reproduced are recorded, using the positioned sound detection
device(s), to generate a new recording of the past music performance (Block 1680).
As shown in the embodiments of Fig. 16, a new (output) high-resolution data record
1450 is generated representing actions of the musical instrument to reproduce the
actions of the musician, for example, by detecting notes played by the musical

instrument while reproducing the actions of the musician based on the recorded sound
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waves generated by the musical instrument (Block 1690).

[0137] While operations were described above with reference to providing a single
output high-resolution data record 1450, in some embodiments, a plurality of such
high-resolution data records 1450 are provided. In particular embodiments, a plurality
of source high-resolution data records 1440 are also obtained. Furthermore, in some
embodiments, a plurality of automated musical instruments are positioned and
respective ones of the plurality of source high-resolution data records 1440 are
provided to corresponding ones of the automated musical instruments. As such,
performances by multiple instruments may be provided and recording thereof may
likewise be provided as described above with reference to a single instrument and
musician for purposes of description.

[0138] In some embodiments, a plurality of locations are selected at Block 1640 and a
plurality of sound detection devices are positioned at Block 1650. The locations
selected at Block 1640 in suéh embodiments may be selected to provide for stereo,
surround sound, binaural and/or the like playback of a new recording of a past musical
performance. In some embodiments, other playbacks, such as monaural, may be
provided. Sound waves may be recorded with different ones of the plurality of sound
detection devices to generated a plurality of new recordings at Block 1680 associated,
for example, with stereo, surround sound and/or binaural playback.

[0139] Embodiments of the present invention as described above with reference to
Figs. 15 and 16 for generating a new recording may be applied physically, it will be:
understood that they may also be applied virtually. In other words, the automated
musical instrument may be a physical instrument that generates a sound wave ‘
producing movement responsive to the provided data record (e.g., a player piano), the
sound detection device(s) and their location(s) may be microphones positioned at
selected locations in a room and the sound waves .méy be physical waves generated in
the room but each of these may be virtual in some embodiments. In other words, an

"automated musical instrument” as used herein may be a component of a regeneration .
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software module that simulates a musical instrument and an "acoustic context" and
"positioning a sound detection device" in the acoustic context may be variables input
to the regeneration software module and the "sound waves" produced by the virtual
musical instrument may be digital representations of the virtual sound waves
generated by the regeneration software module in the virtual acoustic context as
detected at the virtual locations by the virtual sound detection devices. It will be
further understood that the new recording so generated from the virtual sound waves
in some embodiments may be used as an input to physical equipment to generate a
new musical performance.

+ [0140] Referring now to the flowchart illustration of Fig. 17, operations for some
embodiments of a computer-implemented method for generating a new musical
performance data record based on a plurality of past musical performances by one or
more musicians will be described. While operations will be described with reference
to two past musical performances for purposes of illustration, it will be understood
that a greater number of past musical performances may be used to generate a new
musical performance data record in some embodiments. Furthermore, it will be
understood that the obtained data records may be complete data records or may be
acquired concurrently with additional processing operations during a live
performance.

[0141] Operations begin for the illustrated embodiments of Fig. 17 by obtaining a first
high-resolution data record representing actions of a musician(s) during a first of the
past musical performances. The obtained data record is generated based on sound
waves detected during the first of the past musical performances. A second high-
resolution data record is obtained that represents actions of one or more musicians
during a second of the past musical performances that is, likewise, generated based on
sound waves detected during the second of the past musical performances (Block
1710).

[0142] The first and second high-resolution data records may define notes played by
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the one or musicians during the first and second past musical performances. The
obtained high-resolution data records may include at least four associated
characteristics for each note as described above. It will further be understood that
both performances for which data records are acquired at Blocks 1700 and 1710 may
be performances'by a single musician and further, the single musician may be the
same musician for each performance. However, it will further be understood that one
or both of the past musical performances may be played by different musicians and
one or both of the past musical performance may be performances by a plurality of
musicians. Furthermore, in particular embodiments, the high-resolution data records |
obtained at Blocks 1700 and 1710 may be high-resolution Musical Instrument Digital
Interface (MIDI) specification files. In some embodiments, the high-resolution data
records obtained at Blocks 1700 and 1710 may be XP Mode MIDI format as defined
by Yamaha Corporation of Hamamatsu, Japan, the SE format and/or the LX format,
as defined by Live Performance Inc. of Reno, Nevada and/or the CEUS format as
defined by Bosendorfer of Wein, Austria.

[0143] Instructions are obtained for combining the first and second high-resolution
data records to provide actions associated with playing a new musical performance
(Block 1720). The first and second high-resolution data records are combined based
on the obtained instructions to generate a third high-resolution data record
representing the actions associated with playing the new musical performance to
provide the new musical performance data records (Block 1730). It will be understood
that combining as used herein includes any algorithmic operation that uses
information from two or more source data records to generate an output data record.
The third (output) high-resolution data record 1450 may be high-resolution Musical
Instrument Digital Interface (MIDI) specification file or other of the above listed high-
resolution data record formats. 4

[0144] Also shown in the embodiments of Fig. 17 are further operations including

providing the new musical performance data record to an automated musical
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instrument(s) to cause the musical instrument(s) to reproduce the actions associated
with playing the new musical performance (Block 1740). In addition, sound waves
generated by the musical instfument(s) while the actions are being reproduced may be
recorded to generate a recording based on the new musical performance data record
(Block 1750). |

[0145] Many alterations and modifications may be made by those having ordinary
skill in the art, given the benefit of present disclosure, without departing from the
spirit and scope of the invention. Therefore, it must be understood that the illustrated
embodiments have been set forth only for the purposes of example, and that it should
not be taken as limiting the invention as defined by the following claims. The
following claims are, therefore, to be read to include not only the combination of
elements which are literally set forth but all equivalent elemenis for performing
substantially the same function in substantially the same way to obtain substantially
the same result. The claims are thus to be understood to include what is specifically
illustrated and described above, what is conceptually equivalent, and also what

incorporates the essential idea of the invention.
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That which is claimed is:

1. A method for generating a new recording of a past musical
performance of a musician from a recording of the past musical performance,
comprising:

obtaining a high-resolution data record representing actions of the musician
while playing the past musical performance that is generated based on the recording of
the past musical performance;

positioning an automated musical instrument in a selected acoustic context;

positioning a sound detection device at a selected sound detection location in
the selected acoustic context;

providing the high-resolution data record to the musical instrument to cause

~ the musical instrument to re-produce the actions of the musician while playing the
past performance; and |

recording, using the sound detection device, sound waves generated by the
musical instrument while the actions of the musician are being re-produced to

generate the new recording of the past musical performance.

2. The method of Claim 1., wherein the high-resolution data record
comprises notes played by the musician during the past musical performance detected
based on sound waves generated by the musician during the past musical performance
and wherein the high-resolution data record includes at least four associated

characteristics for each note.

3. The method of Claim 1, wherein obtaining the high-resolution data
record comprises generating the high-resolution data record based on an audio
recording of the sound waves generated by the musician while playing the past

musical performance.
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4. The method of Claim 3, wherein generating the high-resolution data
record comprises detecting notes played by the musician during the past musical
performance based on the sound waves generated by the musician during the past
musical performance and providing at least four associated characteristics for eéch

detected note.

5. The method of Claim 4, wherein an instrument played by the musician
while playing the past musical performance comprises a piano and wherein the at least
four associated characteristics at least one hammer positioning characteristic and at

least one pedal positioning characteristic.

6. The method of Claim S, wherein the at least four associated
characteristics include pitch, timing and at least one of volume, hammer velocity, a
key release characteristic, a key release timing, a key angle when pressed

characteristic, damper positions and/or pedal positions.

7. . The method of Claim 6, wherein ones of the at least four associated
characteristics associated with timing are provided with at least milli-second timing

resolution.

8. The method of Claim 1, wherein recording the sound waves is
followed by generating a high-resolution data record representing actions of the
musical instrument to re-produce the actions of the musician by detecting notes played
by the musical instrument while re-producing the actions of the musician based on the
recorded sound waves generated by the musical instrument and providing at least four

associated characteristics for each detected note.

9. The method of Claim 1, wherein obtaining a high-resolution data
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record comprises obtaining a plurality of high-resolution‘ data records, wherein
positioning the automated musical instrument comprises positioning a plurality of
automated musical instruments and wherein providing the high-resolution data record
to the musical instrument comprises providing respective ones of the plurality of high-

resolution data records to corresponding ones of the automated musical instruments.

10.  The method of Claim 1, wherein positioning the automated musical
instrument in the selected acoustic context is preceded by selecting the desired
acoustic context for the new recording and wherein positioning the sound detection
device is preceded by selecting the desired sound detection location in the selected

acoustic context.

11.  The method of Claim 1, wherein the high-resolution data record
comprises notes played by the musician during the past musical performance detected
based on sound waves generated by the musician during the past musical
performance, wherein the high-resolution data record includes at least four associated
characteristics for each note and wherein providing the high-resolution data record to

the musical instrument is preceded by modifying the high-resolution data record.

12. The method of Claim 11, wherein modifying the high-resolution data
record comprises changing notes, phrasing, emphasis and/or pedaling associated

characteristics for the notes played by the musician.

13. The method of Claim 11, wherein modifying the high-resolution data
record comprises changing notes, phrasing, emphasis, articulation and/or pedaling

associated characteristics for the notes played by the musician.

14.  The method of Claim 1, wherein the sound detection device comprises
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a plurality of sound detection devices and wherein the selected sound detection
location comprises a plurality of locations selected to provide for stereo, surround

sound or binaural playback of the new recording of the past musical performance.

15. The method of Claim 14, wherein recording sound waves comprises
recording sounds with different ones of the plurality of sound detection devices to
generate a plurality of new recordings associated respectively with stéreo, surround

sound and/or binaural playback.

16. The method of Claim 1, wherein the musical instrument comprises a
virtual musical instrument, the sound detection device comprises a virtual sound
detection device, the acoustic location comprises a virtual acoustic location, the
actions of the musician comprise algorithmic simulations to define virtual sound
waves and the sound waves comprise the virtual sound waves and wherein a software
regeneration module carries out positioning the automated musical instrument in the
selected acoustic context, positioning the sound detection device at the selected.sound
detection location in the selected acoustic context, providing the high-resolution data
record to the musical instrument to cause the musical instrument to re-produce the
actions of the musician while playing the past performance and recording the sound

waves to generate the new recording of the past musical performance.

17. A computer system for generating a new recording of a past musical
performance of a musician from a recording of the past musical performance,
comprising: _ .

‘ a source high-resolution data record representing actions of the musician while
playing the past musical performance that is generated based on the recording of the
past musical performance; and

a regeneration module that is configured to:
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position a virtual musical instrument in a selected virtual acoustic context;

position a virtual sound detection device at a selected virtual sound detection
location in the selected virtual acoustic context;

input the source high-resolution data record to the virtual musical instrument -
to simulate the actions of the musician while playing the past performance to produce
virtual sound waves and to save the virtual sound waves as detected by the virtual
sound detection device to generate a new recording file based on the source high-

resolution data record.

18. A computer-implemented method for generating a new musical .
performance data record based on a plurality of past musical performances of at least
one musician, comprising the following carried out by a computer:

obtaining a first high-resolution data record representing actions of the at least
one musician during a first of the past musical performances that is generated based
on sound waves detected during the first of the past musical performances;

obtaining a second high-resolution data record representing actions of the at
least one musician during a second of the past musical performances that is generated
based on sound waves detected during the second of the past musical performances;

obtaining instructions for combining the first and second high-resolution data

~ records to provide actions associated with playing a new musical performance; and
combining the first and second high-resolution data records based on the
obtained instructions to generate a third high-resolution data record representing the
actions associated with playing the new musical performance to provide the new

musical performance data record.

19.  The method of Claim 18, wherein the first and second high-resolution
data records comprise notes played by the at least one musician during the respective

first and second of the past musical performances detected based on sound waves
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generated by the at least one musician during the past musical performances and
wherein the first, second and third high-resolution data records include at least four

associated characteristics for each note.

20.  The method of Claim 19, wherein the at least one musician comprises

one musician.

21.  The method of Claim 19, wherein the high-resolution data records
comprise high-resolution Musical Instrument Digital Interface (MIDI) specification

files.

22. The method of Claim 19, wherein the high-resolution data records
comprise XP Mode MIDI format files, SE format files, I.X format files and/or CEUS

format files.

23.  The method of Claim 19, wherein combining the first and second high-
resolution data records is followed by:
providing the new musical performance data record to an automated musical
instrument to cause the musical instrument to re-produce the actions associated with
playing the new musical performance; and
recording sound waves generated by the musical instrument while the actions
+ are being re-produced to generate a recording based on the new musical performance

data record. .

24. A computer program product for generating a new musical
performance data record based on a plurality of past musical performances of at least
one musician, the computer program product comprising:

a computer-readable storage medium having computer-readable program code
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embodied in said medium, said computer-readable program code comprising;:
program code configured to combine a first high-resolution data record

- representing actions of the at least one musician during a first of the past musical
performances that is generated based on sound waves detected during the first of the
past musical performances and a second high-resolution data record representing
actions of the at least one musician during a second of the past musical performances
that is generated based on sound waves detected duriﬁg the second of the past musical
performances based on obtained instructions for combining the first and second high-
resolution data records to provide actions associated with playing a new musical
performance, wherein the combined first and second high-resolution data records are
combined to generate a third high-resolution data record representing actions

- associated with playing the new musical performance to provide the new musical

performance data record.

25. A computer system configured to generate a new musical performance
data record based on a plurality of past musical performances of at least one musician,
comprising:

a first high-resolution data record representing actions of the at least one
musician during a first of the past musical performances that is generated based on
sound waves detected during the first of the past musical performances;

a second high-resolution data record representing actions of the at least one
musician during a second of the past musical performances that is generated based on
sound waves detected during the second of the past musical performances;

a-user interface configured to obtain instructions for combining the first and
second high-resolution data records to provide actions associated with playing a new

- . musical performance; and
a generation module configured to combine the first and second high-

resolution data records based on the obtained instructions to generate a third high-
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resolution data record representing the actions associated with playing the new

musical performance to provide the new musical performance data record.
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