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columns of a sub block matrix that forms a check matrix (H)
ofa QC-LDPC code, and a puncture unit (data reduction unit)
switches the puncture pattern for each integral multiple of the
number of columns or for each divisor of the number of
columns of the sub block matrix that forms the check matrix
of'the QC-LDPC code.

10 Claims, 33 Drawing Sheets

f Hpog)  Hpay) TCpusii
= "sz I({ﬁu) "(t"lEH) i
l!nuf‘g) 100 Hpses]
7 /
— / AN e
e A, ..
T
X X2 vee @B %27/ x28 %29 rv xB3 x5t;\ \\1622 X623t xB4T  x64
e | [N \, / [N \\
/ i 1 \ N i { %
/ S ] | * N / { N \
s | H Y 5, N
/ / l ! i N N, .‘/ AN \
/ / | i | N N\ [ ! N .
S x1eex8 1100 k38 [ x19+ - x27 | x28+- ~x38 | x37+ +xd5 \x4G--xEA x822+++x630 | x831--+xa39 \x640---x648\‘

JREBITS}

PUNCTURING
, PATTERN#D

PUNCTURING  PUNCTURING
PATTERN#  PATTERN 32

PUNCTURING
PATTERN#3

AUNCTURNG
PATTERN #

SELECT 3K BITS
NCT TO TRANSMIT
1 \PUNGTURE BITS)

SELECT 3¢ TS
NOT TO TRARSMIT
IPUNCTURE BITS)

PUNCTURE.

PUNCTURE
‘ PATTERN 151

PATTERN 450

RANSMIT NOT 7O TRANSMIT
JRE BITS} ‘PUNCTURE BITS)

SELECTK BITS SELECTK S SELECT X BITS
HOT TO TRANSMIT - NOT TO TRANSMIT  NOT T0 TRANSHIT
PUNCTURE TS} PUNCTURE BITS)  {PUNCTLRE BITS!

FNGTURNG
| PATTERN 850

PUNCTURING
PATTERN #10

PUNCTURING

PUNCTURING
ERi 5 PATTERN #71

|
! FUNGTIRE
[ PATTERN #523



US 8,607,131 B2
Page 2

(56) References Cited

OTHER PUBLICATIONS

S. Choi et al., “Effective Puncturing Schemes for Block-type Low-
Density Parity-Check Codes,” IEEE 65th Vehicular Technology Con-
ference, VTC2007-Spring, Apr. 22, 2007, pp. 1841-1845.

T. Yoshikawa, et al., “Rate Estimation Techniques for Rate-Compat-
ible LDPC Codes,” IEICE Transactions, vol. J89 A, No. 12, Dec.
2006, pp. 1175-1184.

M. Fossorier, “Quasi-Cyclic Low-Density Parity-Check Codes From
Circulant Permutation Matrices,” IEEE Transactions on Information
Theory, vol. 50, No. 8, Aug. 2004, pp. 1788-1793.

L. Chen, et al. “Near-Shannon-Limit Quasi-Cyclic Low-Density Par-
ity-Check Codes,” IEEE Transactions on Communications, vol. 52,
No. 7, Jul. 2004, pp. 1038-1042.

IEEE P802.11n/D3.00, Unapproved IEEE Standards Draft, Sep.
2007, pp. 274-281.

D. MacKay, “Good Error-Correcting Codes Based on Very Sparse
Matrices,” IEEE Transactions on Information Theory, vol. 45, No. 2,
Mar. 1999, pp. 399-431.

M. Fossorier et al., “Transactions Papers: Reduced Complexity Itera-
tive Decoding of Low-Density Parity Check Codes Based on Belief
Propagation,” IEEE Transactions on Communications, vol. 47, No. 5,
May 1999, pp. 673-680.

J. Chen et al., “Transaction Papers: Reduced-Complexity Decoding
of LDPC Codes,” IEEE Transactions on Communications, vol. 53,
No. 8, Aug. 2005, pp. 1288-1299.

E. Choi, et al., “Rate-Compatible Puncturing for Low-Density Parity-
Check Codes with Dual-Diagonal Parity Structure,” IEEE 16 Inter-
national Symposium on Personal, Indoor and Mobile Radio Com-
munications, vol. 4, XP010928170, Sep. 2005, pp. 2642-2646.

S. Hong, et al., “Optimal Puncturing of Block-Type LDPC Codes and
Their Fast Convergence Decoding,” 2006 IEEE International Sym-
posium on Information Theory, Jul. 9-14, 2006, pp. 826-830.

* cited by examiner



US 8,607,131 B2

Sheet 1 of 33

Dec. 10, 2013

U.S. Patent

L'Old
| | %w%@ﬁ@ |
L6 ALY !
M @vd | S116 NOLLYWHOSM
3 E _
\\ w
saéu s /" NOLLYWHOAM! 40 \
ORI U /83031d 353HL DNISN DNIGCS |
GINIYL80 FONINDIS ALY \ / Sy \
/.. ; //// ,,ﬂ
% / i
/ \\ ,.,,f ////, w“
\ / \ / \
o rmmroe | G3LLNSNYOL
i S 038 01 GINNSSY .
118 ALve w M G AN mm 8, mmv %.r,
3600 ¥DGTE 40 ¥O0TE INO
118 ALldvd M 18 NOLLYINE0 AN |

QALLINSNYYL ATIVILOY
FON3N0ES 43400



U.S. Patent Dec. 10, 2013 Sheet 2 of 33 US 8,607,131 B2

s
@
oA
od
w2
= o
W
o
&L
[on) ond
TV
[ S
(o >
&SN
i
)
tii
8| 3
™/ &S
’ -
i
L1l L |
) "
&5 ;%:E
) .
& L
[ ]
-
L]
[
e S
£
Lad >

H
H

INFORMATION SEGQUENC
i



US 8,607,131 B2

Sheet 3 of 33

Dec. 10, 2013

U.S. Patent

0000CCOOT HDOOCC HOCOOOD0O00 0001 1G4 1001 16000 0 10 100010000600 0011 010001 1001001
1000000000} 00C0HD 10000000000 DOORI 1011001 100001010000100 1 10001 D01O00C00G 1G0LO0010000000000000030000 1061 1100000G0NL010001 100100
0000000 1DDCO1O0C00000C0 10 IR 10000100010 1400 01 00 16001 [LRE R toniloilo
000000001000001 it Dgilot 01 £D 001 1300000010 010004 L 6111100000 L0OLIOLE
1000000000000 | 1001 101 HO0L 10100001000 L 10300000 L DOLON 1001101
1t 000001 oreatinollooL 0n i 1000 DOOOBOY ¢ 1100110
011000000003 00000 1000000000 ™ GOICOY 0L LODI00C0CROI000010 1 I 160000C 0100) HI00RL
DOL1GODOO0COLODOCDLOD000000 ™ 0001001 1041001000001010000! 011 001 OCOL 00 10110111 10100011001
0001 1 OG00000 EBOODT 1 DOCO000 10001001 101 100100000101 0000 00T 0uoLeo0!t 000100+ i ELRLIAYS oL 1100
GOODLIDGOODDOOID000LQD00DC ™ 0L0V0IOCLEGHEDOEICO0010LQ0C 00OF 00001900 000 Q0001 01101101 10
000061 100000000 100000 100000 o¢lagatootial Q100 0000) Do 00 0OLEOLIOLE 00011
0000004 L 0000010000 (1] 010 000001 ¢ 1 000! oot 1oLl 1eroo0t
0000000 1100000000 LO00T 00T ©000CI000) 001 131 100100000101 060E0D1 0060000010001 16001000600000000. £ LGGE 1112) L10N0G0000 101000
000GH00C| 100000000 LEO000EN0 1000010001001 LOL ! 0 00000001 0000000 001000 11001401 1011 1000000000100

0C000U00D | 1300TC00CE000001E
000050000 1G00T0000 100000
10000000000 | 100CC00001 DO0BE
010000000000 £ LGOD0C0D0 {000
0C 30000030000 | 00000001 000
0001000000006 10000000100
0000 GO0DOTO000 L 100000000 10
000003 00000000C01 100000001
100G00100000C0000 | 130000000

QIDO00IR001Q0E 101 LGOLO0CO0E 00000001 58080@85808 10000001

0100000001000t

LC100061000 1001 101100180000

0011001131101 E1DOG00D001ICI0

0001 100LLDLEOLE LO0000000L01

01010000L00010G110110010000

0010

00

Lol HO00LEOSE LG LOLELGO00R0V0 16

00101000GK0001C01 1211001000 QOSOEQQQS 1000000000 1000 00T 00000001 300 10000000000 G00GM0020000E00100010D0000X D100 LOOLLBEEDLE LO0O0000D

000§ 1000010001001 101100100

©0000L01000010001 001

0¢ 000040008000 16001 00 130010010003 30000KE0L0001 LADLIOEED L LONGAD00A

Q0001010C00L00GI00 110110030 0 800000 JOGOU L0C00(L0000G 011000 EEDGE LGS 1O L I000000Y
211901 00 DG01005000 ©OC000000000X 1001161 10111000000

£OGODAIDLOBOG! 1pOLIgrieo | CDO0000! 601000000 D00 1001101101 1100000

4000001010000 1000 LOGL LT ) L0 G10GODOO00000(O! 100000000 CODEDO0DDEDAIN00DOD0] CO0CO dooogocooonoaooo_8_00209wnoo_o_cea_ 1061101101 119000

©10000010C0D00000CL LGO0OO0E ™ £OID0C0DI0!Y §011 001 1 001 D00N001NLB001 LCOLIGLIOEL IODO
00100000100000000001 LODOOCG ™ 1O0EO00DCIRLI0C0010001DCE LEE 000) 1G00AG00 0DJ0DGX L0001 DOD LOC00000000000TC0C LOCE 000 L. D0D00O 104000 LEOCH LU IO} LIOC
900100000L00000000021 100000 ™ £100100000101000G10003 001 10 00001 10000G0 0001 00l NO0OCO0IBLO0CTIQGLIOLIOLELG
000010C00010630000000110000 ™ 63 10D100000I0{00001000100EE 100000 000 LOO00000 100D 001 101001 100 LIDRIOET Y
©Q00C01C000CE0000D000CD1 1000~ 0410010000000 LOUCI0CY L0000 Y5000 000000010001 03 J0G1001D 1010001 100E 101 10T
Heo T 1ok 100 1000 thi 1 00CLLB0110L10L

0001000006000D1 L0 T n:eVaa_::zza—s_egcsac—o 061 106 )BE00001 0000000100 40008 001} i LIO0FIOLLC

00000000 1000001000000000041  — DQIEOL O C 10 DGLODOODO00000000 0000000 HD 11000100000 i0LL 0100011001101 S
10000060001 00000160000GO200 ~  0DCOL 10110010000 100 0L 10001 Bt 0 fi 06 100D ToRKIGE DOCHG0G 160! TIB00G0000101660L 1001 i
610000600001 00C00E0DONC0C00  ~  0HO0GL101 1001000001 t 210001 1010010001 010011 010G} LO0L}
TOLODDOICO0N1DCOOREDO000DOT ™ Q000003 1011001000001 0100001 01 0000 0210001 100600 0C1 101001t LQE000L 100Y
0010000000 0000010000000 ™ 1000000 10+ 100100000100000 00L 0001 10000:000100L000L SLOL00LE 100
£00010000GA5001000001000000 ™ 0100GONCE L) 101000 0001 ¢ 00! 1000 HODLO0 SHIOKOGEE 10
000DDLODCODCO0CI00000100000 ™ JOEDGUOC0! LGEEDOIO0CUCERLI00 00001} 000001000 ¢ 100000001001000 1io1aoLt 0011
000CO01DOOO0OGRO1000001G000 ™ 0001003000 1CH1001G0DEL0ID 000001 BGAAGG1COL 1OGLIDL0CEY 1 i
00000001 000000000100000E000 ™ QOODL0000001 101 100LODCOCEGL DODDO0Y L D0DUOGO1 000 G00GI0LO0 A0 Lioetioioes iy 101009
000000001 0DODCODU0IB00P0IOY ™ FOCOCIDO0000! 101100100000 D 000000041 0000000 10009 o0ac I 10011010011 10000000R LG LO0

00C0DO0DGE0OS00D000 000000
0000RA0N00100A00C0DN 100000 L

2100001 6000001 107 1001000001

3 Q000D
©10000000000 1000000000000
0010060000000 1 000000000 LC0D
000} |

jaigt 110110610000 1

] 010000000 1ont 00! 1001101001 1100000600 L0} G
LOI0COD1000000 1 103 10000000 GGOUI00CH! LOBGUDO0000 LLGE0D 0D10V00G001 000 10000 000000 Q0 80311001 101001 1100000000101
0001 000 -LD001 1001 LO10D L LA0000000 E(

000310000000 { 00G08 o0l 01100110100}

B0E0L000G 0000001108 1C0LC00
000 101000010G00001 101100100

020010000300000 LE000R0000LD
0000010000000000 LOBCL00000 L
15000040000030030 1000000002
1000001 00000G00G0 1 GOUD000D

500010 1oLiool0
DO00010L000010000008 1CLIC0E

F0OD 100020000 XNAN0ANCA0!

1000001010000/ 0000001 101 OO

003000106000 10100011001 101001 :oooeooco
000 COL0ACIDC000; 01010001 1061101001 § LODO0DCE

0 10001DOGVODE

)LOC 10001 QOLGI000LL00) LOFQ0E | 130000G

010000013 103001000000110110 OF

0001000000

0000 1000100000

00000 LD LO0OLLA0L LOLO0LE 100000

0010000010 LHGAG 100000011011 001

0005000 1 4001 BOR0 HOLGORO0000!

1001000100' 0000 10EO0G L 10D EQEC0L 1 1O0OC
0000000 001 000101000001 01000 10GE EOEDOLELO00

00100000 00000000001 0000000 ™ 100N I Liot ool [ftecedin] _:cc:cc:_:ccfcoo 1001 G100 1100

1000000 3t D10DC0EC000001 10 BOBOL 1000000 00 11GOOROC i 11goiigiooiiio
000OLRO0OD 00600 113} 11 000001 100000 ooooooa-ooos [oLo00 | 100110100111
0DOOOLOOCOCD00DOO0CDT DO0O 1CHL0B1000001L0L ! L DOOONOL toeoo D001 (001 100LIDLGOEE
006000100600100D00000G01G00 ™ 1 10L10CLD0000T 010000 HIDUCHY oo 1 000 000 L€ 0081 1001101001
00000CO 100001 DOCOO0T00 10O ©1I0E100100000§ 010000100000 100 01 00 1 0001100 EGIO0
600000001 DO0D0100D00A00 0 BCELOLODLORCODLNLCA00L0000 10 001 000000010 01000 0oL FLOCEIOED
000000000 100000 LOJ00BA00CE L 000110110010000010100001000 L DO 0000000k V010001 1:0011 ,c_coo" 100110]

A

oaf
—
&g

g
s
o

£0ld



US 8,607,131 B2

Sheet 4 of 33

Dec. 10, 2013

U.S. Patent

poc

gz

0000000001 0000010000000000 | 000110110601 1000010100001 000 L ool 1010001 1001001
LODO0OC000 1000001 0000000000 0000101 100110000, 0 L 0000000 001900} 10011 00QK10010C
06000001000001000000060010 ™ 01101 00010 100 01 101811 1010001 LO0L 10110
00000000 HNO0RI0000000000F L ™ 00LL01) 10 001 0000010 POHLE 100014004 10LY
! 1001101100} 1 061 6001 00000603060000000001 1101 ¢ LOGOCOHELGTHA0TTOOT L0
14000000001 000A010000000000 ™ 01001 LOLL 010000400 | 1000 ) 10441 1040001 100LLD
©11000000001000001000000000 ~  00LO0LIDLL 000010 | 000000 1ok 0001100!
001 1000000001000001G0000C00 ™ 0001001 L01 1001000 HI0000) 01 001000 ! 000! Lot 01000141001
0001 10000000010000010000000 ™ 1000100110 010000 001 00010001 001 SLLOLIO £ 1040801100
00001 oooego 101100} 000} 40001000 0LIOTION] 1
060001 10000000CLO0000LE0000 ™ DOLDOCLOOK 10K 100100 00001300 DOCRO} 001 LTI 0100011,
0G00001100000000100000L90C0 ™ 00OOLROAI00LLOL 0 000001 00000010001 Lt 1011011 010001
0000000+ 0co ™ ! LI 000000} 100000000 £O0000D 1000 00000001 0C10001 LOOL1E 1101 LLDODODI0D 1000
00000400 ™ 10110010000010 £00Q000) D LODUOOAG : 011001 LDEEDLLI0R00DRANLDICD
L06000600L00000L0 ™ 01 101 000000001 1000000010001 001 0CIEGOLLOL10tE 1010
00000000001 100000C001000001 = LDLOOARIOO0LULI FG1 100100000 DOOCOOCO0} 100000000001 0000C GO1GO0D0CD) 000 0000! 0010001 OCOLEDCHICH IO FLDODO000DIR]
100000000001 LO0G0000G100000 ™ 010400001 00CI0TF 10116010000 DODOOEOGEEL L0G000000010000 000:00C0000 100021001 101 LOF £ 10D00DOCOLE’
0KCO00BC0000 LOCOD0O0OI000D ™ 00FG100001D00)100} 10} E00L000 0000000000D | FGONDDONDND LENG (000 10C000001000 0010001 D0OLICO!ECELD} 11005000001
001 1 oo - 001 105 10010C J] 00 1 001 10100011001 101 1011100500000
0600160000000031 ;0000000CI0C ~ 0OODLO} 1011000 00603010000000! 0 G000 0LOCD0! 1001 101 13K 110B00000
0000100000000001 100000000FG ™ 0GO001010000£0001001 1011001 00N00RGNA0A00L 100EOCOC0C! HC00000 0030001000 H00GIC00/0060000000000601 TO1D0C1UC0C GOLOLHN01 LEALLOLLOL 100000T
000001 t - 1101100 i i 00! 000F LODLEGLIOLEL00DOC
1000 1000000D¢ 00010DE L0110 1 00000 G01000FGE000 11002 101101 11C00C
[ 110000000 0000L00DLODE EDLL ' 0C000001 0001 000 100000G L0001 1001 LOELOE 100D
-001 000060 0000010001005 101 10000008 GO00GOGO000 10010001 BOODOCIOIGH 1001 IOLIOLE 106
000100000100000000001 100000 ™ 11001000001 0100110 011000000 DADOCHOUIDNNLOIDG0D0 LDOT 10D L 01010001 004101101540
60001000001 0000000000110000 ™ BL160L 0013 ! 1100000 0i0t FO0CHHO0HLOLLO!TE
00600150000 DOTOTOC000 L 1000 10} 1 10000 0001100} 001D L 010001100101 ETHE
GU0CC0EBOCOUI 00000CA0G0 100 1101 100L00CO0101 0000 00000 DOO 1000 10 000010000000 4 010004 180LLDELDY
QCO0000$ET0001H00000000LI0 ™ 01101100k 1ol 0 100 01 ! 1 1 LOKOOOLEODI 1BLL0
.- 000000ACLO00N010600000C00EH ™ GOLLO1I00 010001 € 10004 10 004000000000000001 (X g 1000010101 110000000 101000} 10D HOLY
1100000+ 00001 Lok 1 1000} 0GO0D00" 1000 '1D0111600000001010001 1001 15
010000000001000001000000000 ™ 0D0G01 LD L0DLOOCADLOLA0NGLD 1 1000 100010000000C : 01001 100000000 1010001 001
0010000C0C00E00000100000000 ™ 0000001 101 10010000010L0000} L 0310001 0t 10010010001 L0k L10Ct
000100000600016300010000000 ~ 10000001 101 100L000001010000 001 0201 00:0001 001 HIDLOOILL 0001 100
60001 - 101 1000 0001 0110100} 01000410
ooooo 1011001 00001 00R0010616001 LIOLODE L 1000+
0000001£0000000010000DL0000 ~  G0GLOOGODT) LOL 010 00O00E 000000000100003000000C000: LOOLLDI00LE 210001
000000010000030001000061000 ™ 0C0D10000001 101 01 0000001 00600000 00000001 FLDDLIOLORL | LODBDOO00! 01000
00000C001000C000001C000CL00 ~  E000DE0000001 LOY 10030080010 00000001 L 0010801 11001 161001} §0000000DLC LOT
T 0100000001 0GLIC0} 101001} 1010
i } 101 1 00100600001000} 00 11001101001 LOODOC0001 01
00000 ot 10110010000 1 000100606001 0001 11001101001 L1
001 1011031000 i 000010000000 0010001 0000000010001 EODL (D100 {
001000006000 10600609001 000 00010100001 0306000 01 LODLOO 1 : 01000+ d g 1010001 LOGLI0H001 } 100000000
000100000000001600000000100 ™ 00001G1000010000001 10110010 L 1001 £6L00) LLOOD0DOC:
0000000000000 100000B000E0 ™ 00000101000040000001 LOL100Y 00101000+ 100K KDDL L10000AC
000001 00000000001 1000001 1101100 | 00000000 1000000 0 0001 1001101001 1100000
100000 - 10110 00006001000 G0O10GI0000L010A0L 1001 131001 11660
a1 00600000 001101 ¢ 3004 005 16000 1 VLIG01 10L0U LI EO0Y
o00000¢ | 101 110000000 1000C00G 1000 D00 000CO0CO0000I0000001 001000 0000001010001 1001 1OLUDLEIDY
0001000001 00000000001600000 ™ 1004006001 ¢1000BLO00000L L0 0000L 1000000 0E00CL00"L 001000 1 0100011001 FOIEDI E10
00001000001 0000000080100000 ™ D1L0010000MI0L 1 100000 10000C00100010 LOL000L 1008 101001 E
000001000001 RIS 10000 ! 00104 1010008 10D} 101001}
000000100 “ Lol 100001000002 11000 t 1 i 100002 10001100 kDLODL
000A0001000CDE00000000ACI00 ™ OFIOF 00000 100 100! ! 010001 4001 L0100
000000001 000001 600000000010 ™ DOLLOL 0000 10 " 1000110041010
.- 000000000} 06000 100000000001 0001101100} 000 ] 14 0001 0000000 X 0000500 001 LL000N0002KCLODCE 0L 1D}
< =
L2 jex gex ez

Ol



US 8,607,131 B2

Sheet 5 of 33

Dec. 10, 2013

U.S. Patent

000000000 0GO001 0000006000
LOBDOODOOG LOODOO EOBCODN00N.

000G LU0 100D} 0 LOUINEO00 1 9001 10000000 001000 4H0C

NDOOE L0 EAOLT0000 LB1LE000100 | 10001 £06000C0 10010001

0011 1001001

L00LE 100100

§1100000001010001 1003 10116

06000 L0C000C00003 10000000010
00000 10000000000 L LODCOROCE
100000 LODTOVDGC00 L 1D0R00END
010000010000000G00 1 10600000

000001030000 LCC0L001 101 1001 B0D0O0DE000C0GL L0BUGHDGOG0T COUOUOUIT000000 LD | 0OGIO0Y BULORQ00000000T) 0TI 0C010000;
1600001010000LOC0LNG1 L0LL0D L 110006000000 00 1B0G00DG L0 {C0L0003 000
DLOUO00IOI0B0CBOG G0 L0110 G1 0000000000000 [ 0G00CR00) 0OB00000C LOO0000A LOCT 100000 DO0ODIGIN000ACO0S LIGLO0A 100;
001200001C100CAL000L00L LOTT OF LODOGOD0C CO00QL 000 +00100010;

0ol 29 oLio 1010000 LO0T LD 00100 10001000
O 00001 33 0onLL0LL 101000610061 00040 [RR1333 LEOOLIOLL
- 100000000100000 EODOCOOO000L  ~  160110110010000010100001000 1 00CY 100000001 00LO001 LA0kE L0 Lo
1100000000 1 00000 E0A00000000 21001101100100000! 00100 1 ) 3 00 1001000 L00QC 100003 1D E 1010001 D01 L0,
01100000000 100000 LOCOA00000 001001101 101000010 L1 i L000G00 B 1001000 190 1011 L1goLs
001100000000 100000 130000000 0001001 EAL EDOLOB0DCICLO000L DL ol 0D 001001000 attell 11010061 1001
0001100000000 LOODO0 FD0COD00 LOCOLOGE LOLE0DE0DO0DL0I00CO 001 00 000100 1030 LOBOGDOC LokroLE 100
000C | L0000 LOORCO1L0ON0NN 010001001 01 LA0Y] L0100 0001 000 10GE0a Liottali 1 Lo
0D0CO | LEO000000 100000100000 0010001001 L1 100 LOGO00I0LEO 0000 L EO000000C001000000G00G DGODD 1000 10D000D000000001 00 0300160100010 ioet1eL10)! 10100011
0000001 LODOODOOL 100NDNL0000 GACLOO0LDALIGLEGGLOONGOL0L0 Q0600 0000003000 1( 10 5300001001000 1 F30011011011 010001
00000001 100000000 1000001000 000010C010CEHIGE 0107 0C0001 | L B00GOGC) GO 300 ED0000000000C: LO01 10T 101§ 1A0000000 1D L000:
006000001 100000000 100000100 10GG0LC0L001 £0E LCOL0000010 0CDOO00L L 100000001000 000000061CGEOCO100000000G00: 01 L001 LG {01 1 LOODOCOO0ED 10D
0000000001 LODO0CO0O 10000010 CLOC0OLODCLOGLIOLLOOL0020CE G00DAN00L LDAN0DACOCCLANCH0E 310000000L000E 001000 0011001101101 1000000001010,
00000000001 100000000100008 1 1000001000100 §0E 100 L0000 118000 1 010001 000000000 F001 0G0 000000000 0001 1CC 1 IGEO 10060000001
10000000000 E 1GO0GO00 LO0CAG BLOEGCOT10001A0LLOLLOGEIC00 OC 110000 OGO 30C0 10030004 0007 1LGOLEOKET T LOC
010000000000 | 1000COV0G FOTC0 00£01C000L000E001 101 1001000 00 3 000 DCO! ) 103100010000000iHLO0BELGRELOL 1O £ LOBOOGOOOT:
O0LAG0AONBAH0 L LO0OOD0N0L0CO DOOI0LO00GEGOGLO0L104 100100 CODOCODOOION L LD00DB00D0TI0T DCUDOLODOOVDN _occ 1000000000 $000ACE00C000L00LGR0 LODT00TFGLO0DL 1IGE 10LEGS | 10000000Y;
0000000000000 LODOCORO0 DY DQOD10I00CCHO001001 10 LLDCS D Q0G0GOB00000C | 000C0000001 0 00T 1000 100 HIDCT00000;

Q10100011001 10§ 101110000000

GOLOI0001 L0010}
00030LO00LE00L 101101 £100000,
DO0QIGI0U0T 100 IO IGLE D000
0000G10I000H 00 LECEEGELHOOL

_.~~00LODOO0 LOOGDOCOO00 | LODDCOD ! [UH ELO1 Q001 10000000 CODORC 5 A 00 10001000 X 000].00 1000 1000000 L0 10001 ECOLEC! 10), £0D:
| 000106000 L00000DGO0NLER0000 ™ L10GIC000010L000010CCEDOL LD 0000 EO0000000000000 LOGGO00 COODRODRO0001 0000000 D00 100 10C00GETA0A00000C0NT1LTEE DO0ORU0 1OLOU L EUOREDLIBLLIG
0000 L00G0G F00000R000CEI0000 = GLIDOIDBOODIO} 0011 000001 100309 000 Q0010 {1 10C 00! Lok LiCoii0tiaLsL
00000 LG0000L 00 T Lot 1000010001001 110000 00000000 100G DOF 301001 [ VIOGH LG 101
00CO00LD0000LO000000000LLON ™ LIBLLODL000GCES LRODDLONALI0 0BA00BGL 1000 1O000C £D0C 0401000000 oL 1001#31101!
0000000 100000 L00000O0R0DCLIG ™ 1101100103000 1CL0000100010 2] HOO 01 000000L 10000000100 LG0G0000030C000C0000000100: 1 1100000000 1010001 1001 1O LG
-~~(0CG00001000003000D0000001 1 ™ Q01 101100100CATI 0100010601 ( 10110 00100000000 i 0010 £1000100000CCA00000C0000010 1 11G00D00NDLDLB001 106 101 Lk
10C0O0COC00 1 50050 L00C0000000 0001101 L00LO0COERLO00OL00 1 nnoat | 3 000C 110010601 00000001100 1010001 100310;
1000000000 LOODDOEO000DC00D ™™ COORGTOL10G100000100000010 ¢ 01000 000000 01001000 C000000CIDIOG ) LC10001 L00T |
001000000000L00000100C0N000 ™ £ODDGAL10110010000010E0000L 0L 001000} HSS toce VOLLE 1QUDELOG;
DU0100000000CFO0C001000C000 ™ 1000CD0HLO11001000001010000 001 0060001 110060 (000 voa—mmo—cocooococcgoaoo LLOLOOT ELO0DGO0DG LG LO00 LLDK:
0000 LGOBO0000E L00GE0 1006000 01000000K 101 0000000101000 C0QE 000100010000 GC1.000 1001 OHIOIQOLL 1o
D00 ODOOODC0S | 00000100000 00LOCCD00E LOK KOCEB000D101N0 BO00EE 00000100014 160000001001 GCLI0L00LTY 01 L
0GOOOG 1000000000 100015600 00010000001 103 L0C 100004010 00E00LL 000000000 000000100010 10 0030601001000 % 1001 OO0 11000000001 310003

0000000 LON000NDEH 1D0000 1000 000010000001 101 L0DE 101 00000011 1 0000000 L00HO0D1 00000300000 L 100131001 1100000000 10LOVE:
0000000010000CI00T100000100 £00C0100000C1 101D 200000C1 ! 0000000 Cl 0000 00000000 L0 LO0CLO0C0000A000| 011001 10L0L L L 100000000 LOLD0:
000DOCOD01D00C0C000 LOBOCO1C QE0GOD1EC000G0S L0110C10000C i 00000V O 00 Sooaoocceccco 0000000G01L0G1 D00 100000000C0! 0000002C 101 0
0500C0000010000000001000001 ™ 1010000L2000001 101 LEOLON0OG 00600 01000100 131
1030000 $00C0001 101100 HO00C GOGG00GO00E Ceooocccco_ccoc ooc_ogooco_occ_cocoooooccu 6000000C0O00 1001 G001 000C00CY|:1 000 1001 FOLDG | E00000000 10
ok o0 Latieaioon 000 010001 0010001000 LI00KIGE00LE i

0810000000000 L AC0000C0 1000
060L000060060G1060000060 100
0000 12000030000 LORDC00C0 L
00000 10000000006 LBDOONNN00 L
100000 10C300000C0 1 DGLHVU00C
0100000 LEOOGO0DGOT LGODD0GOC
00102000 000000G000 10000000

000 0100001000000 LG E LOREOC DRCO0CO00C0D | 1G00000C000 LO0 0D00D 00000001 GO0 COD0000C0 AD0OCCACODOCT 1ACDA0100I0CY
4000E0LGO001000000L 101 LGOLE $A000C00000CG 1 EDC0000000010 GROC0C LOCON000 100010000000 010001

1010001 1001 EDLDGEL LO0BOO00D;

0000010 000010000001 IDEIODE 120000001 00100010000,
100003 LG E000010000001 L01 10C 1 000000000000G0L Sooaooooso 00000000100000001000100DC0 H00Q000C00000D001001 620 E0CT|

2 LD LEBIO0L L LODOOO00:
Q0100001 1OGLI0ED0 |} 00000
£0OCIOIDO0} 100! LOEDTE b 100000

0100000 L(10C00 1030000110510 OF 600000010001 00000 ) 210010001

LICOT 101001 LE000|

00100000 LD EO0CGED0C0001101) 0O 00C 1000 E0CO0 & 200C00GE0QL000 10

10000000 1010000 £0600001 101 06CLAGDA0OANCO0DN01 10000000 1000000000 —Soccso 1000 1060 Ha0A0000000000A0000 1001 000K

00t 100110100 [ 100C;
00000G LOEODD 1100 LOLOOLELOG

Ly wm,x

000100000 1000000000000000C ~ 110010000G 1040000 000001 HO 0UGO! 01100110100 #1¢]
0000 LODOCC LONDD0ODNOH LOOODG D110010C000LG L0000 LO00GOLE 000001 00110010100 L L
1011008 toi 0000001 0000} 10000 00011008 101001 1

QOOGC0 LOONDN LOD0ODCONDALONE 1101100100000 fa—ccco—onooco 000 JO0C01L 1000 | ! 1190101001
0000000100000 10000000000106 ™ 0110110010000 1010600100000 100 010001 100110100
G000COD0LO000LG0DT000000L0  GOLEOL 10040000010 }+000010000 10 001 16611 1010001 10041010,
.~C0DPOADO0LO0000EO06CA00000L ™ 030K EDLEDNLO000010L000G10AD + 00010000000 E@cgc%om@%@S uE 100000000 1310001 100 40}

207

gold



US 8,607,131 B2

Sheet 6 of 33

Dec. 10, 2013

U.S. Patent

9'Did
NOILO3S
ONLLLIS
XLYIW 0432
oL
|
|
v ¥
i 11935
NOLLOZS DNIOED fe——]  NORUSE i
| ININZON Y 3ONIN03S NOLLYWSOAN
(NOILO3S oct 0zt
ONIDNGEE YLYE)
NOLLOZS
ONIMLONT
i
ori
00t



US 8,607,131 B2

Sheet 7 of 33

Dec. 10, 2013

U.S. Patent

LOl4

-+ 90y T ST ,.g.mﬁx: m&m.m..,ﬁamd SO e+ SQYTT SOMTT T e T
e T T o ST ST T

; 1ne1no
NOLLO3S ) Aot OLLYY QOOHITINTT
<— 9NIge030 dF [ Ol 57 QIAEIOR
oze 0t€
oot
- < OGYT SEAY T LAY T YT e+ O SAY T T e e e O 90T

40NE703S 10d1N0

JONANOIS LNdN



US 8,607,131 B2

Sheet 8 of 33

Dec. 10, 2013

U.S. Patent

g8old

ML

(3000 540100 DNISM)
(8119 ALlMYd ONY SLI8 NOLLYWHOANI 40 dn 30y
TOGWAS NCILYWHOAN]

TOEWAS NOLLYIHOINI TOHINCT




US 8,607,131 B2

Sheet 9 of 33

Dec. 10, 2013

U.S. Patent

NOILD3S

DNILIINSNYHL

6014

Ovy

I NOLLO3S

| oomLIs e

, XIMLVI 0437 W

— - m

Obt . :

| M

| w |

| |

¥ ¥ .

0103 w |

ot MIAVITALND e NOILOTS BNIGQO | w_
e W 30N3ND3S NOL YAHO AN

gy 0zr oLy



US 8,607,131 B2

Sheet 10 of 33

01014

NOLLOES NOLLO31E0
NOLLYWMHOANT TOHINGD w
Z |

: W

2

Dec. 10, 2013

U.S. Patent

0z8
: w
v \i
NOLLOZS | 1011035 ROLLYINOTYD 01038
. ) NOWOISNOUVIAOWO | b ymavsainee e NOL
DNIAIZOTY OlLYd GOOHIINT 807 HNIGO030
(3 occ 075 agg
004



U.S. Patent Dec. 10, 2013 Sheet 11 of 33 US 8,607,131 B2

/A
(98]
t:
&1
e
=
[
<
[
LLE
£3
&
(]
e .
3 N
s g
ek »
@ <
e o e e b Prawad
A « Li.
pnteed
%
&
wmeed
o
tid
L
o
[
e
X3
2 e
- -
T [
e
)
L
Ay




US 8,607,131 B2

Sheet 12 of 33

Dec. 10, 2013

U.S. Patent

¢L'oid

NOLLOES
ONLLIES i
KHLIYIN Q457
eglt” |
i
| W
“ |
| |
¥ ¥ W
m m
{ . KOLLGES
< §TI0 DRI e P
ZOML.QMQ bmﬁﬂ(( ‘w?mﬁmwzﬁ&md = X
0l Bz !
(NOLLDES
DNIONGEH ¥1Y3E,
NOLLOES
SNMHOLONNE
oL

SONINDIS NOULYWHCN]



U.S. Patent Dec. 10, 2013 Sheet 13 of 33 US 8,607,131 B2

e
<
s .
S AN E;;
% . [&6]
e = SN
8| . NEs
= = e
o3 i Y] \
o it
o3 C;

J—

5 =
L E‘:.J b ﬁ
x:f{ [5§] 4 el =
. \ e
i [FEy=
o
\ — 22
\ oy B
== -
v \ ) 2w
o5 3 \ 2
=
5 =R /| S8
oy (e8] E g
\ \ / 1
ey
o3 2
1 1Lk j
- / )
£ "
= \ / &)
. | E / i
...... . /
: ) L M {
P 2]
£ 2 |
o Sy
| @ “
< X
e e ; 0 o oYy,
| o
ivs
S =] v
G / 55 2 }
S ' = " /
Jan] 2=}
= | =
o]
e
/ = ]
. @
i
b - S
o] / Py £3 /
5 2 S |
i o & /
e
. o~
o {}j = |
L
i) o
lP.L! prd ,{E e e
i o2 = C
& & & il =
@ A RS &
2 . 5
= Nk
7f &
= =oAL
b Y
Lt Ll &5
£

]

A
v
i



US 8,607,131 B2

Sheet 14 of 33

Dec. 10, 2013

U.S. Patent

(@30nd3y
LON Y GILLINGNYHL
48 01 S1E ALMYd)
XIHLYW OH37 ON

(QHLLINSNYYL 3E OL
S48 ALMYd DNIONGIH
d04 ¢# COHLIW)

G XIHLYW Gdd7

(GELLINSKNYHEL 38 OL
SLIE ALMHYd ONIONGZY
404 1 QORI
v XLV Q47

NS > 2




US 8,607,131 B2

Sheet 15 of 33

Dec. 10, 2013

U.S. Patent

GLold

NOILO3S
ONLLLES NHZ11vd

ONNLONN

0Z9~

e

{(NOILO3S DNIONGY
¥.1y{d) NOLLOES
ONIHNLONAG

0g9

-
o«

JONZN0AS NOILYWHOAN



US 8,607,131 B2

Sheet 16 of 33

Dec. 10, 2013

U.S. Patent

~._gved

£0# Nd3Llvd
DNIHNLONN

518 RNLONNA)
INSNVYL 0L LON
R ROERE S

.

V91Ol

W NH3LLYd
wzwmmwozm&

(S8 JUNLONNd)
JINSNYYL OL LON
SHE M Lo3TEs

08 NE3LLVd
ONRMNLONNG

(5118 3HNLONNG)
LIASNYSHL OL 10N
SUE M 1038



US 8,607,131 B2

Sheet 17 of 33

Dec. 10, 2013

U.S. Patent

N

EASEIRRL
ONMNLONNG
(5118 JNLONN)
LIISNYHL OL LON
SHEH L0308

//mm:x LOIX ere DEX ZBX bgx
/

|91l

LN HOIN «

[V

o8 Nd3llvd
FUNLONNG

gEx ggx  L¥X

s Ne3livd
ONRINLONGd

{5118 JunLioNnd)
JIWSNYYL OL LON
SHEH L0336




US 8,607,131 B2

Sheet 18 of 33

Dec. 10, 2013

U.S. Patent

Q91014

COSE Nd3LLve
ES MU,

SUE M 03T

I

HallYd

i WHILLY

ZONA

AU AT
SLE N 103 Es




US 8,607,131 B2

Sheet 19 of 33

Dec. 10, 2013

U.S. Patent

L1014

/
L/

(.v
LLYWHOANI TOHLINGD

[
=
o
[
o
o
=
¢



US 8,607,131 B2

Sheet 20 of 33

Dec. 10, 2013

U.S. Patent

810l

MooTe %0078
WI03dS WIO34S
5, e
VAN "
\\ N \ N
p . s

e .
i * !
L Z#Mo0T8 wyoole |
3 i |
(S1g 001 (S48 10D
S1E 00! SLIE 004
/
\ /
\ /

J

,, /
\/
Y

(SLE 102) S8 007 NOLLYWHOANI TOHINGO



US 8,607,131 B2

Sheet 21 of 33

Dec. 10, 2013

U.S. Patent

¥61 01
300TTEENS 40 SNWNTCO 40 ¥IGWNN
NH3LLYd DNIBNLONNG 50 TT0A0
(NY3LLVd DNIHNLONAA 3WYS 3K 28 0L

{380 S1YE NdZLLYd ONINLONDG
7 NR
7 LR Y
/ P

/ \ 5
! VoA
; N / /
.\ \\\\,\ ////// Yoy
! - e Y
e ISR
T ‘ e , .
S - 1= ¢ 192 i- 1= b= i 1= 98 oy
R e e b= i= i-{i- i 6% 68 i~ I- I~ -
R e I~ b= 1=12L 0L 1= b= 65 - V6 i-
=0 6 - (S R ST I S R Al Y G Al 74 &
e R R O e L N CN T -
= b= i= -0 g i- O S 14 S S S Sl S =
e A = 1= 0 [BL 1= i- i- T8 i- OF -
i = 1= 0 A S S R R/ L 2 S Sl 2 A S i~
SRR = = d=fi- g 57 89 - k- t- 9
f = g O I R L S Sl S8 O Sl 4 -
e R -0 0 -2l - i-i-86 6L 72 f-
ol o B L -t - S C S -
\\X.\\.\\\\\ /.::.!I -
/\\\\ /.f/\ﬁ\\\\
S ALMYd 0L G31vT3s S8 NOLLYIWHCAN 0L G310V

“H XLYI TY1iEYd FH ORILYW TYILY Y

270 3L¥d DNICOD 40 *H XLYW 303HD



US 8,607,131 B2

Sheet 22 of 33

Dec. 10, 2013

U.S. Patent

861014

(NHALLYd DNIINLONND JAVS 3HL 38 0L)

QS0 81 88 NY3LLYd DNRINLONAG

A A A A A
m i | 4

N \
/ / ; i \
i { | ¥ A
/ i i M
[
H
A A,
/N T
\ &
SN

e

—
i
f

e g e gt oo LT3 CES g )

o o o Q) e

e

o

{
[
o

{

[ —
P

1

e
1
1

SUE ALMYd 0L J34Y 13y
S M LYIN VLMY

P o o e € e
ot [
3

bl

Py

|owey P~

5y
.

b= - b= b - 99 - I
i~ 8% 62 i~ I~ [~ 1~ €9
0L i~ 1= 6§ I~ #& 1= I-
= 1= 1- 8 1= ¥Z €8 i~
A e A
gL pL 1= 1= 1= - - £8
- - 1~ 78 - O 9y I-
TLY - - 8 - - i
i- 62 89 i~ i~ i~ I~ [~
[~ 1= 1= 8¢ 1~ 18 77 ¥2
b~ - 1= 6 BLET - I
- £8 68 I- i= 1= - -
T

— .

5118 NOLLYWHOINT 0L

M LYW TYLLEY

ETL R

i~ - &F
PR S
A E
- - 71
oL LL -
86 i~ |-
R C
82 i~ i~
iy - 18

[

Z/1 3LYE DNIA0D 40 H XLV HOFHD



US 8,607,131 B2

Sheet 23 of 33

Dec. 10, 2013

U.S. Patent

NYTLLYd DNIHNLONNG TWYS 3HL 38Y 228 0L 1# SNEILLY D DNBNLON B

%i g6 (020 L e
T2 NedLivd Vi zrmh.& S8 LYY
- DNHNLONA wzfpoéa ONR .Bz %S%L.

ONRINLONAG

82 - i~ = i¥ S S S
i- |-~ 8% 68 |- 58 4 i~ -
PR (TH S 1 R S S
15 = - - tF S S A
[ A Ll b - 2L
(- 8L ¥l i~ I~ £g g8
6L - -1~ 28 = -
=24 W b= - I~ 8%
i- - 82 69 - - ¥
L (IR
Zii- - i~ 8 b= -
I- - £§ 58 I~ i- O =
///J/!/z \\\\\\\
JI/»/ \k\\\
S48 ALY wa (ORI IR AT S 18 ROLLYWHOONL L J31vTaY
U YLV YL S IV VLYY

2/1 31¥H DNIGOD 40 *H MLVINI03HD



U.S. Patent Dec. 10, 2013 Sheet 24 of 33 US 8,607,131 B2

20

?,

- e
¢ BE 28
b= [ R [ .y
% 63 S E Hom
s o3 b 0
i Lo 5
g = = o O
o b S i
""? . — T () [

& o p i =
== P o g%
R = o D -z S E
Lo - v el

. S [
EE S T T T T TEE 23
P . Fen Sy l' vT N:';émw AAAAA — o [l 3 8

- ~ T =
[T EN O e € = B S KW W

- - L.
- e oo ] <y O
s b T (8 I
R 9 2ul
QT SHOXE
[ I R
o [ =
& =

oo
ROy

[on g
- 5
o
[£9]

£ e G0N
oy

28
1472 D 44 45
8

]
3

\1.
5 9

FIG.20A

fr)
[y

ION BIT
g
i

-
- wel
I
o
Ly

b Lo O

IX

88 52
A1 71
31 61 81

T

o

AL MA

31 24

L

gy

'\\ [SE TN SN R
] o

PART
RELATED TO INFORMA
1
9
1

RATE 5/6

1LY e OV €Iy
Wr b oo W

LY SR e o
o ot

G

e
boowy L

CHECK MATRIX H, OF CODBIN



U.S. Patent Dec. 10, 2013 Sheet 25 of 33 US 8,607,131 B2

e
[
<
wrd
o
2
[:J vy
(48] VL @ (o8
P s [ZZ BT
il £ - b O
o B o
Pl Sa e
el g 2=
b ., WS
<C Py P
= o TR noES
=t SO T N e
st o e . RN b 5 Li.
i~ // T e P 20
%:: t;l: < s e e N S - =
o {“fuj \ SR // % 1. ‘ﬁ‘ﬁ'
=R T
s =
o AN s B o5
SIS ES i
4
Fon - L [ o o
B E o g
B =ty =
Cxowp o o Fe
TN} O L5 {.ﬁ
ac; < (%:; ;n: £ m
<. 5 ol
-
O o0 )
/ P P O M
Le3 et L T
T 0 WD G}
P ©y oo i
b / RN Ll
m - o o
—~ ST a
=]
=B HEs g
< e D Gy
== (L) e e V3
- B o0 wr oo
=L OO e w3
= % o e
d o S,
<L oy wp ) e
e g .
o o
= oo onor t
. L \ ye O] e 0D
l:; [ IR g
] P e 6D
Ll 3 =r 1
© oo P £ P T
o3 = A
W e s
:; \\ o o
o ﬁ% T % L
(o) LD LT we vee
priod [a] o i
[} e e o
(o) \ oy D
[l
.
o
)
o
e

7
.

CHECK MATR



US 8,607,131 B2

Sheet 26 of 33

Dec. 10, 2013

U.S. Patent

NUZLIVd ONNLONNG 3NVYS JHL 38 04 24V 84 OL 12 SNHZLLYd DONINLONDA

B QGG e 0D LGB o

G NuZilye- GENEELLYG -

0 - i- 08
0 0 - -
-0 0 0
= -0 08
N
/// .
//\\

wmm»mm«&owmuwﬁmm
EH XM LYW TTYILMYd

00¢'01d

foide opid

T3 NY 0

—
o> I art N
W OLN -

g

b

<o 00

. PENEILYd: GINdTLiYd . g8 NJALIYd C 1 NdsLivd
~ ONBINLONNG - ONRINLONA * ONIINLONAd ONIIALONAC . ONRINLONAG ONIEALONMc -

6 ¥4 00 LG 76 67 06 5 02

809 8L 956 181216 %2 LT

YO OZLRL ALY L Wi Iy

2900 5 £EZB IS M E wE
~—

ll{i/l\\\\«

S1I8 NOLLYINHOSNI OL G31vh3y
H XIH LYW vLEvYd

GL L o8 - 61 0% 1- 05
- 12 - L2y 8848 1§
CTRANE A SR U A L VI
16 4= 7 b 1~ 86 6T |
\\\\q\\\\.\\
\\\\
9/6 21V DNIGOO 20 "H XIHLYM NOTHO



US 8,607,131 B2

Sheet 27 of 33

Dec. 10, 2013

U.S. Patent

CINOWR FB OLSLE

)G "EL+GGE TE+R0GS 1L+ 0GS 0S+#0GS

a?mémm»mw&omm,@iémm,@?mémwmm?mémmﬁi&mm,me%omm.N@iémm”,,@,T@omm;@%omw
3 , CS ‘GE+KQGS ‘PE+H0ES g

3

\-r
,, m,
'BZ+0CS ‘QT+OGS 'LTHHOGS GZHHOCS 'GZHKOGS PTHHKOGS ‘ET+HOTS ‘T+HOSS [Z+0CS ‘0Z+H0GS

B LHBROGS BLHKQGS L L+HOGS ‘QLHHOTS ‘GL+H0GS F1+H0GS ‘§L+K0GS ‘Z1+H0GS ‘L L+0SS ‘0L +%0GS

' G+R0SS BHR0GS ¢ [+1x0GS © 9+1kOCS | GHKQSS | pHk0GS | § +1k0GS T +x0GS 1 +x0CS OGS 1= A

wh

!
z

[LLLELLELO0 EOLLLLELOL OOLIOLLLIO OLELLELEEL LOLLLLLIOL =



US 8,607,131 B2

Sheet 28 of 33

Dec. 10, 2013

U.S. Patent

¢¢Dld

i3

BG+AEOS "BGHHTOS LGHKEES '9GEOS 'GG+HKEOS PGHREOS ‘CGHHEDS ZE+HXEYS T GHKEOS ‘OE+E

BY+XE0S ‘Br+XEOS Lp+I4EGS ‘Op+KE0S Gp4kEYS ‘Tr+KEOS EPHKEDS THHIXEDS Ly+KEOS Op+i%E
CBEHHECYS 'GE+HCIS LEHIKEDS ‘GEHKCYS GEHKEOS FEHHEOS TEHAEYS TEHHENS I CHHEYS VLHIAE
‘BLHHEYS ‘GTHKEYS LT HKEQS ‘GTHAETS ‘GZHAEYS PTHAEDS CTHHEYS TT+HREDS TLZHHETS OTHHE

£,

,mw+ *£0S wT. ww CLHIKEDS " L+RE0S TG L+IxEDS

(3A0W3d 38 0L 8118

[Z9+kEDS "L O+xE0S "QO+IkE0
o e
o
gs
gs
7i+xE0S hmwt%mwm Tl fwmwm L E+XE0S O L+BREDS

' GHREOS C BHIKEOS | [+1kEQS | G+KEOS | G+xEQS pHREGS 1T t%mmu 7 +%EOS T L+REQS kLGS

FELO LERELLREIO FELELRLLLE OLEE

PLEEEL LEOLVLELIO LOLERERERD FREEELOLEE]



US 8,607,131 B2

Sheet 29 of 33

Dec. 10, 2013

U.S. Patent

£¢Old

70 NH3L1Yd DNIMNLONA 165 NHILLYd DNRINLONNG
N
et TT Z8 ¥E 0L LS 26 &7 06 £E 0¥ IT 0T ET 8% 1~ 8T 08 T~ Om.
ST LS BE 0% 8L Sg 6 T8 L& L& ¥E LE I~ ¥ T~ LY% P EBE T8 1% - a—
o H
O &6 ¥9% C SLOPT OTL T LZ Oty e L% &L FZT LY 0OV BT I~ G T H AL LYW VWCWTQ
Li ¥ g 8L O g £L T8 % sy & e I I~ ¥ LY T 8% 52 T
—
L9 mew
h p eI N — " aee
HONINGIS JONINDIS NOLLYWHOAN

ALldVd

9/5=4 ALY DNIGCD 40 *H XRILYW MO3HO



U.S. Patent Dec. 10, 2013 Sheet 30 of 33 US 8,607,131 B2

L e810k20801 8228220

(e -
]
e %] o e
v 5 et
oY o
e 5 - o~
- o o
%&3 // N
= e i
,// ['w
o et
' o
i R
Iy won ! e ot
L s
Ll 0
E s <t
= s
%%.p; R o] Q:‘E
Z ? o
[¥s ] Bt
e LL'
<
!,..._..
<
N =
N [a
™ [
N “
Toem Ll
ToERN =
oo SN S -
@ @
R . .
o N X
e

g!.:"

LS

()

o

Lid

b=

=

o

(]

=

By P ——

g ;ﬁé B [
&3 e

ki :

o Dous -
.,-‘Q O‘; s

od wf - -
o ot o

[ Ay //’

s

ﬁ -

ng b e
) B //
Ll R oegi

i <

&5 E /’f

C



US 8,607,131 B2

Sheet 31 of 33

Dec. 10, 2013

U.S. Patent

70% NH3L1Yd DNRINLONNG
\

3
%

TR

L% N3LLY ONIINLONA

SEUHLYH

mmwNM¢meum¢mMmmmwm
: v Y R 3

R

}

THSTHPTHETHE
W _

¥4 B4

Z¢ T4 Of

LINFT ONIHOEHDEN

o

4]
i 8K

|

r

[

& T

4
o
ot b

SN RS T T

{ G
I & Tz Ty ~
I T - = % XHLYW 0THO
WL ] T
b5 Mm
PRRH \\
N\ S
. ,/V /
Y \\,
\ 30NINOIS NOLLYWHONT 7
N\ / / i
i / \33 Y »n 1Y ANy w.
RN P4 R Y L
gl e ECTTR R Y U 1L e

9/6=Y JLVH DNIGOD 40 H XRILYW MO3HD



U.S. Patent Dec. 10, 2013 Sheet 32 of 33 US 8,607,131 B2

N

g
s
[Ny
[ RN
@ 3%
s K
L0 = =
;= =
£
'FE'—I
e
!.v_.
e AN e
o X
Ll bl o
[ ] IS =
= €4 Pra
Lid S Pt
> IR 5
1t g Al =
(75 LI it
o -
(&3}
- e
k3
- W
e ot
B
LN
vt
e
W
1
=5
58]
L v
e =
LL] v
i o
[ o e
11 i Ol
%] o : .
= BT e T (‘j (:)
) @ i 0 ol Pt oot
i b o e e e #*: LL»
o N e e b
-t SRR IRV () S
s, s -4 g
N\\ e o = fe)
4] ]
i a g
- - &
= . o
N X .
™ ) e |
N
-
e
[
. 0
. o
™~ i
o e
=
e
18
o
Lt
}..._
=1
3
(]
=
o
- N
(o] ¥ i
[T 53
C?\ =~ 3 - e T
jvT o T o e
i ‘!@l; e pd 3
> "//’/ Ve a1
i ; rd Fa
S = =
= T // e
> o =
o s %/ -
s
T P o
(&) T

)
AV



US 8,607,131 B2

Sheet 33 of 33

Dec. 10, 2013

U.S. Patent

LDl

294 NEF L1V DNIMNLONAG

# NYILIVE DNIMNLONAG

{ m J
Y m,/
CTYDLYR CLHITHIZHOTHG LER L3 | B0 LG v 13K % 8% 1f o o4
H MCGING Garhae A T
LING DNRMOBHDION -/ Z / ,.\M L L v : ‘ i o
!
;
|
¥
i
i N /{.\}/,\\\;i\\
SNIWATIOO € SNWRTCD ¥ |

=

JON3NDIS AlRvd

JFONINGIS NOLLVINHO-N]

/1= 31V BNIQOD 40 H KLY HO3HD



US 8,607,131 B2

1
DECODER, RECEIVING APPARATUS,
DECODING METHOD, AND RECEIVING
METHOD

CROSS REFERENCE TO RELATED
APPLICATIONS

This is a continuation application of application Ser. No.
13/122,942 filed Apr. 6, 2011, which is a 371 application of
PCT/IP2009/005286 filed Oct. 9, 2009, which is based on
Japanese Application No. 2008-264382 filed Oct. 10, 2008
and Japanese Application No. 2008-290022 filed Nov. 12,
2008, the entire contents of each of which are incorporated by
reference herein.

TECHNICAL FIELD

The present invention relates to an encoder, a transmitting
apparatus and a coding method that form a coded sequence
using a parity generator matrix that partially or regularly
includes zero matrixes such as QC-LDPC (Quasi Cyclic Low
Density Parity Check) code.

BACKGROUND ART

In recent years, low density parity check (LDPC: Low
Density Parity Check) code is becoming popular as error
correction code that makes the most of high error correction
performance on a feasible circuit scale. The LDPC code is an
error correction code defined by a low density parity check
matrix H. “Low density” means that the number of “1” ele-
ments included in a matrix is considerably smaller than the
number of “0” elements. The LDPC code is a block code
having the same block length as the number of columns N of
parity check matrix H.

Because of its high level error correction performance and
ease of mounting, the LDPC code is adopted for a high-speed
wireless LAN (Local Area Network) system of IEEE802.11n
and an error correction coding scheme such as a digital broad-
casting system. Furthermore, an adoption of QC (Quasi
Cyclic)-LDPC code on a home network is also under study.

The block code has a feature that the error correction per-
formance improves as the block code length increases. When,
for example, symbols such as a header for transmitting con-
trol information or the like are wished to be transmitted reli-
ably, receiving quality of the header can be secured using a
block code longer than the header.

Furthermore, using the same error correction code as the
error correction code used to transmit information and the
error correction code used to transmit the header is advanta-
geous from the perspective of the circuit scale. The present
application refers to and describes a symbol for transmitting
control information or the like as “header,” but a symbol for
transmitting control information or the like may also be
referred to as “control symbol (control channel or control
signal),” “preamble,” “tail symbol,” “pilot symbol (pilot
channel or pilot signal),” “training symbol” or the like.

In this case, as shown in FIG. 1, when the number of
information bits that need to be transmitted (e.g., header
length) is less than the block length of the block code, parity
bits are generated by performing coding assuming that infor-
mation bits in the excess part of the block length are 0’s.

As a coded sequence to be actually transmitted, only infor-
mation bits that need to be transmitted (e.g., header) and
parity bits are transmitted as shown, for example, in FIG. 1.
That is, the portion of information bits assumed to be 0’s is not
actually transmitted.
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2

A header of control information, for example, generally
has a smaller number of bits than payload data that transmits
information such as an image. However, by transmitting the
header and parity bits as shown in FIG. 1, the header and
payload data can be encoded using the same block code.
Furthermore, since the header is encoded using the block
code of a greater block length than the header length, receiv-
ing quality of the header can be secured. As a result, since the
header can be reliably transmitted to the communicating
party, the aforementioned communication method is effective
in establishing communication.

CITATION LIST
Non-Patent Literature
NPL 1
“Rate Estimation Techniques for Rate-Compatible LDPC
Codes,” IEICE (Institute of Electronics, Information and

Communication Engineers) transactions 2006/12 Vol. J89
ANo. 12p. 1177

NPL 2
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Inform. Theory, vol. 50, no. 8, pp. 1788-1793, November
2001.

NPL 3

L. Chen, J. Xu, I. Djurdjevic, and S. Lin, “Near-Shannon limit
quasi-cyclic low-density parity-check codes,” IEEE Trans.
Commun., vol. 52, no. 7, pp. 1038-1042, July 2004.

NPL 4

IEEE Unapproved Draft Std P802.11n_D3.00, pp. 274, Sep-
tember 2007

NPL 5

D. J. C. Mackay, “Good error-correcting codes based on very
sparse matrices,” IEEE Trans. Inform. Theory, vol. 45, no.
2, pp 399-431, March 1999.

NPL 6

M. P. C. Fossorier, M. Mihaljevic, and H. Imai, “Reduced
complexity iterative decoding of low density parity check
codes based on belief propagation,” IEEE Trans. Com-
mon., vol. 47, no. 5, pp. 673-680, May 1999.

NPL 7

J. Chen, A. Dholakia, E. Eleftheriou, M. P. C. Fossorier, and
X.-Yu Hu, “Reduced-complexity decoding of LDPC
codes,” IEEE Trans. Commun., vol. 53, no. 8, pp. 1288-
1299, August 2005.

SUMMARY OF INVENTION
Technical Problem

However, when data such as a header having a smaller data
length than the block length is encoded, the prior arts can
improve receiving quality, but also have to transmit parity bits
obtained through coding assuming that information bits are
0’s. Thus, when the header length is equivalent to the block
length and its length is short, the number of parity bits that
need to be transmitted is small. On the contrary, when the
block length is greater than the header length, the number of
parity bits that need to be transmitted increases, and the prior
arts have a problem that data transmission efficiency deterio-
rates. Therefore, solving the problem of deterioration of data
transmission efficiency will provide an advantage of being
able to improve data transmission efficiency as well as receiv-

ing quality.
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It is therefore an object of the present invention to provide
an encoder, a transmitting apparatus and a coding method
capable of reducing, when using a block code such as QC-
LDPC code, the amount of transmission and suppressing
deterioration of transmission efficiency while improving
receiving quality.

Solution to Problem

An encoder of the present invention includes: a coding
section that generates coded sequence s that satisfies equation
(14-1), equation (14-2) and equation (14-3) for information
bit sequence u; and a setting section that sets a y-th puncturing
pattern which corresponds to the number of columns z rang-
ing from zxy+1 columns (y is an integer between 0 and
(n,-1))to zx(y+1) columns, and which has a cycle of divisors
of the number of columns z, and, with this encoder, in the
coded sequence s made up of zxn, bits from a first bit to a
zxn,-th bit, bits to be removed are determined from a zxy+
1-th bit to a zx(y+1)-th bit, based on the y-th puncturing
pattern, the bits determined to be removed are removed from
the zxn, bits making up the coded sequence s to form a
transmission information bit sequence, and the transmission
information bit sequence is outputted.

A transmitting apparatus of the present invention adopts a
configuration including a transmission section that is pro-
vided with the above described encoder and transmits the
transmission information bit sequence.

A coding method of the present invention includes the
steps of: generating coded sequence s that satisfies equation
(16-1), equation (16-2) and equation (16-3) for information
bit sequence u; and setting a y-th puncturing pattern which
corresponds to the number of columns z ranging from zxy+1
columns (y is an integer between 0 and (n,-1)) to zx(y+1)
columns, and which has a cycle of divisors of the number of
columns z, and with this coding method, in the coded
sequence s made up of zxn, bits from a first bit to a zxn,-th bit,
bits to be removed are determined from a zxy+1-th bit to a
zx(y+1)-th bit, based on the y-th puncturing pattern, the bits
determined to be removed are removed from the zxn, bits
making up the coded sequence s to form a transmission infor-
mation bit sequence and the transmission information bit
sequence is outputted.

Advantageous Effects of Invention

According to the communication apparatus and the com-
munication method of the present invention, when using a
block code such as QC-LDPC code, it is possible to reduce
the amount of transmission and suppress deterioration of
transmission efficiency while improving receiving quality.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram illustrating a block configuration
example of block code and a coded sequence that is actually
transmitted;

FIG. 2 is a diagram illustrating input and output data of an
encoder used for a communication apparatus according to
Embodiment 1 of the present invention;

FIG. 3 is a diagram illustrating an example of parity gen-
erator matrix g of QC-LDPC code;

FIG. 4 is a diagram illustrating an example of zero matrix;

FIG. 5 is a diagram illustrating another example of zero
matrix;

FIG. 6 is a diagram illustrating a configuration example of
the encoder according to Embodiment 1;
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FIG. 7 is a diagram illustrating a configuration example of
a decoder according to Embodiment 1;

FIG. 8 is a diagram illustrating a frame configuration
example of a modulated signal transmitted by communica-
tion apparatus #1;

FIG. 9 is a diagram illustrating a configuration example of
communication apparatus #1 having the encoder according to
Embodiment 1;

FIG.101s a diagram illustrating a configuration example of
communication apparatus #2 having the decoder according to
Embodiment 1;

FIG.111is a diagram illustrating a configuration example of
one block of QC-LDPC code;

FIG. 12 is a diagram illustrating a configuration example of
an encoder according to Embodiment 2 of the present inven-
tion;

FIG. 13 is a diagram illustrating an example of arrange-
ment of information bits;

FIG. 14 is a diagram illustrating the correspondence
between data length o and a method of reducing parity bits to
be transmitted;

FIG. 15 is a diagram illustrating a configuration example of
an encoder according to Embodiment 3 of the present inven-
tion;

FIG. 16A is a diagram illustrating a method of switching
between puncturing patterns;

FIG. 16B is another diagram illustrating a method of
switching between puncturing patterns;

FIG. 16C is a further diagram illustrating a method of
switching between puncturing patterns;

FIG. 17 is a diagram illustrating an example of arrange-
ment of control information;

FIG. 18 is a diagram illustrating an example of arrange-
ment of control information according to Embodiment 4 of
the present invention;

FIG. 19A is a diagram illustrating an application example
puncturing pattern according to Embodiment 5 of the present
invention;

FIG. 19B is a diagram illustrating another application
example of puncturing pattern according to Embodiment 5;

FIG. 19C is a diagram illustrating a further application
example of puncturing pattern according to Embodiment 5;

FIG. 20A is a diagram illustrating a still further application
example of puncturing pattern according to Embodiment 5;

FIG. 20B is a diagram illustrating a still further application
example of puncturing pattern according to Embodiment 5;

FIG. 20C is a diagram illustrating a still further application
example of puncturing pattern according to Embodiment 5;

FIG. 21 is a diagram illustrating an application example of
puncturing pattern according to Embodiment 6 of the present
invention;

FIG. 22 is a diagram illustrating another application
example of puncturing pattern according to Embodiment 6;

FIG. 23 is a diagram illustrating a puncturing pattern
according to Embodiment 7 of the present invention;

FIG. 24 is a diagram illustrating parity check matrix H, of
QC-LDPC code having coding rate %6;

FIG. 25 is a diagram illustrating an example of puncturing
pattern according to Embodiment 7;

FIG. 26 is a diagram illustrating another example of punc-
turing pattern according to Embodiment 7; and

FIG. 27 is a diagram illustrating an example of parity check
matrix H, of QC-LDPC code having coding rate %2 and punc-
turing pattern.
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DESCRIPTION OF EMBODIMENTS

Hereinafter, embodiments of the present invention will be
described in detail with reference to the accompanying draw-
ings.

Embodiment 1

FIG. 2 illustrates input and output data of an encoder used
for a communication apparatus of the present invention.
Encoder 100 in FIG. 2 forms a QC-LDPC (Quasi Cyclic Low
Density Parity Check) code.

In FIG. 2, information sequence u=(x1, x2, . . . , xm) is
input data of encoder 100 and coded sequence s=(x1,
X2, ..., xm, pl, p2, ..., pn) represents output data of the
encoder.

Equation 1 represents parity check matrix H of the QC-
LDPC code (see Non-Patent Literature 1, Non-Patent Litera-
ture 2 and Non-Patent Literature 3).

I(poo)  1(poy) (por-1) (Equation 1)
Ipro)  I(p11) (pri-1)
I(ps-1,00 I(ps-1,1) ... I(ps-1,L-1)

Inequation 1, O<j=<J-1, 0=l<[.-1 and parity check matrix H
has code length N=pxL (p is a natural number). Furthermore,
subblock matrix I(p; ;) is a cyclic permutation matrix of q
rows and r columns where (r=(q+p; ;) mod p(0=gq=p-1)) is 1
and “0” otherwise. p,, is determined to be “0” or “1” by
randoms.

Encoder 100 in FIG. 2 generates a coded sequence using
generator matrix G. Here, generator matrix G has the rela-
tionship of equation 2 with parity check matrix H.

GH™=0 Equation 2
q

Coded sequence s can be represented as s’=Gu” using
information sequence u and generator matrix G. Since the
QC-LDPC code is a systematic code, generator matrix G can
be expressed as shown in equation 3.

B3]

(Equation 3)

Here, 1 is a unit matrix of mxm. Furthermore, when only
parity sequence w is extracted from coded sequence s and
defined as w=(p1, p2, . . ., pn), matrix g is a matrix (parity
generator matrix) to obtain parity sequence w. Parity genera-
tor sequence w satisfies w’=gu’.

FIG. 3 illustrates an example of parity generator matrix gof
the QC-LDPC code. The QC-LDPC code illustrated in FIG. 3
is a QC-LDPC code having a coding rate (R)=%2, LDPC code
information block length (bits)=648, LDPC codeword block
length (bits)=1296 described in Table 20-14 (LDPC param-
eters) of Non-Patent Literature 4.

Parity generator matrix g illustrated in FIG. 3 is made up of
a plurality of subblock matrixes 201, 202, . . . , 211,
212, ....Forexample, in subblock matrix 201 in FIG. 3, each
(i+1)-th row element assumes a value shifting each i-th row
element (i is a natural number) one hit (one column) to the
right. Likewise, in subblock matrix 211 in FIG. 3, each
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6

(i+1)-th row element assumes a value shifting each i-th row
element (i is a natural number) one bit to the right.

Furthermore, in subblock matrix 202 in FIG. 3, each sec-
ond row element assumes a value shifting each first row
element one bit to the right. Likewise, in subblock matrix 212
in FIG. 3, each second row element assumes a value shifting
each first row element one bit to the right.

Thus, subblock matrixes 201,202, . .., 211, 212 can be said
to be cyclic permutation matrixes. In the example shown in
FIG. 3, subblock matrixes 201,202, .. ., 211, 212 are matrixes
of 27 rows and 27 columns.

Furthermore, in parity generator matrix g, subblock
matrixes of the same column are related to each other. For
example, when subblock matrix 201 is compared with sub-
block matrix 211 of the same column as that of subblock
matrix 201, the i-th row element of subblock matrix 211 is
different from the (i+1)-th row element (i is a natural number)
of subblock matrix 201 only in the second bit.

Likewise, when subblock matrix 202 is compared with
subblock matrix 212 of the same column as that of subblock
matrix 202, the i-th row element of subblock matrix 212 is the
same as the (i+1)-th row element (i is a natural number) of
subblock matrix 201.

In a vertical view of the subblock matrix of 27 rows and 27
columns, for example, in a vertical view of subblock matrix
201 and subblock matrix 211, as described above, although
these subblock matrixes are related to each other, the sub-
block matrixes are not always identical matrixes.

Furthermore, a feature of parity generator matrix g is that 0
elements are arranged consecutively. Thus, as is clear from
FIG. 4illustrating parity generator matrix g identical to thatin
FIG. 3, it is possible to secure matrix 221 in which the ele-
ments to constitute the matrix are all 0’s in subblock matrix
202. Hereinafter, a matrix in which the elements to constitute
the matrix are all 0’s will be referred to as “zero matrix.”

Furthermore, it is possible to secure zero matrix 222 which
starts from the same column as that of zero matrix 221 and in
which the number of columns is the same magnitude as zero
matrix 221 in subblock matrix 212. In parity generator matrix
g, there are many zero matrixes which start from the same
column as that of zero matrix 221 and in which the number of
columns is the same magnitude as in zero matrix 221.

Thus, the parity generator matrix of QC-LDPC code
includes zero matrixes and has a feature that there are many
zero matrixes which start from the same column of the parity
generator matrix.

The present inventors have focused on this feature of parity
generator matrix g of QC-LDPC code. That is, the present
inventors have focused on the fact that when 0’s are arranged
in columns other than those of zero matrixes of m rows and n
columns as information bits, all the m parity bits generated
become 0’s. Furthermore, the present inventors have focused
onthe fact that subblock matrixes having the same column are
related to each other in the arrangement of elements in parity
generator matrix g, and there are many zero matrixes which
start from the same column in parity generator matrix g of
QC-LDPC code, and therefore by arranging 0’s in columns
other than those of zero matrixes as information bits, many
parity bits which become all 0’s are generated.

Thatis, when the number of information bits that need to be
transmitted is less than the block length of the block code and
coding is performed assuming that some information bits are
0’s, if the information bits that need to be transmitted are
arranged in the column of zero matrixes (m rows and n col-
umns) and 0’s are arranged outside the zero matrixes (m rows
and n columns) as imaginary bits, m parity bits having “0”
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values are generated. These parity hits are always 0’s regard-
less of the information bits that need to be transmitted.

Therefore, since the receiving side knows the positions of
m parity bits always having “0” values from the positions of
the zero matrixes, the receiving side can decode all data even
if the transmitting side does not transmit m parity bits always
having “0” values. Furthermore, the receiving side can set in
parity bits always having “0” values as bits not to transmit by
the transmitting apparatus, that is, such bits can be reduced as
redundant bits.

This will be described in further detail using FIG. 4 again.
Attention will be focused on zero matrix 221 in FIG. 4. Zero
matrix 221 in FIG. 4 is a matrix of 7 rows and 12 columns and
information bits corresponding to the columns of zero matrix
221 are x36 to x47. Thus, when coding is performed with
information bits that need to be transmitted arranged in x36 to
x47 and information bits “0” arranged in other than x36 to
x47, p1 to p7 are always 0’s regardless of the values 0 x36 to
x47.

Likewise, focusing on zero matrix 222 whose column posi-
tions in parity generator matrix g are the same as those of zero
matrix 221, if coding is performed with information bits “0”
arranged in other than x36 to x47, p28 to p34 are always 0’s
regardless of the values of x36 to x47.

Therefore, of parity bits pl to p54 generated by parity
generator matrix g, p1 to p7 and p28 to p34 always have “0”
values. Thus, when the transmitting apparatus does not trans-
mit parity bits pl to p54 always having “0” values generated
by parity generator matrix g, bits to be transmitted by the
transmitting apparatus can be reduced to only x36 to x47 and
p8 to p27, p35 to p54. Although a case has been described
above focusing on pl to p54 as an example, it is possible to
reduce the number of parity bits to be transmitted by the
transmitting apparatus from p55 onward as well.

Since zero matrix 221 in FIG. 4 has 7 rows and 12 columns,
when information bits that need to be transmitted are 12 hits
or less, information bits that need to be transmitted may be
arranged in columns of zero matrix 221.

When information bits that need to be transmitted exceed
12 bits, information bits that need to be transmitted may be
further arranged in columns of zero matrixes 231 and 232 as
shown, for example, in FIG. 5. As a feature of a parity gen-
erator matrix of QC-LDPC code, since 0’s are arranged con-
secutively, there are many zero matrixes such as zero matrixes
231 and 232 in parity generator matrix g in addition to zero
matrixes 221, 222, . . ., as shown in FIG. 5.

Zero matrixes 231 and 232 are matrixes of 7 rows and 7
columns and even when information hits that need to be
transmitted are arranged inx71 to x77, pl to p7 and p28 to p34
are all 0’s. Therefore, the transmitting apparatus need not
transmit p1 to p7 and p28 to p34 in the same way as when zero
matrixes 221 and 222 are used.

Therefore, when zero matrixes 231 and 232 are used in
addition to zero matrixes 221 and 222, the information bits
that need to be transmitted may be arranged in x36 to x47 and
x71 to x77. By this means, the maximum number of bits
becomes 19 (=12+7) bits, and, compared to the case where
only zero matrixes 221 and 222 are used, it is possible to
increase the maximum number of bits that can be arranged as
information bits that need to be transmitted.

Likewise, when the number of information bits that need to
be transmitted exceeds 19 bits, zero matrixes included in
other partial matrixes may be used. FIG. 5 illustrates part of
parity generator matrix g of QC-LDPC code, and there are 24
(=648/27) cyclic permutation matrixes of 27 rows and 27
columns in parity generator matrix g of QC-LDPC in the
column direction, and therefore many zero matrixes are also
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8

included in areas not shown. For this reason, the transmitting
apparatus can increase the maximum number of bits that can
be arranged as information bits that need to be transmitted in
the portions of zero matrixes using zero matrixes in the same
way as that described above.

Thus, focusing on the fact that there are a plurality of zero
matrixes that start from the same column of parity generator
matrix g and that have the same number of columns in parity
generator matrix g of QC-LDPC code, the present embodi-
ment arranges information bits that need to be transmitted in
columns of the zero matrixes and arranges 0’s in columns
other than the zero matrixes as imaginary bits. Thus, parity
bits having the same number of “0” values as the number of
rows of the zero matrixes are generated.

In this case, if the transmitting apparatus and receiving
apparatus share the positions of zero matrixes with respect to
parity generator matrix g, even if parity hits corresponding to
the rows of the zero matrixes are not actually transmitted, the
receiving side performs decoding processing assuming that
0’s have been transmitted, and can thereby decode coded data
encoded by parity generator matrix g. Thus, the transmitting
apparatus can reduce the number of parity bits that need to be
transmitted and improve transmission efficiency.

A zero matrix may also have 1 row and 1 column. That is,
when there are a plurality of zero matrixes of 1 row and 1
column in the same row and there is a row having “0” ele-
ments in the same column as in the plurality of zero matrixes,
the same number of parity bits always having “0” as rows
having “0” elements in the same column are generated.

That is, when the transmitting apparatus inserts 0’s in
information bits and generates parity bits using information
bits and 0’s and matrix calculation with the parity generator
matrix of QC-LDPC code, the transmitting apparatus
removes parity bits always having “0” values of the parity bits
based on the positions in which information bits are arranged
and the parity generator matrix, outputs a parity sequence
after the removal, transmits the parity sequence after the
removal, and can thereby reduce the number of parity bits that
need to be transmitted and improve transmission efficiency.

Of the zero matrixes (including zero matrixes of 1 row and
1 column) that start from the same column of parity generator
matrix g and that have the same number of columns, the
transmitting apparatus assumes a matrix having a maximum
number of rows to be the zero matrix to be set, arranges 0’s
outside columns of the set zero matrix so as to generate the
same number of parity bits having “0” values as rows of the
set Zero matrix.

Therefore, the transmitting apparatus punctures the parity
bits having “0” values as bits not to transmit, and can thereby
improve transmission efficiency. In this case, of the zero
matrixes that start from the same column of parity generator
matrix g and that have the same number of columns, the
transmitting apparatus sets partial matrixes that are included
more in parity generator matrix g as the zero matrixes, and can
thereby reduce more parity bits.

In this case, the transmitting apparatus assumes the maxi-
mum number of bits that can be arranged as information bits
that need to be transmitted to be the number of columns of the
zero matrixes. For example, for the transmitting apparatus,
when zero matrix 221, 222, . . ., are set as zero matrixes, the
maximum number of bits in which information bits that need
to be transmitted can be arranged is 12 bits.

Furthermore, for the transmitting apparatus, when zero
matrixes 231 and 232 are set in addition to zero matrixes 221
and 222 as zero matrixes, the maximum number of bits in
which information bits that need to be transmitted can be
arranged is 19 bits. Conversely, the transmitting apparatus
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needs only to set zero matrixes according to the data length
(number of bits) of information bits that need to be transmit-
ted. As described above, a zero matrix may have 1 row and 1
column and may not necessarily be consecutive.

FIG. 6 illustrates a configuration example of the encoder
that performs coding using above described parity generator
matrix g. Encoder 100 in FIG. 6 includes zero matrix setting
section 110, arrangement section 120, coding section 130 and
puncturing section (data reducing section) 140. Hereinafter, a
case will be described where an information sequence having
a fixed data length such as header is inputted to encoder 100
as an example.

Zero matrix setting section 110 sets a zero matrix which is
a partial matrix of parity generator matrix g of QC-LDPC in
which all constituent elements are 0’s. As for the method of
setting a zero matrix, when the data length of an information
sequence is uniquely defined like a header, a zero matrix
having a number of columns equal to or more than the header
length is set. Hereinafter, a case will be described where zero
matrixes 221,222, . . .,in FIG. 4 are set as zero matrixes as an
example. Zero matrix setting section 110 outputs information
about the positions of zero matrixes in parity generator matrix
g to arrangement section 120 and puncturing section (data
reducing section) 140.

Arrangement section 120 receives an information
sequence such as a header as input, arranges information bits
(input bits) in columns of zero matrixes based on information
about the positions of zero matrixes reported from zero matrix
setting section 110 and arranges 0’s in columns outside zero
matrixes as imaginary bits.

When, for example, the positions of zero matrixes 221 and
222 are reported from zero matrix setting section 110,
arrangement section 120 arranges information bits (input
bits) in columns x36 to x47 of zero matrix 221 and arranges
0’s outside x36 to x47. Arrangement section 120 outputs the
arranged bits to coding section 130.

Coding section 130 codes the bits outputted from arrange-
ment section 120 using parity generator matrix g and acquires
coded sequence (information bits and parity hits). Coding
section 130 outputs the coded sequence to puncturing section
(data reducing section) 140.

Puncturing section (data reducing section) 140 punctures
(removes) 0’s arranged outside x36 to x47 from the coded
sequence as bits not to transmit, based on the information
about the positions of zero matrixes 221 and 222 reported
from zero matrix setting section 110.

Furthermore, puncturing section (data reducing section)
140 punctures (removes) parity bits p1 to p7, p28to p34, . ..
corresponding to rows of zero matrixes 221 and 222 as bits
not to transmit from the coded sequence based on the infor-
mation about the positions of zero matrixes 221 and 222
reported from zero matrix setting section 110.

Puncturing section (data reducing section) 140 outputs the
coded sequence other than the punctured (reduced) bits as bits
notto transmit from the coded sequence, as bits that need to be
transmitted.

FIG. 7 illustrates a configuration example of a decoder that
decodes a signal transmitted from the above described
encoder.

Decoder 300 includes fixed log likelihood ratio insertion
section 310 and BP (Belief Propagation) decoding section
320.

Fixed log likelihood ratio insertion section 310 receives a
received log likelihood ratio calculated by a log likelihood
ratio calculation section (not shown) and a control signal
indicating information about the positions of zero matrixes as
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input and inserts a known log likelihood ratio in the received
log likelihood ratio according to the positions of zero
matrixes.

When, for example, zero matrixes 221 and 222, . . ., are
used on the coding side, received log likelihood ratios LLR 5
to LLR,4;, LLR,s to LLR,,,, LLR,;5 and onward corre-
sponding to x36 to x47 and p8 to p27, p35 and onward are
inputted to fixed log likelihood ratio insertion section 310.
Thus, fixed log likelihood ratio insertion section 310 inserts
received log likelihood ratios LLR,; to LLR 55, LLR 45 .. .,
LLR,, o LLR ;, LLR 4 to LLR ;, corresponding to x1 to
x35,x48, .. ..

To be more specific, when zero matrixes 221 and 222, . ..
are used on the coding side, since this corresponds to 0’s
being transmitted as x1 to x35, x48, . . ., pl to p7, p28 to
p34, . . ., fixed log likelihood ratio insertion section 310
inserts fixed log likelihood ratios corresponding to known bits
“0” as log likelihood ratios LLR ; to LLR 55, LLR 45 . . .,
LLR, toLLR,;, LLR, s to LLR 3, ... 0ofx1to x35,x48 .. .
. In FIG. 7, the received log likelihood ratios encircled by
broken line circles represent the received log likelihood ratios
inserted by fixed log likelihood ratio insertion section 310.

Fixed log likelihood ratio insertion section 310 outputs the
inserted log likelihood ratios to BP decoding section 320.

BP decoding section 320 performs decoding using, for
example, sum-product decoding, min-sum decoding, Nor-
malized BP decoding and offset BP decoding described in
Non-Patent Literature 5 to Non-Patent Literature 7.

Hereinafter, the configuration of communication apparatus
#1 having the encoder configured as described above and the
configuration of communication apparatus #2 that has the
decoder configured as described above and receives a signal
transmitted from communication apparatus #1 will be
described.

FIG. 8illustrates a frame configuration example of a modu-
lated signal transmitted by communication apparatus #1. A
control information symbol is a symbol for transmitting con-
trol information about a modulation scheme, error correction
code used, coding rate, transmission method, data length or
the like to the communicating party (communication appara-
tus #2). An information symbol is a symbol for transmitting
information bits and parity bits obtained through QC-LDPC
coding.

FIG. 9 illustrates a configuration example of communica-
tion apparatus #1. In communication apparatus 400 in FIG. 9,
coding section 410 receives an information sequence as input
and outputs a coded sequence to interleaver 420. Coding
section 410 is made up of encoder 100 in FIG. 6.

Interleaver 420 receives the coded sequence as input, per-
forms interleaving and thereby obtains interleaved data. Inter-
leaver 420 may not always be provided depending on the type
of code.

Mapping section 430 receives the interleaved data as input,
performs modulation such as QPSK (Quadrature Phase Shift
Keying), 16QAM (Quadrature Amplitude Modulation) and
thereby obtains a baseband signal.

Transmitting section 440 receives the baseband signal as
input, applies predetermined signal processing such as
quadrature modulation, frequency conversion, thereby
obtains a modulated signal and transmits the modulated sig-
nal.

FIG. 10 illustrates a configuration example of communi-
cation apparatus #2. In communication apparatus 500 in FIG.
10, receiving section 510 receives a received signal as input,
applies predetermined radio processing such as frequency
conversion and thereby obtains a baseband signal. Receiving
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section 510 outputs the baseband signal to control informa-
tion detection section 520 and log likelihood ratio calculation
section 530.

Control information detection section 520 detects informa-
tion about zero matrixes, information about interleaving pat-
terns and information about the coding rate or the like from
the baseband signal. Control information detection section
520 then outputs the information about the interleaving pat-
tern to deinterleaver 540 and outputs the information about
zero matrixes and information about the coding rate to decod-
ing section 550.

Log likelihood ratio calculation section 530 receives the
baseband signal as input, calculates a log likelihood ratio
using, for example, the method shown in Non-Patent Litera-
ture 5 and obtains a log likelihood ratio per bit. Log likelihood
ratio calculation section 530 outputs the log likelihood ratio
per bit to deinterleaver 540.

Deinterleaver 540 receives the log likelihood ratio per hit
as input, applies corresponding processing of deinterleaving
to interleaver 420 and thereby obtains deinterleaved log Like-
lihood ratios. When performing BP decoding, even when
deinterleaver 540 is not provided, decoding section 550 can
perform decoding by providing a parity check matrix with
deinterleaving taken into account.

Decoding section 550 is made up of decoder 300 in FIG. 7.
Decoding section 550 receives the deinterleaved log likeli-
hood ratios as input, performs decoding corresponding to
coding section 410 and thereby obtains received data.

As described above, in the present embodiment, zero
matrix setting section 110 sets zero matrixes which are partial
matrixes of parity generator matrix g and in which all ele-
ments are 0’s. Arrangement section 120 arranges input hits in
columns of zero matrixes and arranges 0’s in columns outside
the zero matrixes. Coding section 130 acquires parity bits
through coding using parity generator matrix g. Puncturing
section (data reducing section) 140 punctures (removes) 0’s
arranged in columns outside zero matrixes as bits not to
transmit, based on information about the positions of zero
matrixes reported from zero matrix setting section 110, and
further punctures (removes) parity bits corresponding to rows
of zero matrixes of the parity bits obtained as bits not to
transmit.

Thus, when inputting information bits and generating par-
ity bits through matrix calculation between the information
bits and a parity generator matrix, encoder 100 arranges the
information bits at positions corresponding to columns of
partial matrixes in which all elements are 0’s of the parity
generator matrix, arranges 0’s at positions corresponding to
columns outside the partial matrixes in which all elements are
0’s and performs matrix calculation between the arranged
information hits, 0’s and the parity generator matrix. Thus,
encoder 100 generates a parity sequence, removes parity bits
always having “0” values of the parity sequence and outputs
the parity sequence after the removal.

In other words, encoder 100 inserts 0’s in information bits,
generates parity bits through matrix calculation between the
information bits, 0’s and the parity generator matrix of QC-
LDPC code, removes parity bits always having “0” values of
the parity bits based on the positions in which 0’s are inserted
and the parity generator matrix and outputs the parity
sequence after the removal.

Therefore, in transmitting apparatus 400 having encoder
100, transmitting section 440 transmits input bits and parity
bits other than the parity bits corresponding to rows of zero
matrixes, and therefore without the necessity for transmitting
parity bits corresponding to rows of the zero matrixes to the
receiving side, the receiving side inserts known fixed log
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likelihood ratios as log likelihood ratios of parity bits corre-
sponding to rows of zero matrixes and can perform decoding,
and it is thereby possible to reduce the number of parity bits
to transmit and improve transmission efficiency.

The information bits that need to be transmitted are not
limited to a header including control information or the like,
but may also be payload data (symbols for information trans-
mission) or the like. In short, the present invention is appli-
cable if the number of information bits that need to be trans-
mitted is smaller than the number of columns of zero matrixes
included in the QC-LDPC code. When the information bits
that need to be transmitted are a header and the header length
is fixed, zero matrix setting section 110 can set an optimum
zero matrix according to the header length beforehand.

On the other hand, when the information bits that need to
be transmitted are payload data, the data length varies
depending on the magnitude of content information or the
like. The present invention is also applicable to a case where
the data length of information bits that need to be transmitted
varies as in the case of payload data. Following Embodiment
2 will describe a case where the data length of information
bits that need to be transmitted varies.

Embodiment 2

The present embodiment will describe a mode in which the
present invention is applied to a case where the data length of
information bits that need to be transmitted varies.

FIG. 11 illustrates a configuration example of one block in
the case where QC-LDPC code is used. The QC-LDPC code
is a block code, and as shown in FIG. 11, one block is made up
of information bits and parity bits. Here, suppose the number
of bits of the information bits in one block is M bits.

FIG. 12 illustrates a configuration example of an encoder
according to the present embodiment. In the encoder accord-
ing to the present embodiment in FIG. 12, the same compo-
nents as those in FIG. 6 will be assigned the same reference
numerals as those in FIG. 6 and descriptions thereof will be
omitted. Encoder 1004 in FIG. 12 includes zero matrix setting
section 110a and arrangement section 120q instead of zero
matrix setting section 110 and arrangement section 120 of
encoder 100 in FIG. 6. Hereinafter, a case will be described
where an N-bit information sequence is inputted to encoder
100a.

Zero matrix setting section 110a sets a zero matrix accord-
ing to data length N of information bits (input bits) inputted as
an information sequence. To be more specific, zero matrix
setting section 110a counts data length N of the information
bits (input bits) first. Zero matrix setting section 110a divides
data length N by information bit length M per block of time
QC-LDPC code and calculates quotient § and remainder a.

As aresult of the division, if N=kM (k is an integer) holds,
arrangement section 120a needs to arrange information bits
inputted (input bits), as shown in FIG. 13, in an area of
information bits of all k blocks as an information sequence.
That is, in k blocks, each information hit (input bit) needs to
be arranged in all columns of parity generator matrix g of the
QC-LDPC code. Thus, when N=kM (k is a natural number)
holds, zero matrix setting section 110a does not set any zero
matrix but outputs a command signal to arrangement section
120a so as to arrange information bits (input bits) in all
columns of parity generator matrix g.

Thus, when, as a result of the division, N#skM=FM+a. (k is
an integer, o and f§ are natural numbers) holds, arrangement
section 120a needs to arrange information bits (input bits) in
areas of information bits of §§ blocks as shown in FIG. 13 and
arrange a information bits (input bits) in an area of informa-
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tion bits of one block (special block). That is, arrangement
section 120q needs to arrange information bits in all columns
of parity generator matrix g of QC-LDPC code in f§ blocks
and arrange information bits (input bits) in columns of zero
matrixes in the special block as described in Embodiment 1.

Thus, when N=kM=pM+a. (k, o and [ are natural num-
bers) holds, zero matrix setting section 110a sets zero
matrixes according to data length a of information bits (input
bits) that need to be transmitted in the special block. In this
case, zero matrix setting section 110a switches between zero
matrixes to be set according to the value of data length . To
be more specific, zero matrix setting section 110a switches
between zero matrixes to be set according to the comparison
result between remainder o and a predetermined threshold.
As described above, in encoder 1004, the maximum value of
the number of bits that can be arranged as information bits
that need to be transmitted varies depending on zero matrixes.

In FIG. 13, the special block is arranged temporally at the
last, but the arrangement position is not limited to this.

Hereinafter, an operation of setting zero matrixes accord-
ing to the data length will be described using FI1G. 14. FIG. 14
is an example of the case where zero matrix setting section
1104 has two thresholds al and a2 and switches between zero
matrixes according to the comparison result between data
length o and the two thresholds. Since the number of parity
bits that can be punctured (reduced) as bits not to transmit is
the same as the number of rows of a zero matrix, switching
between zero matrixes namely means switching between
methods of reducing parity bits to transmit.

When O<a=al, parity bits to transmit are reduced by zero
matrix #1 (reduction method #1). When, for example,
O<a=al (=12), zero matrix setting section 110a sets zero
matrixes 221 and 222 . . ., as zero matrixes.

When =10, arrangement section 120a adds two “0” bits to
10-bit information of to obtain 12-bit information. Arrange-
ment section 120a then assigns 12 bits to x36 to x47 and
assigns 0’s to x1 to x35 and x48 and onward. As a result,
parity bits p1 to p7, p28 to p34, . . . of the parity bits obtained
from coding section 130 are always 0’s regardless of the
values of x36 to x47.

Therefore, when puncturing section (data reducing sec-
tion) 140 punctures parity bits pl to p7, p28 to p34 that are
always 0’s as hits not to transmit, and can thereby improve
transmission efficiency without deteriorating decoding per-
formances.

Furthermore, since known bits “0” are assigned to bits (x1
to x35, x48 and onward) other than x36 to x47, puncturing
section (data reducing section) 140 also punctures (sets as bits
not to transmit) bits other than x36 to x47. In addition, in the
case of a=10, puncturing section (data reducing section) 140
punctures (sets as bits not to transmit) the two “0” bits
assigned to x36 to x47 as bits not to transmit. This makes it
possible to further improve transmission efficiency.

When, for example, arrangement section 120qa assigns 0’s
to x46 and x47, puncturing section (data reducing section)
140 punctures x46 and x47, and the transmission sequence
thereby becomes x36 to x45 with parity p8 to p27, p35 to
p54, . . ., and it is thereby possible to further improve trans-
mission efficiency.

In the case of al<ai=a2, zero matrix #2 (reduction method
#2) reduces parity bits to transmit. For example, in the case of
al=12 and a2=19, zero matrix setting section 110qa sets zero
matrixes 231, 232, . . . as zero matrixes in addition to zero
matrixes 221 and 222, . . ..

In the case of =15, arrangement section 120a adds four
“0” bits to 15-bit information to obtain 19-bit information.
Arrangement section 120a then assigns these 19 bits to x36 to
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x47 and x71 to x77 and assigns 0’s to x1 to x35, x48 to x71,
x78 and onward. As a result, parity bits pl to p7, p28 to
p34, . . . of the parity bits obtained by coding section 130 are
always 0’s regardless of the values of x36 to x47.

Therefore, puncturing section (data reducing section) 140
punctures parity bits p1 to p7, p28to p34 which are always 0’s
as bits not to transmit, and can thereby improve transmission
efficiency without deteriorating decoding performances.

Furthermore, since known bits “0” are assigned to bits (x1
to x35, x48 to x71, x78 and onward) other than x36 to x47,
x71 to x77, puncturing section (data reducing section) 140
sets bits other than x36 to x47, x71 to x77 as bits to be
punctured (bits not to transmit). In addition, in the case of
a=15, puncturing section (data reducing section) 140 punc-
tures four “0” bits assigned to x36 to x47, x71 to x77 as bits
not to transmit (sets them as bits not to transmit).

This allows the transmitting apparatus to further improve
transmission efficiency. When, for example, arrangement
section 120a assigns 0’s to x74 to x77, puncturing section
(data reducing section) 140 punctures x74 to x77, the trans-
mission sequence thereby becomes x36 to x45,x71 to x73, p8
to p27, p35 to p54, . . . and the transmitting apparatus can
thereby further improve transmission efficiency.

Inthe example shown in FIG. 14, in the case of a2<a=<M-1,
no zero matrix is set and parity bits are not reduced. That is,
when remainder a resulting from dividing data length N of
information bits (input bits) by block length M is equal to or
above a predetermined threshold, o information bits (input
bits) and (M-a) 0’s as imaginary bits are arranged in columns
of parity generator matrix g.

By this means, zero matrix setting section 110a sets zero
matrixes according to data length o of information bits (input
bits) that need to be transmitted in a special block. Zero matrix
setting section 110a then reports information about the posi-
tions of zero matrixes in parity generator matrix g to arrange-
ment section 120a and puncturing section (data reducing
section) 140.

In the case of a2<a<M-1, zero matrix setting section 110a
sets no zero matrixes and reduces no parity bits. Thus, in the
case of a2<a=M-1, zero matrix setting section 110a reports
puncturing section (data reducing section) 140 not to punc-
ture parity bits.

As described above, in the present embodiment, zero
matrix setting section 110a sets zero matrixes which are
partial matrixes of parity generator matrix g and in which all
elements are 0’s according to data length N of information
bits (input bits). By so doing, the transmitting apparatus can
reduce the number of parity bits that need to be transmitted
and reliably transmit information bits (input bits).

FIG. 14 illustrates an example where the method of reduc-
ing parity bits is categorized under one of three cases accord-
ing to the value of remainder o but the number of cases is not
limited to 3. For example, zero matrix setting section 110a
may be provided with further thresholds so that the method is
categorized into Z cases.

Furthermore, when implementing the present embodi-
ment, the receiving apparatus provided with the decoder need
to know the value of remainder a.. A simple method of real-
izing this may be to cause the transmitting apparatus provided
with the encoder to report information about the number of
bits of data to transmit to the receiving apparatus first. In this
case, the receiving apparatus needs to be provided with a
calculation section to calculate c.

Embodiment 3

The present embodiment will describe a puncturing
method of a QC-LDPC code.
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FIG. 15 illustrates a configuration example of an encoder
according to the present embodiment. Encoder 600 in FIG. 15
is provided with coding section 610, puncturing pattern set-
ting section 620 and puncturing section (data reducing sec-
tion) 630.

Coding section 610 performs coding on an information
sequence using parity generator matrix g of QC-LDPC code.

Puncturing pattern setting section 620 searches and sets a
puncturing pattern taking advantage of the fact that parity
check matrix H of QC-LDPC code is configured using a
subblock matrix as a basic unit. The method of searching a
puncturing pattern will be described later. Puncturing pattern
setting section 620 outputs the information of the set punc-
turing pattern to puncturing section (data reducing section)
630.

Puncturing section (data reducing section) 630 punctures
(sets as bits not to transmit) information bits or parity bits as
bits not to transmit of the coded sequence outputted from
coding section 610 according to the puncturing pattern
reported from puncturing pattern setting section 620.

Next, the method of searching a puncturing pattern set by
puncturing pattern setting section 620 will be described. A
puncturing pattern is searched taking advantage of the fact
that parity check matrix H of QC-LDPC code is configured
using a subblock matrix as a basic unit.

When searching a puncturing pattern, puncturing pattern
setting section 620 determines the cycle of the puncturing
pattern first. When, for example, K bits from the 20th bit are
selected as bits not to transmit (puncture bits), the cycle of the
puncturing pattern, is 20 bits. In this case, suppose the number
of'bits notto transmit (puncture bits) included in 20 bits of the
cycle of the puncturing pattern is K and always constant.

The present invention assumes that the cycle of the punc-
turing pattern is an integer multiple of the number of columns
L or a divisor of the number of columns L of subblock matrix
I(p;,,) (cyclic permutation matrix of g rows and r columns in
which (r=(gq+p, Jmod p(0=q=p-1) is 1 and “0” otherwise)
which is a basic unit of the parity check matrix of QC-LDPC
code (see equation 1).

For example, since the subblock matrix in the parity check
matrix of QC-LDPC code shown in FIG. 3 is a matrix of 27
rows and 27 columns (L=27), it is proposed to set an integer
multiple of 27 or a divisor of 27 as the cycle of the puncturing
pattern and set K bits not to transmit (puncture bits).

Generally, the larger the block length, the better reception
performances are obtained with a block code. However, when
the block length is large, it is difficult to search a best punc-
turing pattern in block length units. Thus, when the block
length is large, a scheme of randomly selecting a puncture bit
may be adopted. However, in this case, there is a possibility
that receiving quality may significantly deteriorate during
puncturing.

By contrast, focusing on the regularity with the subblock
matrix making up parity check matrix H of QC-LDPC code,
when puncturing pattern setting section 620 searches punc-
turing patterns every integer multiple of the number of col-
umns or every divisor of the number of columns of the sub-
block matrixes, it is possible to reliably find out a puncturing
pattern in which performances become better in a relatively
short time.

As a more specific method of searching a puncturing pat-
tern, for example, a predetermined SNR (Signal-to-Noise
power Ratio) may be set, an error rate may be calculated for
every puncturing pattern and a puncturing pattern in which
the error rate decreases may be determined.

The transmitting apparatus punctures a coded sequence
using the puncturing pattern searched in this way, and can
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thereby improve transmission efficiency while maintaining
good receiving quality. That is, what is important in the con-
figuration in FIG. 15 is that puncturing section (data reducing
section) 630 punctures a coded sequence using an integer
multiple of the number of columns or a divisor of the number
of columns of subblock matrixes making up parity check
matrix H of QC-LDPC code as a unit.

A case will be described as an example where puncturing
section (data reducing section) 630 assumes the cycle of the
puncturing pattern as the number of columns L. of the sub-
block matrix and sets the number of bits not to transmit
(puncture bits) to constant number K for every number of
columns L. of the subblock matrix. In this case, puncturing
section (data reducing section) 630 switches between punc-
turing patterns every integer multiple of the number of col-
umns of a subblock matrix making up parity check matrix H
of QC-LDPC code.

The method of switching between puncturing patterns will
be described more specifically using FIG. 16A to FIG. 16C.

FIG. 16A illustrates a situation in which a puncturing pat-
tern is switched every number of columns (one time of the
number of columns) of a subblock matrix for parity check
matrix H in FIG. 3. Since parity check matrix H in FIG. 3 is
made up of subblock matrixes of 27 columns, puncturing
section (data reducing section) 630 selects K bits not to trans-
mit (puncture bits) using puncturing pattern #0 for x1 to x27.
Furthermore, puncturing section (data reducing section) 630
selects K bits not to transmit (puncture bits) using puncturing
pattern #1 for x28 to x54. Furthermore, puncturing section
(data reducing section) 630 selects K bits not to transmit
(puncture bits) using puncturing pattern #23 for p622 to p648.

FIG. 16B illustrates a situation in which a puncturing pat-
tern is switched every two times the number of columns of
subblock matrix for parity check matrix H in FIG. 3. Since
parity check matrix H in FIG. 3 is made up of a subblock
matrix of 27 columns, puncturing section (data reducing sec-
tion) 630 selects K bits not to transmit (puncture bits) using
puncturing pattern #0 for x1 to x27, x28 to x54.

Furthermore, puncturing section (data reducing section)
630 selects K bits not to transmit (puncture bits) using punc-
turing pattern #1 for x55 to x81, x82 to x108. Furthermore,
puncturing section (data reducing section) 630 selects K bits
not to transmit (puncture bits) using puncturing pattern #2 for
x109 to x135, x136 to x162.

FIG. 16C illustrates a situation in which a puncturing pat-
tern is switched for every 9 columns based on a base cycle of
9 columns, which is a divisor of the number of columns of the
subblock matrix for parity check matrix H in FIG. 3. To be
more specific, puncturing section (data reducing section) 630
selects K bits not to transmit (puncture bits) using puncturing
pattern #0 for x1 to x9.

Puncturing section (data reducing section) 630 selects K
bits not to transmit (puncture bits) using puncturing pattern
#1 for x10 to x18. Puncturing section (data reducing section)
630 selects K bits not to transmit (puncture bits) using punc-
turing pattern #2 for x19 to x27.

Likewise, puncturing section (data reducing section) 630
selects K bits not to transmit (puncture bits) using puncturing
pattern #3 for x28 to x36. Puncturing section (data reducing
section) 630 selects K bits not to transmit (puncture bits)
using puncturing pattern #4 for x37 to x45. Puncturing sec-
tion (data reducing section) 630 selects K bits not to transmit
(puncture bits) using puncturing pattern #5 for x46 to x54.

Likewise, puncturing section (data reducing section) 630
selects K bits not to transmit (puncture bits) using puncturing
pattern #69 for x622 to x630. Puncturing section (data reduc-
ing section) 630 selects K bits not to transmit (puncture bits)
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using puncturing pattern #70 for x631 to x639. Puncturing
section (data reducing section) 630 selects K bits not to trans-
mit (puncture bits) using puncturing pattern #71 for x640 to
x648.

Puncturing section (data reducing section) 630 defines
puncturing pattern #S0 made up of puncturing patterns #0 to
#2 selects 3K bits not to transmit (puncture bits) using punc-
turing pattern #S0 for x1 to x27. Likewise, puncturing section
(data reducing section) 630 may also define puncturing pat-
tern #S1 made up of puncturing patterns #3 to #5 and select
3K bits not to transmit (puncture bits) using puncturing pat-
tern #S1 for x28 to x54.

Likewise, puncturing section (data reducing section) 630
may also define puncturing pattern #S23 made up of punc-
turing patterns #69 to #71 and select 3K bits not to transmit
(puncture bits) using puncturing pattern #S23 for x622 to
x648.

That is, performing puncturing by using a divisor of the
number of columns of the subblock matrix as the base cycle is
equivalent to performing puncturing using the number of
columns of the subblock matrix making up parity check
matrix H of QC-LDPC code as a unit (cycle).

As described so far, in the present embodiment, puncturing
pattern setting section 620 searches a puncturing pattern for
every integer multiple of the number of columns or every
divisor of the number of columns of subblock matrixes mak-
ing up parity check matrix H of QC-LDPC code and punc-
turing section (data reducing section) 630 switches between
puncturing patterns for every integer multiple of the number
of columns or every divisor of the number of columns of
subblock matrixes making up the parity check matrix of QC-
LDPC code. This makes it possible to search a puncturing
pattern whereby good receiving quality is obtained in a rela-
tively short time and reliably, and improve transmission effi-
ciency while maintaining good receiving quality.

A case has been described above where a puncturing pat-
tern is switched every integer multiple of the number of
columns or every divisor of the number of columns of sub-
block matrixes making up a parity check matrix of QC-LDPC
code, but the puncturing pattern need not always be switched.

For example, in FIG. 16A, “puncturing pattern #0,” “punc-
turing pattern #1,” . . ., “puncturing pattern #23” may be
identical puncturing patterns. Furthermore, in FIG. 16B,
“puncturing pattern #0,” “puncturing pattern #1,” “punctur-
ing pattern #2,” . . . , may be identical puncturing patterns.

Furthermore, in FIG. 16C, “puncturing pattern #0,” “punc-
turing pattern #1,” . . ., “puncturing pattern #71” may be
identical puncturing patterns. In short, the unit of puncturing
patterns needs only to be an integer multiple of the number of
columns or a divisor of the number of columns of subblock
matrixes making up a parity check matrix of QC-LDPC code.

Embodiment 4

The present embodiment will describe an example of cod-
ing method when the coding method described in Embodi-
ment 1 and Embodiment 2 is used for control information.

Hereinafter, a case will be described where 200-bit control
information is coded using a QC-LDPC code of coding rate
(R)=%, LDPC code information block length (bits)=168,
LDPC codeword block length (bits)=336 as an example.

FIG. 17 illustrates a case where 200-bit control information
is divided into 168 bits and 32 bits, 168 bits are arranged in
block #1 and 32 bits are arranged in block #2. In FIG. 17, only
32 bits of control information are arranged in block #2 in
contrast to the block length of 168 bits.
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Hereinafter, a block such as block #2, bits of which need to
be transmitted, is shorter than the block length is the special
block described in Embodiment 2. Thus, as with Embodiment
2,1in block #2, 0’s are arranged and coded as information bits
as imaginary bits. As a result, there is a variation in receiving
quality between block #1 and block. #2 and receiving quality
01" 200-bit control information eventually depends on blocks
having poor receiving quality.

Thus, as shown in FIG. 18, the present embodiment
arranges 200-bit control information in two blocks #1 and #2
as uniformly as possible and performs the coding described in
Embodiment 1 on each block. To be more specific, when the
control information has 200 bits, control information is
arranged in both block #1 and block #2, 100 bits each.

This causes both block #1 and block #2 to become special
blocks, and therefore 0’s are arranged in both block #1 and
block #2 as information bits as imaginary bits and coded
using the coding method according to Embodiment 1. This
makes receiving quality uniform in block #1 and block #2 and
allows signals to be transmitted correctly to the communicat-
ing party.

When control information has 201 bits, 101 bits of control
information are arranged in block #1 and 100 bits of control
information are arranged in block #2. In this case, the differ-
ence between the number of bits of control information in
block #1 and the number of bits of control information in
block #2 is one bit at most. Thus, the transmitting apparatus
arranges information that needs to be transmitted in two
blocks as uniformly as possible, and can thereby make receiv-
ing quality uniform between the blocks, and can thereby
reliably transmit control information to the communicating

As described so far, the present embodiment arranges con-
trol information in a plurality of blocks as uniformly as pos-
sible. Thus, the transmitting apparatus applies the coding
method described in Embodiment 1 to each block after the
arrangement, and can thereby reliably transmit information
necessary to establish communication such as control infor-
mation to the communicating party.

The method of generating a special block according to the
present embodiment is the same as the method of generating
a special block described in Embodiment 2. That is, the trans-
mitting apparatus sets (sets as puncture bits) both information
bits and parity bits that need not be transmitted as bits not to
transmit.

Embodiment 5

The present embodiment will show an example of QC-
LDPC code and describe an optimum puncturing pattern for
the QC-LDPC code.

Parity check matrix H of QC-LDPC code is defined as
shown in equation 4.

H= (Equation 4)
Poo Po Pop Po,—2 Po-1
Pio Py P Py, Piy-1
Pao Pay Py Poy,—2 Poy-1
Pop10 Poup-1,1 Pmp—12 - Poyimy—2 Pyt -1

=P
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Parity check matrix H in equation 4 is a matrix of in rows
and n columns. Here, n denotes a code length and m denotes
the number of parity bits. Therefore, the number of systematic
bits k is k=n-m. Furthermore, P, ; in equation 4 is a cyclic
permutation matrix of z rows and z columns or a zero matrix
of z rows and z columns.

Here, parity check matrix H in equation 4 is expanded with
matrix H, of n, rows and m, columns. Here, the relationships
m=zxm, and n=zxn, hold. Furthermore, suppose each ele-
ment of matrix H, is “1” when each element of P, ; is “1” and
“0” when each element of P, ; is “0.”

Here, as a cyclic permutation matrix, P, ; is a unit matrix of
zrows and 7 columns or a set of matrixes cyclically shifting a
unit matrix of z rows and z columns. Since the cyclic permu-
tation matrix is a unit matrix or a set of matrixes cyclically
shifting a unit matrix, when matrix H, is divided into matrix
H,,, having the same magnitude as matrix H,, matrix H,,, is
represented by zero matrixes or matrixes cyclically shifting a
unit matrix.

Hereinafter, a zero matrix in matrix H,,, will be repre-
sented as “~1.” Furthermore, suppose the unit matrix is rep-
resented as “0.” Furthermore, the cyclic permutation matrix
of'the unit matrix is represented as “p(i,j)”’ using an amount of
cyclic shift thereofp(i,j) (>0). Matrix H, can be represented as
a set of such compactly represented matrixes H,,,,.

Here, as shown in equation 5, matrix H, can be divided into
two submatrixes H,, and H,,. Submatrix H,, is a partial
matrix related to information bits and submatrix H,, is a
partial matrix related to parity bits.

Hy=[(HpDrmtscier (Hp2)atoms =0

As shown in equation 6, submatrix H,, is further divided
into vector h, and submatrix H',,.

(Equation 5)

hp(0) |11 (Equation 6)
W) 110
[ 1~
Hyy = [y | Hp] = | 1
N
hpmp —1) | 1
-1 94 73 -1 -1 -1 -1 -1 585 83 -1
-1 27 -1 -1 -1 22 79 9 -1 -1 -1
-1 -1 -1 24 22 8 -1 33 -1 -1 -1
61 -1 47 -1 -1 -1 -1 -1 65 25 -1
-1 -1 39 -1 -1 -1 84 -1 -1 41 72
-1 -1 -1 -1 46 40 -1 82 -1 -1 -1
-1 -1 95 53 -1 -1 -1 -1 -1 14 18
-1 11 73 -1 -1 -1 2 -1 -1 47 -1
12 -1 -1 -1 83 24 -1 43 -1 -1 -1
-1 -1 -1 -1 -1 94 -1 59 -1 -1 70
-1 -1 7 65 -1 -1 -1 -1 39 49 -1
43 -1 -1 -1 -1 66 —1 41 -1 -1 -1
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In equation 6, submatrix H',, is a matrix in which portions
of'the i-th row and j-th column (i=j and i=j+1) are “1” and the
other portions are “0.” In submatrix H', ,, portions represented
as “1” indicate that the amount of shift of unit matrixes is 0.
That is, submatrix H', , is replaced by unit matrixes of z rows
and z columns when expanded to matrix H,.

Furthermore, suppose the same amount of cyclic shift is
assigned to the top (h,(0)) and bottom (h,(m,-1)) of vector
h,.

Hereinafter, matrix H, defined by equation 7 will be con-

sidered. Parity check matrix H defined by equation 7 can
correspond to a maximum code length at each coding rate.

pU, ), pli, ) =0 (Equation 7)

(fs i, D= . .
PR {[p(z, L] g0
where

[pti. - 2|

represents the integer portion of
R
pli, j)- %"

In equation 7, p(f.i,j) denotes the amount of cyclic shift of
the unit matrix, f denotes an index of code length correspond-
ing to each coding rate. Furthermore, z,1is called “expansion
factor” and has the relationship of z=k/n.

Equation 8 expresses matrix H, of coding rate 2(=k/n)
based on equation 7.

7 0 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 (Equation 8)
-1 0 0 -1-1-1-1-1-1 -1 -1 -1
-1 -1 0 0 -1 -1 -1-1-1 -1 -1 -1
-1 -1-10 0 -1 -1 -1 -1 -1 -1 -1
-1 -1-1-10 0 -1 -1 -1 -1 -1 -1
6 -1-1-1-10 0 -1 -1 -1-1 -1
-1 -1-1-1-1-1 0 0 -1 -1 -1 -1
-1 -1-1-1-1-1-1 0 0 -1 -1 -1
-1 -1-1-1-1-1-1-1 0 0 -1 -1
-1 -1-1-1-1-1-1-1-1 0 0 -1
-1 -1-1-1-1-1-1-1-1 -1 0 0
7 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 0
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In equation 8, “0” represents a unit matrix. On the other
hand, “~1” represents a zero matrix. Furthermore, “94” on the
first row and the second column represents a matrix cyclically
shifting the unit matrix by 94. Likewise, “61” on the fourth
row and the first column represents a matrix cyclically shift- 5
ing the unit matrix by 61.

Furthermore, equation 9 expresses matrix H, of coding rate
%s(=k/n) based on equation 7.

22

shown in equation 8 and puncturing patterns. FIG. 19C is an
example where a puncturing pattern is generated for every %2
of'the number of columns of subblock matrixes making up the
parity check matrix of QC-LDPC code. FIG. 19C is an
example ofthe case where the same puncturing pattern is used
for portions made up of unit matrixes and zero matrixes.

To be more specific, FIG. 19C illustrates a situation in
which a puncturing pattern is switched for every 50 columns

-1 -1 (Equation 9)

-1

9 8 78 60 88 67 15 -1 -1 O O

1 25 55 -1 47 4 -1 91 8 8 86 528233 5 0 3620 4 77 80 0

-1 6 -1 36 40 47 12 79 47 -1 41 21 12 71 14 72 0 4449 0 0 0 0

51 81 83 4 67 -1 21 -1 31 24 91 61 81

50 -1 50 15 -1 36 13 10 11 20 53 90 29 92 57 30 84 92 11 66 80 -1 -1 O

An example of matrix H, of QC-LDPC code of coding
rates Y2 and % has been shown above. Hereinafter, a punc-
turing pattern applicable to matrix H, of QC-LDPC code will
be described.

FIG. 19A illustrates matrix H, of QC-LDPC code of cod-
ing rate %5 shown in equation 8. As shown in FIG. 19A, in
matrix H, of coding rate 14, since partial matrix H,, related to
information bits has 12 rows, partial matrix H,, related to
parity bits has 12 columns.

Partial matrix H,, related to parity bits in FIG. 19A is made
up of “~1”" and “0” except for the first row, first column and
12th row, first column and has a regular arrangement. As
described above, “~1” represents a zero matrix and “0” rep-
resents a unit matrix. Furthermore, “7” on the first row, first
column and 12th row, first column is a cyclic permutation
matrix cyclically shifting the unit matrix by 7.

In this case, portions made up of unit matrixes and zero
matrixes in columns of partial matrix H,, related to parity bits
have a small effect on receiving quality even if the same
puncturing pattern is used. Therefore, it is possible to obtain
good reception characteristics from the portions made up of
unit matrixes and zero matrixes even if the same puncturing
pattern #A is used (see FIG. 19A). Suppose different punc-
turing patterns are set for portions not corresponding to the
portions made up of unit matrixes and zero matrixes. How-
ever, some or all puncturing patterns may be the same punc-
turing pattern.

Furthermore, the coded sequence may also be combined
with the puncturing method described in Embodiment 3. That
is, it is further effective if the coded sequence is punctured
using an integer multiple of the number of columns or a
divisor of the number of columns of subblock matrixes mak-
ing up parity check matrix H of QC-LDPC code as a unit.
FIG. 19B and FIG. 19C illustrate examples where partial
matrix H,, related to parity bits is punctured using an integer
multiple of the number of columns or a divisor of the number
of columns of subblock matrixes making up parity check
matrix H of QC-LDPC code as the unit.

FIG. 19B illustrates another application example of matrix
H, of QC-LDPC code of coding rate Y2 shown in equation 8
and puncturing patterns. FIG. 19B is an example of the case
where the cycle of puncture pattern is set to an integer mul-
tiple (two times) of the number of columns of subblock
matrixes making up the parity check matrix of QC-LDPC
code. FIG. 19B is an example where the same puncturing
pattern #B is used for portions made up of unit matrixes and
Zero matrixes.

Furthermore, FIG. 19C illustrates a further application
example of matrix H, of QC-LDPC code of coding rate %5
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for parity check matrix H made up of subblock matrixes of
100 rows and 100 columns based on a base cycle of 50
columns, which is a divisor half the number of columns of the
subblock matrix.

To be more specific, puncturing section (data reducing
section) 630 selects bits not to transmit (puncture bits) for
p100 to p149 using puncturing pattern #1. Puncturing section
(data reducing section) 630 selects bits not to transmit (punc-
ture bits) for p150 to p199 using puncturing pattern #2. Punc-
turing section (data reducing section) 630 selects bits not to
transmit (puncture bits) for p200 to p249 using puncturing
pattern #3.

Puncturing section (data reducing section) 630 selects bits
not to transmit (puncture bits) for p250 to p299 using punc-
turing pattern #4. Puncturing section (data reducing section)
630 selects bits not to transmit (puncture bits) for p1100 to
p1149 using puncturing pattern #21. Puncturing section (data
reducing section) 630 selects bits not to transmit (puncture
bits) for p1150 to p1199 using puncturing pattern #22.

FIG. 20A illustrates matrix H, of QC-LDPC code of cod-
ing rate % shown in equation 9. As shown in FIG. 20A, since
parity check matrix H, of coding rate % has partial matrix H,
of 4 rows related to information bits, partial matrix H,,
related to parity bits have 4 columns.

Partial matrix H,, related to parity bits in FIG. 20A is made
up of “~1”" and “0” except for the first row, first column and
the fourth row, first column, and has a regular arrangement.
Furthermore, <80 on the first row, first column and the fourth
row, first column is a cyclic permutation matrix cyclically
shifting the unit matrix by 80.

Thus, in the case of coding rate 3%, even when the same
puncturing pattern is used for portions made up of unit
matrixes and zero matrixes in the columns of partial matrix
H,, related to parity bits, influences on receiving quality are
small. Thus, the receiving apparatus can obtain good recep-
tion characteristics for columns of the portions made up of
unit matrixes and zero matrixes using also the same punctur-
ing pattern #A (see FIG. 20A). The columns not related to the
portions made up of unit matrixes and zero matrixes may be
set to different puncturing patterns, but may also be set to
partially identical puncturing patterns.

FIG. 20B illustrates another application example of matrix
H, of QC-LDPC of coding rate % shown in equation 9 and
puncturing patterns. FIG. 20B is an example where the cycle
of puncturing pattern is set to an integer multiple (3 times) of
the number of columns of subblock matrixes making up the
parity check matrix of QC-LDPC code.

Furthermore, FIG. 20C illustrates a further application
example of matrix H, of QC-LDPC code of coding rate %
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shown in equation 9 and puncturing patterns. FIG. 20C is an
example of the case where a puncturing pattern is generated
for every V2 of the number of columns of subblock matrixes
making up the parity check matrix of QC-LDPC code. As
with FIG. 20B, FIG. 20C is an example where the same
puncturing pattern is used for portions made up of unit
matrixes and zero matrixes.

To be more specific, FIG. 20C illustrates a situation in
which a puncturing pattern is switched for every 50 columns
for parity check matrix H made up of subblock matrixes of
100 rows and 100 columns based on a base cycle of 50
columns, which is a divisor half the number of columns of the
subblock matrix.

To be more specific, puncturing section (data reducing
section) 630 selects bits not to transmit (puncture bits) for
p100 to p149 using puncturing pattern #1. Puncturing section
(data reducing section) 630 selects bits not to transmit (punc-
ture bits) for p150 to p199 using puncturing pattern #2. Punc-
turing section (data reducing section) 630 selects bits not to
transmit (puncture bits) for p200 to p249 using puncturing
pattern #3.

Puncturing section (data reducing section) 630 selects bits
not to transmit (puncture hits) for p250 to p299 using punc-
turing pattern #4. Puncturing section (data reducing section)
630 selects bits not to transmit (puncture bits) for p300 to
p349 using puncturing pattern #5. Puncturing section (data
reducing section) 630 selects bits not to transmit (puncture
bits) for p350 to p399 using puncturing pattern #6.

Thus, the portions made up of unit matrixes and zero
matrixes of the columns in partial matrix H,, related to parity
bits are set to the same puncturing pattern and the columns not
related to the portions made up of unit matrixes and zero
matrixes are set to different puncturing patterns.

A puncturing pattern may also be switched for the columns
not related to the portions made up of unit matrixes and zero
matrixes for every integer multiple of the number of columns
or every divisor of the number of columns of subblock
matrixes making up the parity check matrix of QC-LDPC
code as described, for example, in Embodiment 3.

Furthermore, the same puncturing pattern whose pattern
length corresponds to every integer multiple of the number of
columns or every divisor of the number of columns of sub-
block matrixes making up the parity check matrix of QC-
LDPC code may be applied to the columns not related to the
portions made up of unit matrixes and zero matrixes.

Embodiment 6

An example will be described where the QC-LDPC code
described in Embodiment 5 is used, puncturing is performed
using an integer multiple of the number of columns or a
divisor of the number of columns of subblock matrixes mak-
ing up the parity check matrix of QC-LDPC code described in
Embodiment 4 as a unit and the same puncturing pattern is
used for all.

Embodiment 6 will describe a puncturing pattern for real-
izing a coding rate of approximately 0.65 through puncturing
from a QC-LDPC code having the parity check matrix of
equation 8 of coding rate 2. However, suppose the size of
subblock matrixes making up the parity check matrix of QC-
LDPC code is 350 rows and 350 columns. Therefore, the
information block length (bits) of QC-LDPC code is 4200
and the LDPC codeword block length (bits) is 8400.
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In this case, a codeword of the LDPC code is expressed as
follows:

v=/x0x1,...,x4198x4199,p0,p1, ..., p4198,
p4199]

=[50,51,52, . . . , $8397,58398,58399]

=[Oyl 2, ...,v167]

where v denotes a codeword, x denotes information and p

denotes parity.
v0,vl,...,vi...,v167 can be expressed as follows:
v0=[50,51, ..., 548,549],
v1=[550,551,...,598,599],. ..,

Vi=[s50%,550%i+1, . . ., sS0%i+48,550%i+49], . . . ,

v167=[58350,58351, . . ., 58398,58399]

As a result of searching a puncturing pattern, the present
inventors have confirmed that good receiving quality is pro-
vided if 50 which is the divisor of the number of columns of
subblock matrixes making up the parity check matrix of QC-
LDPC code is assumed to be the cycle of the puncturing
pattern.

The puncturing pattern that provides good receiving qual-
ity is as follows:

(1,8, 19, 20, 25, 28, 29, 31, 38, 40, 41)

As another expression, puncture table w can be expressed
as:

w=/1011111101 1111111110 0111101100
1011111101 0011111111]

In this case, 0’s included in w denote bits not to transmit.
That is, puncture table w determines bits not to transmit as
shown in FIG. 21 with respect to vi. Therefore, data bit vi' to
be transmitted except for bits not to transmit with respect to
v=[s50%1, s50%i+1, . . ., s50%1+48, s50*i+49] is represented
by:

Vi'=[550%1,550%142,550%43,550%i+4,550%i+5,550%i+6,
$50%i47,550%1+9,550%i+10,550*i+11,550%i+12,
$50%i4+13,550%+14,550%i+15,550%i+16,550%i+17,
$50%i+18,550%i421,550%i+22,550%i+23,550%i+24,
$30%i426,550%i+27,550%i+30,550%i+32,550%i+33,
$30%i4+34,550%435,550%i+36,550%i+37,550%i+39,
$30%i4+42,550%i+43,550%i+44,550%i+45,550%i+46,
$50%i+47,550%i+48,550%i+49]

A puncturing pattern for realizing a coding rate of approxi-
mately 0.95 through puncturing from QC-LDPC code having
the parity check matrix in equation 9 of coding rate % will be
described. Here, suppose the size of subblock matrixes mak-
ing up the parity check matrix of QC-LDPC code is 210 rows
and 210 columns. Therefore, in the QC-LDPC code, the infor-
mation block length (bits) is 4200 and the LDPC codeword
block length (bits) is 5040.

In this case, a codeword of the LDPC code is expressed as
follows:

v=/x0x1,...,x4198,x4199,p0,p1, ..., p838,p839]

=[50,51,52, . . . , $5037,55038,55039]

=012, ... ,v79]

where v denotes a codeword, x denotes information and p
denotes parity.
v0,vl,...,vi..., V79 can be expressed as follows:

v0=[s0,51, ..., 561,562],

V1=[563,564, .. ., s124,5125],. ..,
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Vi=[s63%,563%+1, . . ., s63*i+61,563%i+62], .. . ,

v79=[s4977,54978, . . . , s5038,55039]

As a result of searching a puncturing pattern, the present
inventors have confirmed that good receiving quality is pro-
vided if 63 is assumed to be the cycle of the puncturing
pattern.

The puncturing pattern that provides good receiving qual-
ity is as follows:

(3, 18, 20, 27, 39, 50, 60)

As another expression, puncture table w can be expressed

as:

w=/1110111111 1111111101 0111111011
1111111110 111111111 0111111111 011]

In this case, 0’s included in w means bits not to transmit.
That is, with respect to vi, puncture table w determines bits
notto transmit as shown in FIG. 22. Therefore, with respect to
vi=[s63*, s63*i+1, ..., s63%1+61, s63*1+62], data bits vi' to
be transmitted, not including bits not to be transmitted, can be
expressed as:

Vi'=[563%,563%i+1,63%i+2,563%i44,563%i+5,563%i+6,
$63%i47,563%i+8,63*i49,563%i+10,563%i+11,
$63%i412,563%i+13,563%i+14,563%i+15,563*i+16,
$63%i417,563%i+19,563%i421,563%i+22,563*i+23,
$63%i424,563%i+25,563%i+26,563%i+28,563*i+29,
$63%i430,563%i+31,563%i432,563%i+33,563*i+34,
$63%i435,563%i+36,563%i+37,563%i+38,563*i+40,
S63*i+41,563%i+42,563%i443,563%i+44,563*i+45,
S63*i+46,563%i+47,563%i+48,563%i+49,563%i+51,
$63%i452,563%i+53,563%i454,563%i+55,563*i+56,
$63%#i+57,563%i+58,563%i+59,563%1+61,563%i+
62]

In this case, if the cycle of the puncturing pattern is
assumed to be on the order of 20 to 90, data quality when
received is improved. The “cycle of a puncturing pattern”
refers to the minimum cycle of the puncturing pattern. For
example, the puncturing pattern cycle of puncture table wl=
[001] is 3. Furthermore, puncture table w2=[001001] has a
configuration with cycle 6 and is made up of two puncture
tables w1=[001], and since the puncturing pattern cycle of
puncture table w1 is 3, the (minimum) puncturing pattern
cycle of puncture table w2 is 3 as with puncture table wl. That
is, the cycle of a puncturing pattern refers to the pattern length
of a minimum one of patterns making up the puncturing
pattern. Furthermore, though puncture table w3=[010] is
identical to one cyclically shifting w1, when the above
described relationship between w, vi and vi' is taken into
account, w3 and w1 can be said to be different puncturing
patterns. That is, when puncture table wx and puncture table
wy are given, even if wx is cyclically shifted (not including
0-bit cyclic shifting) and becomes identical to wy, wx and wy
are still different puncturing patterns.

When the cycle of a puncturing pattern is too long, irregu-
larity occurs in the arrangement of bits not to transmit (punc-
ture bits), which becomes similar to a model in which a
random error has occurred in a binary erasure channel, caus-
ing data quality to become poor during reception. On the
other hand, when the cycle of a puncturing pattern is too short,
the arrangement of bits not to transmit (puncture bits) is
unbalanced, the puncturing pattern is less likely to be
adequate and data quality becomes poor during reception. For
this reason, it is important to set the cycle of the puncturing
pattern to the order of 20 to 90.

Furthermore, when the cycle of a puncturing pattern is set
to the order of 20 to 90, if three or more 0’s are included in
puncture table w, the data quality during reception becomes
good (it is more likely to be able to generate a puncturing
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pattern whereby high data quality can be obtained during
reception (decoding)). When three or more 0’s are included in
puncture table w, the arrangement of bits not to transmit
(puncture bits) is no longer regular and randomness increases,
and, consequently, data quality during reception becomes
good.

Moreover, if the cycle of the puncturing pattern is set to the
order of 20 to 90, three or more 0’s are included in puncture
table w and an integer multiple of the number of columns or
a divisor of the number of columns of subblock matrixes
making up the parity check matrix of QC-LDPC code is set as
the cycle of the puncturing pattern, it is more likely to be able
to generate a puncturing pattern whereby high data quality
can be obtained during reception (decoding).

Other puncturing patterns include the following:

Assuming the size of subblock matrixes making up the
parity check matrix of QC-LDPC code is 80 rows and 80
columns, puncturing patterns for realizing coding rates of
approximately 0.65 and 0.75 through puncturing from QC-
LDPC code (information block length (bits)=960, LDPC
codeword block length (bits)=1920) having the parity check
matrix of equation 8 of coding rate %% are as follows:

When coding rate is approximately 0.65: w=[1111110110
0100111111]

When coding rate is approximately 0.75: w=[1100111111
11011111100111110001 1110000111]

Assuming the size of subblock matrixes making up the
parity check matrix of QC-LDPC code is 48 rows and 48
columns, a puncturing pattern for realizing a coding rate of
approximately 0.95 through puncturing from QC-LDPC code
(information block length (bits)=960, LDPC codeword block
length (bits)=1152) having the parity check matrix of equa-
tion 9 of coding rate % is as follows:

w=/11111111101111111111 0111101111
1111001111 11101111]

Assuming the size of subblock matrixes making up the
parity check matrix of QC-LDPC code is 180 rows and 180
columns, puncturing patterns for realizing coding rates of
approximately 0.65 and 0.75 through puncturing from QC-
LDPC code (information block length (bits)=2160, LDPC
codeword block length (bits)=4320) having the parity check
matrix of equation 8 of coding rate %% are as follows:

When coding rate is approximately 0.65: w=[1011111100
0011111101 1111100111 011111]

When coding rate is approximately 0.75: w=[1111110100
0001101001 1111111110]

Assuming the size of subblock matrixes making up the
parity check matrix of QC-LDPC code is 108 rows and 108
columns, a puncturing pattern for realizing a coding rate of
approximately 0.95 through puncturing from QC-LDPC code
(information block length (bits)=2160, LDPC codeword
block length (hits)=2592) having the parity check matrix of
equation 9 of coding rate ¥ is as follows:

w=/10111111111 1111011111 1110111]

Embodiment 7

Embodiment 5 has described the case where different
puncturing patterns are used in parity check matrix H,,
between submatrix H',, (see equation 6) made up of unit
matrixes and zero matrixes and submatrixes other than sub-
matrix H',, (hereinafter represented as “H',, (=H,, +h,)”), see
equations 5 and 6). As an example thereof, as shown in FIG.
19A to FIG. 19C, FIG. 20A to FIG. 20C, Embodiment 5 has
described a case where identical puncturing patterns are used
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for submatrix H', , made up of unit matrixes and zero matrixes
using an integer multiple of the number of columns or a
divisor of the number of columns of subblock matrixes as a
unit.

As with Embodiment 5, the present embodiment will
describe a case where different puncturing patterns will be
used for submatrix H',, made up of unit matrixes and zero
matrixes, and submatrix H', | in parity check matrix H,. To be
more specific, as shown in FIG. 23 which corresponds to FI1G.
20B, a case will be described where a coding rate of %21 is
realized using puncturing pattern #p1 whose puncture cycle is
the number of columns of submatrix H',; for submatrix H',,
and using puncturing pattern #p2 whose puncture cycle is the
number of columns of submatrix H',, for submatrix H', ,.

Hereinafter, a puncturing pattern for realizing coding rate
2041 through puncturing from a QC-LDPC code having a
parity check matrix of equation 9 of coding rate ¥ will be
described as an example.

Parity check matrix H, in FIG. 24 is parity check matrix H,,
of QC-LDPC of coding rate % shown in equation 9. Parity
check matrix H, in equation 9 is made up of a subblock matrix
of 4 rows and 24 columns. Hereinafter, suppose the size of
subblock matrixes making up the parity check matrix of QC-
LDPC code is 48 rows and 48 columns. Therefore, in the
QC-LDPC code, the information block length (bits) is 960
and the LDPC codeword block length (hits) is 1152.

In this case, a codeword of the LDPC code is expressed as
follows:

v=/x0x1,...,x958x959,p0,p1,...,p190,p191]
=[s0,51,82,...,51149,51150,51151]

=[0,v1v2, ... ,v24]

where v denotes a codeword, x denotes information and p

denotes parity.
v0,vl,...,vi...,v23 can be expressed as follows:
v0=[s0,51, ..., 546,547],

v1=[s548,548, ..., 594,595],. ..,
vi=[s48%],s48%i+1, . . . , s48*i+46,548%+47], .. .,

v23=[51104,51105, . . ., s1150,5151]

In FIG. 24, #0 represents a partial matrix corresponding to
x0,x1, ...,x47 and #1 represents a partial matrix correspond-
ing to x48, x49, . . ., x95. Furthermore, #21 represents a
partial matrix corresponding to p48, p49, . . ., p95, #22
represents a partial matrix corresponding to p96, p97, .. .,
p143 and #23 represents a partial matrix corresponding to
pl44,pld45, ..., pl191.

In FIG. 24, submatrix H',, is made up of #0 to 20 and
submatrix H',, is made up of #21, #22 and #23. #21, #22 and
#23 are made up of unit matrixes (“0”) and zero matrixes
(“~17). Thus, parity check matrix H, of the QC-LDPC code
expressed in equation 9 includes submatrix H', , made up of
unit matrixes and zero matrixes.

The present embodiment determines preferred puncturing
patterns with features of submatrix H',, and BP decoding
taken into account.

BP decoding obtains a log likelihood ratio of each bit by
repeating row calculations and column calculations.

The row calculation of BP decoding updates the log like-
lihood ratio. In this case, (puncture) hits that have not been
transmitted are handled as erasure bits during decoding and
since no initial log likelihood ratio exists for the erasure bits,
the log likelihood ratio is set to 0. When two or more erasure
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bits for which no initial log likelihood ratio exists are included
in the same row, the log likelihood ratio is not updated in the
rows through the row calculation alone until the log likeli-
hood ratios of the erasure bits are updated through column
calculations. Therefore, the erasure bits in the same row are
preferably less than 2 bits.

A column calculation of BP decoding updates an extrinsic
value. The extrinsic value of an erasure bit is updated based on
the addition result of log likelihood ratios of “1” except for
itself on the same column. Therefore, when the column
weight is large, the extrinsic value of the erasure bit is updated
based on the addition result of log likelihood ratios of a
plurality of 1’s except for itself on the same column, and
therefore the absolute values of the log likelihood ratios in the
extrinsic value increase and this causes the log likelihood
ratios to be more likely to converge. On the other hand, when
the column weight is small, the number of log likelihood
ratios to be added is small, and therefore the absolute values
of'thelog likelihood ratios in the extrinsic value are less likely
to increase and this provides the nature that the log likelihood
ratios are less likely to converge.

Especially when the column weight is 2, the extrinsic value
is simply replaced for two 1’s corresponding to column
weight 2 in the parity check matrix, the absolute values of log
likelihood ratios are less likely to increase, and reliability is
not propagated even if iterative processing is performed
repeatedly, which may cause the receiving quality to degrade.
Therefore, to appropriately update the magnitude of the
extrinsic value, the column weight of the erasure bit is pref-
erably 3 or more.

Thus, when the feature of BP decoding is taken into
account, from the perspective of row calculations, 1) the
erasure bits in the same row are preferably less than 2 bits and
from the perspective of the column calculation, 2) the column
weight of the erasure bits is preferably 3 or more.

The present embodiment will set puncturing patterns with
1) and 2) above taken into account. Hereinafter, a case will be
described where a coded sequence is punctured using the
number of columns of subblock matrix as a unit as an
example.

When parity check matrix H, of equation 9 is represented
using the subblock matrix as one unit, in submatrix H',,, a
relationship that unit matrixes (“0”) are arranged in the i-th
row and (i+1)-th row of'the j-th column, zero matrixes (“-1")
are arranged in rows other than the i-th row and (i+1)-th row
of the j-th column, unit matrixes (“0”) are arranged in the
(i+1)-th row and (i+2)-th row of the (j+1)-th column, and zero
matrixes (“~1”) are arranged in rows other than the (i+1)-th
row and (i+2)-th row of the (j+1)-th column holds with j=q,
q+1, q+2, ..., g+s—1, g+s (where s is an integer equal to or
greater than 1).

To be more specific, as is clear from FIG. 24, unit matrixes
(“0”) are arranged in the first row and second row of the 22nd
column, zero matrixes (“~1"") are arranged in rows other than
the first and second rows of the 22nd column (third row and
fourth row), unit matrixes (“0”) are arranged in the second
and third rows of the 23rd column, zero matrixes (“~1"") are
arranged in rows other than the second and third rows of the
23rd column (first and fourth rows), unit matrixes (“0”) are
arranged in the third and fourth rows of the 24th column and
zero matrixes (“-1) are arranged in rows other than the third
and fourth rows of the 24th column (first and second rows).
Thus, as shown in the area enclosed by a rectangular frame in
submatrix H',, in FIG. 24, unit matrixes (“0”) are arranged
neighboring each other in the same row.

In a unit matrix, only diagonal elements of the matrix are
1’s and the other elements are 0’s. Thus, if bits corresponding
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to columns of a unit matrix are assumed to be bits not to
transmit (puncture bits), there is only one erasure hit in each
row of the unit matrix. However, when unit matrixes are
arranged neighboring each other in the same row, if bits
corresponding to columns including the unit matrixes are
assumed to be bits not to transmit (puncture hits), there are
two erasure bits in each row.

To be more specific, when unit matrixes are arranged
neighboring each other in the same row as the unit matrixes
(““0”) in the second row of the 22nd column and 23rd column
in FIG. 24, if bits corresponding to columns including the two
unit matrixes are assumed to be bits not to transmit (puncture
bits), there is one erasure bit in each row of the unit matrix
(“0”) in the second row of the 23rd column, there is one
erasure bit in each row in a view of each unit matrix, but since
these unit matrixes are arranged neighboring each other in the
same row, there are two erasure bits in a view of the same row
in which unit matrixes are arranged.

As described in 1) above, erasure hits are preferably less
than 2 bits. Therefore, to avoid 2 bit erasures, such a punctur-
ing pattern will be used that hits corresponding to columns
#21 and #23 in which no unit matrixes are arranged neigh-
boring each other in the same row are assumed to be bits not
to transmit (puncture bits). That is, when bits corresponding
to column #21 are assumed to be bits not to transmit (puncture
bits), bits corresponding to column #23 separated apart by the
number of columns of 1 subblock matrix or more are assumed
to be bits not to transmit (puncture bits). Thus, when the
coded sequence is punctured using the number of columns of
the subblock matrix as a unit, by setting the puncturing inter-
val to one unit or more (the number of columns of 1 subblock
matrix), bits erased by puncturing in submatrix H', , made up
of unit matrixes or zero matrixes are only one bit in each row
and it is possible to avoid 2 bit erasures and thereby prevent
degradation of receiving quality.

On the other hand, when such a puncturing pattern is used
that bits corresponding to columns #21 and #22 or columns
#22 and #23 are assumed to be bits not to transmit (puncture
hits), bits corresponding to columns of unit matrixes neigh-
boring each other in the same row are assumed to be hits not
to transmit (puncture bits), and 2 bit erasures occur and the
reception characteristics deteriorate.

Moreover, when 2) above is taken into account, the column
weight of submatrix H',, of parity check matrix H, is 3 or
more, and therefore by assuming hits corresponding to col-
umns of submatrix H'y; to be bits not to transmit (puncture
bits), the log likelihood ratios of the extrinsic values are
updated through column calculations so that the absolute
values thereof increases, the log likelihood ratios of erasure
bits are more likely to converge and the reception character-
istics improve.

FIG. 25 illustrates an example where bits corresponding to
column #4 in addition to columns #21 and #23 are assumed to
be bits not to transmit (puncture bits). Since zero matrixes
(“~17) are arranged in the row of #23 in which unit matrixes
(“0”) are arranged, if bits corresponding to columns #4, #21
and #23 are assumed to be bits not to transmit (puncture bits),
the erasure bits of the row are kept to 1 bit in #4, and it is
thereby possible to suppress degradation of receiving quality.

Puncture table (puncturing pattern) w when bits corre-
sponding to columns #4, #21 and #23 are assumed to be bits
not to transmit (puncture bits) is expressed as shown in equa-
tion 10.
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(Equation 10)

0’s included in puncture table w in equation 10 means bits
not to transmit (puncture bits). That is, in the example shown
in FIG. 25, bits corresponding to columns #4, #21 and #23,
that is, x192, x193, . . ., x238,x239, p48, p49, . . ., p94, p95,
pl44, p1d45, . . ., p190, p191 are punctured.

As described so far, when parity check matrix H, is repre-
sented assuming a subblock matrix as one unit, the present
embodiment assumes bits not to transmit (puncture bits) at an
interval of one unit or more (the number of columns of sub-
block matrixes) when selecting bits not to transmit (puncture
bits) using the number of columns of subblock matrixes as a
unit for submatrix H',, in which a relationship that unit
matrixes (“0”) are arranged in the i-th row and (i+1)-th row of
the j-th column, zero matrixes (“~1”) are arranged in rows
other than the i-th row and (i+1)-th row of the j-th column,
unit matrixes (“0”) are arranged in the (i+1), th row and
(1+2)-th row of the (j+1)-th column and zero matrixes (“-1")
are arranged in rows other than the (i+1)-th row and (i+2)-th
row of the (j+1)-th column holds with j=q, q+1, q+2, . . .,
q+s-1, g+s (where s is an integer equal to or greater than 1).

Furthermore, by assuming bits corresponding to columns
whose column weight is 3 or more as bits not to transmit
(puncture bits) in submatrix H',; other than submatrix H',,
above of parity check matrix H,, the log likelihood ratios of
the extrinsic values in column calculations are updated so that
the absolute values thereof increase, and it is thereby possible
to suppress degradation of receiving quality.

When bits corresponding to columns whose column
weight is 3 or more are assumed to be bits not to transmit
(puncture bits), if bits corresponding to columns #21 and #23
are assumed to be bits not to transmit (puncture bits) in
submatrix H',,, bits corresponding to columns of zero
matrixes such as #4 arranged in one row of unit matrixes
included in #21 or #23 are assumed to be bits not to transmit
(puncture bits). By this means, when bits corresponding to
columns #4, #21 and #23 are assumed to be bits not to trans-
mit (puncture bits), it is possible to suppress erasure bits of
rows in which zero matrixes are arranged in #4 and thereby
suppress degradation of receiving quality.

A preferred puncturing pattern for realizing coding rate
2041 through puncturing from a QC-LDPC code having the
parity check matrix of equation 9 of coding rate % has been
described. Furthermore, preferred puncture table (puncturing
pattern) w can be represented as, for example, in equation
11-1 to equation 11-3 suitable for realizing coding rate 2051
through puncturing from subblock matrix 216x216 having
the parity check matrix in equation 9 of coding rate ¥, that is,
QC-LDPC code of information size=4320 bits.

(Equation 11-1)

4320 216
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o[l 1 100011 .1  (Buaionll-2)
- 432 216 3888
00 ...011..100..0]
216 216 216
o[l 1 100011 .1  (Buadonll-3)
- 864 216 3456
00 011 100 0]

A case has been described above where a coded sequence
is punctured using the number of columns of subblock
matrixes as a unit, but it may also be possible to set candidates
for bits not to transmit (puncture bits) using the number of
columns of subblock matrixes as a unit at an interval of one
unit or more (the number of columns of subblock matrixes)
and determine bits not to transmit (puncture bits) from the
candidates. In this case, suppose the candidates for bits not to
transmit (puncture bits) are set using the number of columns
of subblock matrixes as a unit and are assumed to be bits
corresponding to columns not including unit matrixes neigh-
boring each other in the same row as described above.

For example, as shown in FIG. 26, bits corresponding to
columns #4, #21 and #23 may be assumed to be candidates for
bits not to transmit (puncture bits) and some bits encircled by
broken line circles of x192, x193, . . ., x238, x239, p48,
p49,...,p94,p95,p144,p145, . . ., p190, p191 corresponding
to columns #4, #21 and #23 may be determined as bits not to
transmit (puncture bits).

Using this method, puncture table (puncturing pattern) w
suitable for realizing coding rate %s through puncturing
from a QC-LDPC code having the parity check matrix in
equation 9 of coding rate 3 and subblock matrix 48x48, that
is, information size=960 bits is expressed as shown in equa-
tion 12.

[r1r..100...011..1 (Equation 12)

Furthermore, as another example, puncture table (punctur-
ing pattern) w suitable for realizing coding rate '%1s through
puncturing from a QC-LDPC code having the parity check
matrix in equation 9 of coding rate % and subblock matrix
216x216, that is, information size=4320 bits is represented as
shown in equation 13.

[r1r..100..011..1 (Equation 13)

1620

In these cases, it is also possible to prevent two erasure bits
from occurring in each row, thereby obtain good receiving
quality and flexibly set a coding rate after the puncturing.

Furthermore, although a case has been described above
where codeword v of LDDC, code is represented as v=[x0,
x1,...,x958,x959, p0, pl,. .., p190, p191], the order of the
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information sequence or parity sequence is not limited to this
(e.g., the order may also be v=[p0, p1, . . ., p190, p191, x0,
x1, .. .,x958, x959] and the order of information or parity is
not uniquely determined), but bits not to transmit (parity bits)
may be determined from the correspondence of H,v=0, in
other words, the correspondence between the puncturing pat-
tern corresponding to parity check matrix H, and codeword v.

When, for example, bits corresponding to columns #4, #21
and #23 are assumed to be bits not to transmit (puncture bits),
if codeword v is represented as v=[p144, p145, . . ., p190,
p191, x0, x1, . . ., X958, X959, p0, p1, . . ., p46, p47], x144,
x145, ..., x190,x191, p0, p1, . . ., p46, p47, p96, p97, . . .,
p142, p143 may be assumed to be bits not to transmit (punc-
ture bits).

A case has been described in the above described example
where a relationship that unit matrixes (“0”) are arranged in
the i-th row and (i+1)-th row of the j-th column, zero matrixes
(“~17) are arranged in rows other than the i-th row and (i+1)-
th row of the j-th column, unit matrixes (“0”) are arranged in
the (i+1)-th row and (i+2)-th row of the (j+1)-th column and
zero matrixes (“-17) are arranged in rows other than the
(i+1)-th row and (i+2)-th row of the (j+1)-th column in sub-
matrix holds for j=q, q+1, q+2, . . ., g+s—1, q+s (where s is an
integer equal to or greater than 1), but it is also possible to
obtain a preferred puncturing pattern using the above method
of generating a puncturing pattern when cyclic shift matrixes
of'unit matrixes, instead of unit matrixes, are arranged neigh-
boring each other in the same row. However, when cyclic shift
matrixes of unit matrixes are arranged neighboring each other
in the same row in submatrix H',,, the configuration of the
encoder may be complicated.

A preferred puncturing pattern may also be set for the
QC-LDPC code of coding rate /4 in equation 8 using a similar
method. A case with coding rate %2 will be described using
FIG. 27.

As is the case with coding rate %6, for parity check matrix
H, of the QC-LDPC code of coding rate %4 in equation 8,
puncturing pattern #p1 whose puncture cycle is the number of
columns of submatrix H',, is used for submatrix H',, and
puncturing pattern #p2 whose puncture cycle is the number of
columns of submatrix is used for submatrix H',,.

FIG. 27 is parity check matrix H, of the QC-LDPC code of
coding rate %4 in equation 8. Parity check matrix H, in equa-
tion 8 is made up of a subblock matrix of 12 rows and 24
columns. In FIG. 27, submatrix H',, is made up of unit
matrixes and zero matrixes and submatrix H',, is outside
submatrix H', ,.

InFIG. 27, #0 to #23 denote partial matrixes corresponding
to the respective columns, submatrix H',, is made up of #0 to
#12 and submatrix H',, is made up of #13 to #23. #13 to #23
are made up of unit matrixes (“0”") and zero matrixes (“-1").
Thus, parity check matrix H, of the QC-LDPC code shown in
equation 8 includes submatrix H',, made up of unit matrixes
and zero matrixes.

Hereinafter, a case will be described where a coded
sequence is punctured using the number of columns of a
subblock matrix as a unit.

When parity check matrix H, in equation 8 is represented
using a subblock matrix as 1 unit, a relationship that unit
matrixes (“0”) are arranged in the i-th row and (i+1)-th row of
the j-th column, zero matrixes (“~1”) are arranged in rows
other than the i-th row and (i+1)-th row of the j-th column,
unit matrixes (“0”) are arranged in the (i+i)-th row and (i+2)-
th row of the (j+1)-th column and zero matrixes (“~1") are
arranged in rows other than the (i+1)-th row and (i+2)-th row
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of'the (j+1)-th column holds in submatrix H',, with j=q, q+1,
q+2,...,q+s-1, g+s (where s is an integer equal to or greater
than 1).

To be more specific, as is clear from FIG. 27, unit matrixes
(“0”) are arranged in the first row and second row of the 14th
column, zero matrixes (“~1") are arranged in rows other than
the first row and second row (third to 12th rows) of the 14th
column, unit matrixes (“0”) are arranged in the second row
and third row of the 15th column, zero matrixes (“-17) are
arranged in rows other than the second row and third row of
the 15th column (first row, forth to 12th rows), unit matrixes
(“0”) are arranged in the 11th row and 12th row of the 24th
column and zero matrixes (“~1”) are arranged in rows other
than the 11th row and 12th row of the 24th column (first to
10th rows). Thus, as shown in the areas enclosed by rectan-
gular frames in submatrix H', , in FIG. 27, unit matrixes (“0)
are arranged neighboring each other in the same row.

In the case of coding rate %%, as is the case with coding rate
%, such a puncturing pattern is set that bits corresponding to
columns in which unit matrixes are not arranged neighboring
each other in the same row are assumed to be bits not to
transmit (puncture bits). When, for example, a coded
sequence is punctured using the number of columns of a
subblock matrix as a unit and bits corresponding to column
#20 are assumed to be bits not to transmit (puncture bits), bits
corresponding to columns #15 and #23 separated apart by the
number of columns of 1 subblock matrix are assumed to be
bits not to transmit (puncture bits). Thus, when a coded
sequence is punctured using the number of columns of a
subblock matrix as a unit, the puncturing interval is set to one
unit or more (the number of columns of a subblock matrix).
Thus, in submatrix H',, made up of unit matrixes or zero
matrixes, bits erased by puncturing are only one bit for each
row, and it is thereby possible to prevent 2-hit erasure and
prevent degradation of receiving quality.

Furthermore, for example, bits corresponding to columns
#15 and #20 may be assumed to be bits not to transmit (punc-
ture bits). #15 and #20 are separated away from each other by
one unit or more. Furthermore, bits corresponding to columns
#20 and #23 may also be assumed to be bits not to transmit
(puncture hits). #20 and #23 are away from each oilier by one
unit or more.

All the hits corresponding to columns #15, #20 and #23
may not be assumed to be bits not to transmit (puncture bits),
but bits corresponding to columns #15, #20 and #23 may be
assumed to be candidates of bits not to transmit (puncture
bits) and bits not to transmit (puncture hits) may be deter-
mined from these candidates according to the coding rate. By
so doing, it is possible to suppress erasure bit in each row to
one bit, obtain good receiving quality and flexibly set the
coding rate after the puncturing.

Furthermore, of parity check matrix H,, since the column
weight is 3 or more in submatrix H',,, by assuming bits
corresponding to columns of submatrix H', ; to be bits not to
transmit (puncture bits), the magnitude of an extrinsic value is
adequately updated through a column calculation, the log
likelihood ratios of erasure bits are appropriately obtained
and the reception characteristics are improved.

FIG. 27 illustrates an example where bits corresponding to
column #10 in submatrix H',, are assumed to be bits not to
transmit (puncture bits). Zero matrixes (“~1”) are arranged in
the rows of #10 in which unit matrixes (“0”) are arranged in
#15, #20 and #23, and therefore when bits corresponding to
columns #10, #15, #20 and #23 are assumed to be bits not to
transmit (puncture bits), erasure bits in the rows are kept to
one bit, which is more likely to suppress degradation of
receiving quality.
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Although a case has been described above where using the
number of columns of subblock matrixes as a unit, one sub-
block matrix is selected from submatrix H',,, a plurality of
subblock matrixes are selected from submatrix H',, and bits
corresponding to columns of the selected subblock matrixes
are assumed to be bits not to transmit (puncture bits) or
candidates for bits not to transmit (puncture bits), the number
of subblock matrixes selected from each submatrix is not
limited to this, but a plurality of subblock matrixes may also
be selected from submatrix H', ;.

The present invention is effective when a parity check
matrix or generator matrix has regularity as with a QC-LDPC
code.

The present invention is not limited to all the above
described embodiments, but may be implemented modified in
various ways. For example, although a case has been mainly
described in the above described embodiments where the
present invention is implemented as an encoder, the present
invention is not limited to this, but is also applicable when the
present invention is implemented as a power line communi-
cation apparatus.

Furthermore, this coding method can also be implemented
as software. For example, a program for executing the above
described coding method may be stored in a ROM (Read
Only Memory) beforehand and the program may be operated
by a CPU (Central Processor Unit).

Furthermore, the program for executing the coding method
may be stored in a computer-readable storage medium, the
program stored in the storage medium may be recorded in a
RAM (Random Access Memory) of the computer and the
computer may be operated according to the program.

Furthermore, it goes without saying that the present inven-
tion is not limited to radio communication, but is also useful
for power line communication (PLC), visible light commu-
nication and optical communication.

One aspect of the encoder of the present invention includes
a coding section that generates coded sequence s that satisfies
equation 14-1, equation 14-2 and equation 14-3 for informa-
tion bit sequence u and a setting section that sets a y-th
puncturing pattern which corresponds to the number of col-
umns 7 from the (zxy+1)-th (y is an integer between 0 and
(n,-1)) column to the zx(y+1)-th column and which has a
cycle of a divisor of the number of columns z, wherein of the
coded sequence s made up of zxn, bits from the first to
zxn,-th bits, bits to be removed are determined from the
(zxy+1)-th to zx(y+1)-th bits based on the y-th puncturing
pattern, the determined bits to be removed are removed from
the zxn, bits making up the coded sequence s to form a
transmission information hit sequence and the transmission
information bit sequence is outputted.

GH™0 (Equation 14-1)
sT=Gu” (Equation 14-2)
Hs=0 (Equation 14-3)

where H is a parity check matrix of an LDPC code of (zxmb)
rows and (zxnb) columns configured by arranging subma-
trixes of z rows and z columns in mb rows and nb columns, G
is a generator matrix having a relationship of equation 14-1
with parity check matrix H of the LDPC code and coded
sequence s is a coded sequence made up of zxnb bits.

In one aspect of the encoder of the present invention, parity
check matrix H of the LDPC code is defined by equation 15.
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. . . . . . 10
where P, ; is a cyclic permutation matrix of a unit matrix of z

rows and z columns or zero matrix of z rows and z columns.

In one aspect of the encoder of the present invention, the
LDPC code is a QC-LDPC block code.

In one aspect of the encoder of the present invention, the
LDPC code is a QC-LDPC code.

One aspect of the transmitting apparatus of the present
invention includes a transmission section that is provided
with the above described encoder and transmits the transmis-
sion information bit sequence.

One aspect of the coding method of the present invention
includes a step of generating coded sequence s that satisfies
equation 16-1, equation 16-2 and equation 16-3 for informa-
tion bit sequence u and a step of setting a y-th puncturing
pattern which corresponds to the number of columns z from
the (zxy+1)-th (y is an integer between 0 and (n,—1)) column
to the zx(y+1)-th column and which has a cycle of a divisor of
the number of columns z, wherein of the coded sequence s
made up of zxn,, bits from the first to zxn,-th bits, bits to be
removed are determined from the (zxy+1)-th to zx(y+1)-th
bits based on the y-th puncturing pattern, the determined bits
to be removed are removed from the zxn, bits making up the
coded sequence s to form a transmission information bit
sequence and the transmission information bit sequence is
outputted.

GH™=0 (Equation 16-1)
sT=Gu® (Equation 16-2)
Hs=0 (Equation 16-3)

where H is a parity check matrix of an LDPC code of (zxm,,)
rows and (zxn,) columns configured by arranging subma-
trixes of z rows and z columns in m, rows and n, columns, G
is a generator matrix having a relationship of equation 16-1
with parity check matrix H of the LDPC code and coded
sequence s is a coded sequence made up of zxn,, bits.

Inoneaspect ofthe coding method of the present invention,
parity check matrix H of the LDPC code is defined by equa-
tion 17.

Poo Po Pop Po,_, Po,-1

Pio Py P Py, Piy-1

H=| Py Py Py Poy,—2 Poy,-1
Pop10 Pup-11 Pmp—12 - Pup-imy—2 Py-tmy-1

Inoneaspect ofthe coding method of the present invention,
the LDPC code is a QC-LDPC block code.

Inoneaspect ofthe coding method of the present invention,
the LDPC code is a QC-LDPC code.

One aspect of the transmission method of the present
invention includes the above described coding method and
transmits the transmission information bit sequence.
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(Equation 15)

One aspect of the encoder of the present invention includes
an arrangement section that generates information bit
sequence u by inserting 0’s in information bits and a coding
section that generates coded sequence s that satisfies equation
18-1, equation 18-2 and equation 18-3 for information bit
sequence u, wherein, of the coded sequence s, bits always
having “0” values are determined based on positions in which
the information bits are arranged and parity check matrix H of
the LDPC code, the bits always having “0” values are
removed from the coded sequence s to form a transmission
information bit sequence and the transmission information bit
sequence is outputted.

GH™=0 (Equation 18-1)
sT=Gu” (Equation 18-2)
Hs=0 (Equation 18-3)

where H is a parity check matrix of an LDPC code of (zxm,,)
rows and (zxn,) columns configured by arranging subma-
trixes of z rows and z columns in m, rows and n, columns, G
is a generator matrix having a relationship of equation 18-1
with parity check matrix H of the LDPC code and coded
sequence s is a coded sequence made up of zxn, bits.

One aspect of the transmitting apparatus of the present
invention includes a transmission section that is provided
with the above described encoder and transmits the transmis-
sion information bit sequence.

One aspect of the coding method of the present invention
includes a step of generating information bit sequence u by
inserting 0’s in information bits and a step of generating a
coded sequence s that satisfies equation 19-1, equation 19-2
and equation 19-3 for the information bit sequence u,
wherein, of the coded sequence s, bits always having “0”
values are determined based on positions in which the infor-
mation bits are arranged and parity check matrix H of the
LDPC code, the bits always having “0” values are removed
from the coded sequence s to form a transmission information
bit sequence and the transmission information bit sequence is
outputted.

(Equation 17)

GH™=0 (Equation 19-1)
sT=Gu” (Equation 19-2)
Hs=0 (Equation 19-3)

where H is a parity check matrix of an LDPC code of (zxm,,)
rows and (zxn,) columns configured by arranging subma-
trixes of z rows and z columns in m,, rows and n, columns, G
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is a generator matrix having a relationship of equation 19-1
with parity check matrix H of the LDPC code and coded
sequence s is a coded sequence made up of zxn,, bits.

One aspect of the transmission method of the present
invention includes the above described coding method and
transmits the transmission information bit sequence.

The disclosures of Japanese Patent Application No. 2008-
264382, filed on Oct. 10, 2008, and Japanese Patent Applica-
tion No. 2008-290022, filed on Nov. 12, 2008, including the
specifications, drawings and abstracts, are incorporated
herein by reference in their entirety.

INDUSTRIAL APPLICABILITY

When, for example, a block code such as QC-LDPC code
is used, the present invention can reduce the amount of trans-
mission and suppress deterioration of transmission efficiency
while improving receiving quality and is useful as an encoder,
transmitting apparatus and coding method for forming a
coded sequence using a parity generator matrix partially
including zero matrixes such as a QC-LDPC.

REFERENCE SIGNS LIST

100, 1004, 600 Encoder

110, 110a Zero matrix setting section

120, 1204 Arrangement section

130, 610 Coding section

140, 630 Puncturing section (data reducing section)
300 Decoder

310 Fixed log likelihood ratio insertion section
320 BP decoding section

400, 500 Communication apparatus

410 Coding section

420 Interleaver

430 Mapping section

440 Transmitting section

510 Receiving section

520 Control information detection section

530 log likelihood ratio calculation section
540 Deinterleaver

550 Decoding section

620 Puncturing pattern setting section

The invention claimed is:
1. A decoder comprising:
a log likelihood ratio calculation section that calculates
first log likelihood ratio sequence using second coded
sequence formed by removing bits in first coded
sequence s,
the first coded sequence s satisfying equation 1-1, equa-
tion 1-2 and equation 1-3, and being made up of zxn,,
bits from a first bit to a zxn,-th bit,

the equation 1-1, equation 1-2 and equation 1-3 being
generated for first bit information bit sequence u,

the second coded sequence being formed by removing
the bits from a zxy+1-th bitto a zx(y+1)-th bit (y is an
integer between 0 and (n,-1)) in the first coded
sequence s based on a y-th puncturing pattern, and

the y-th puncturing pattern corresponding to the number
of columns z ranging from zxy+1 columns to zx(y+1)
columns and having a cycle of divisors of the number
of columns z;
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an insertion section that generates second log likelihood
ratio sequence in which a predetermined log likelihood
ratio is inserted to the first log likelihood ratio sequence
based on the y-th puncturing pattern; and

a BP decoding section that decodes the second log likeli-
hood ratio sequence based on the parity check matrix H
and outputs the first information bit sequence u:

GH™0 (Equation 1-1)
sT=Gu” (Equation 1-2)
Hs=0 (Equation 1-3)

where H is a parity check matrix of an low density parity
check code of (zxm,,) rows and (zxn,) columns configured by
arranging submatrixes of z rows and z columns in m, rows
and n, columns, G is a generator matrix holding a relationship
of equation 1-1 with the parity check matrix H of the low
density parity check code and the first coded sequence s is a
coded sequence made up of zxn, bits.

2. The decoder according to claim 1, wherein the parity
check matrix H ofthe low density parity check code is defined
by equation 2:

H= (Equation 2)
Poo Po Pop Pony » Poy-1
Pio Py Py Pip,—2 Piy-1
Pao Pay Py Pop,—2 Po -1
Pop-1,0 Pmp-11 Pmp-12 - Pump-tmy—2 Prmy-1n,-1

where P, ; is a cyclic permutation matrix of a unit matrix of z
rows and z columns or zero matrix of z rows and z columns.

3. The decoder according to claim 2, wherein the low
density parity check code is a quasi cyclic low density parity
check block code.

4. The decoder according to claim 2, wherein the low
density parity check code is a quasi cyclic low density parity
check code.

5. A receiving apparatus comprising:

a receiving section that receives second coded sequence

formed by removing bits in first coded sequence s,

the first coded sequence s satisfying equation 3-1, equa-
tion 3-2 and equation 3-3, and being made up of zxn,
bits from a first bit to a zxn,-th bit,

the equation 3-1, equation 3-2 and equation 3-3 being
generated for first information bit sequence u,

the second coded sequence being formed by removing
the bits from a zxy+1-th bit to a zx(y+1)-th bit (y is an
integer between 0 and (n,-1)) in the first coded
sequence s based on a y-th puncturing pattern, and

the y-th puncturing pattern corresponding to the number
of columns 7 ranging from zxy+1 columns to zx(y+1)
columns and having a cycle of divisors of the number
of columns z;

a log likelihood ratio calculation section that calculates
first log likelihood ratio sequence using the second
coded sequence;

an insertion section that generates second log likelihood
ratio sequence in which a predetermined log likelihood
ratio is inserted to the first log likelihood ratio sequence
based on the y-th puncturing pattern; and
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a BP decoding section that decodes the second log likeli-
hood ratio sequence based on the parity check matrix H
and outputs the first information hit sequence u:

GH™=0 (Equation 3-1)

sT=Gu” (Equation 3-2)

Hs=0 Equation 3-3
q

where H is a parity check matrix of an low density parity
check code of (zxm, ) rows and (zxn,) columns configured by
arranging submatrixes of z rows and z columns in m, rows
and n, columns, G is a generator matrix holding a relationship
of equation 3-1 with the parity check matrix H of the low
density parity check code and the first coded sequence s is a
coded sequence made up of zxn, bits.
6. A decoding method comprising the steps of:
calculating first log likelihood ratio sequence using second
coded sequence formed by removing bits in first coded
sequence s,
the first coded sequence s satisfying equation 4-1, equa-
tion 4-2 and equation 4-3, and being made up of zxn,,
bits from a first bit to a zxn,-th bit,
the equation 4-1, equation 4-2 and equation 4-3 being
generated for first information hit sequence u,
the second coded sequence being formed by removing
the bits from a zxy+1-th bitto a zx(y+1)-th bit (y is an
integer between 0 and (n,~1)) in the first coded
sequence s based on a y-th puncturing pattern, and
the y-th puncturing pattern corresponding to the number
of columns z ranging from zxy+1 columns to zx(y+1)
columns and having a cycle of divisors of the number
of columns z;
generating second log likelihood ratio sequence in which a
predetermined log likelihood ratio is inserted to the first
log likelihood ratio sequence based on the y-th punctur-
ing pattern;
decoding the second log likelihood ratio sequence based on
the parity check matrix H; and
outputting the first information bit sequence w:

GH™=0 (Equation 4-1)

sT=Gu” (Equation 4-2)

Hs=0 Equation 4-3
q

where H is a parity check matrix of an low density parity
check code of (zxm,,) rows and (zxn,) columns configured by
arranging submatrixes of z rows and z columns in m, rows
and n, columns, G is a generator matrix holding a relationship
of equation 4-1 with the parity check matrix H of the low
density parity check code and the first coded sequence s is a
coded sequence made up of zxn, bits.

7. The decoding method according to claim 6, wherein the
parity check matrix H of the low density parity check code is
defined by equation 5:
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H= (Equation 5)
Poo Po,1 Pos Poy, » Poj,-1
Po Py P Plny,-2 Ply,-1
Pao Py Py P2 Popy-1
Pry-10 Pmp-1,1 Pmp—12 - Poy—1mp—2 Pry—1my-1

where P, ; is a cyclic permutation matrix of a unit matrix of z
rows and z columns or zero matrix of z rows and z columns.

8. The decoding method according to claim 7, wherein the
low density parity check code is a quasi cyclic low density
parity check block code.

9. The decoding method according to claim 7, wherein the
low density parity check code is a quasi cyclic low density
parity check code.

10. A receiving method comprising the steps of:

receiving second coded sequence formed by removing bits

in first coded sequence s,

the first coded sequence s satisfying equation 6-1, equa-
tion 6-2 and equation 6-3, and being made up of zxn,,
bits from a first bit to a zxn,-th bit,

the equation 6-1, equation 6-2 and equation 6-3 being
generated for first information bit sequence u,

the second coded sequence being formed by removing
the bits from a zxy+1-th bit to a zx(y+1)-th bit (y is an
integer between 0 and (n,-1)) in the first coded
sequence s based on a y-th puncturing pattern, and

the y-th puncturing pattern corresponding to the number
of columns 7 ranging from zxy+1 columns to zx(y+1)
columns and having a cycle of divisors of the number
of columns z;

calculating first log likelihood ratio sequence using the

second coded sequence;

generating second log likelihood ratio sequence in which a

predetermined log likelihood ratio is inserted to the first
log likelihood ratio sequence based on the y-th punctur-
ing pattern;

decoding the second log likelihood ratio sequence based on

the parity check matrix H; and

outputting the first information bit sequence u:

GH™0 (Equation 6-1)

sT=Gu” (Equation 6-2)

Hs=0 Equation 6-3
q

where H is a parity check matrix of an low density parity
check code of (zxm,) rows and (zxn,) columns config-
ured by arranging submatrixes of z rows and z columns
in m, rows and n, columns, G is a generator matrix
holding a relationship of equation 6-1 with the parity
check matrix H of the low density parity check code and
the first coded sequence s is a coded sequence made up
of zxn,, bits.
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