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(57) Abstract: The subject matter discloses
systems and methods for selection of an op-
timum feature subset. According to the
present subject matter, the system (102) im-
plements the described method, where the
method includes obtaining a plurality of fea-
tures extracted from data sets associated with

N\ J objects representing multiple classes, comput-
204 ing an intra-class variation factor and an inter-
/ class variation factor for multiple feature sub-
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sets, from amongst the plurality of features,
and identifying an optimum feature subset,
from amongst the multiple feature subsets,
based on minimization of the intra-class vari-
ation factor and maximization of the in-
ter-class variation factor using differential
evolution.
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DIFFERENTIAL EVOLUTION-BASED FEATURE SELECTION
TECHNICAL FIELD

[0001] The present subject matter relates, in general, to selection of features and

- particularly to selection of optimum features using differential evolution.

BACKGROUND

[0002] Objects, such as people, materials, diseases, etc., are generally identified

.and classified into distinct classes based on their types or characteristics. The

identification and classification of the objects into the classes requires knowledge and
information of object features which correlate with their types or characteristics. The
known features can be used for the_purposeg of identification and classification of the
objects. In some cases, there may be some correlated features or irrelevant features of
objects. So, to identify and classify objects into their respective classes, a set of
features which can distinguish the objects with respect to the classes is required. Such
a set of features enables in distinct classification of different objects in distinct

classes.
BRIEF DESCRIPTION OF DRAWINGS

[0003] The detailed description is described with reference to the accompanying
figures. In the figures, the left-most digit(s) of a reference number identifies the
figure in which the reference number first appears. The same numbers are used
throughout the drawings to refer features and components.

[0004] Figure 1 illustrates a system environment implementing an optimum
feature selection system, in accordance with an implementation of the present subject
matter. _ |

[0005] - Figure 2 illustrates a method for selection of an optimum feature subset, in’

accordance with an implementation of the present subject matter.
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[0006] Figure 3 illustrates a method for identification and classification of objects
into classes using an optimum feature subset, in accordance with an implementation
of the present subject matter.

[0007] It should be appreciated by those skilled in the art that any block diagrams
herein represent conceptual views of illustrative systems embodying the principles of
the 'pre'sent subject matter. Similarly, it will be appreciated that any flow charts, flow
diagrams, state transition diagrams, pseudo code, and the like represent various
processes which may be substantially represented in computer readable medium and
so executed by a computing device or processor, whether or not such computing

device or processor is explicitly shown.
DETAILED DESCRIPTION

[0008] The subject matter disclosed herein relates to system(s) and method(s) for
selection of an optimum feature subset from a plurality of features. For the purposes
of the present subject matter, feature selection refers to selection of a feature subset
for identification and classification of objects into classes, and the optimum feature
subset is a feature subset having a number of independent features, substantially
sufficient for identification and classification of objects into classes.

[0009] The identification and classification of objects into the different classes
using features that characterize the objects is known. Conventionally, for the
identification and classification of 'objects into classes, data sets of the objects are
gathered, and a plurality of features is extracted from the gathered data sets. In an
example, to identify and classify people (objects) as distinct individuals (classes)
based on their biometric characteristics, biometric data, such as skeleton data, is
obtained for the individuals, and various gait features are extracted from the obtained

biometric data. The plurality of features extracted is mapped to various possible

- classes, which is then used to train a supervised learning algorithm, also referred to as

classifier, for subsequent identification and classification of unknown objects into the

classes.
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[0010] Generally, the number of features extracted from the data sets of the
objects is substantially large. Some conventional classification methodologies utilize

all the extracted features for the purpose of identification and classification of the

. objects. Such conventional methodologies thus require a large number of

computational steps to identify and classify the objects, which makes them
computationally expensive. Also, some of the extracted features may not be relevant
or may be redundant for the classification of objects.
[0011] The extracted features which may not be relevant or may be redundant for
the classification of objeéts, may contribute to misclassification of the objects. For
this, a subset of features, from the set of extracted features, is selected. The selection
of a subset of features using a classifier is also known. Conventionally, multiple
random subsets of features are individually used in a classifier to identify an optimum
feature subset, from amongst the subsets of features, which can identify and classify
the objects. This optimum feature subset is then used to train the classifier to identify
and classify the objects into the classes. Here also, only that classifier, which is
trained using the optimum feature subset, can be used for the classification and
identification of objects into classes. If another classifier is to be used then that
classifier has to be trained using that or another optimum feature subset. Thus, the
feature selection téchnique is classifier dependent. »
[0012] . The present subject matter describes system(s) and method(s) for selection
of optimum feature subset from a plurality of extracted features. The selection of
optimum feature subset, in accordance with the present subject matter, is classifier
independent. For the selection of an optimum feature subset, a plurality of features
extracted from data sets associated with objects representing multiple classes is
“obtained. The obtained features are analyzed and an optimum feature subset is
selected based on differential evolution process.
[0013] The selection of optimum feature subset, in accordance with the present

subject matter, is based on computation of an intra-class variation factor and an inter-
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class variation factor for a plurality of feature subsets. The intra-class variation factor
refers to variations of individual or combination of features within a class. The inter-
class variation factor refers to variations of individual or combination of features
across multiple classes, i.e., variation of feature from one cl’ass with respect to-
another. In an implementation, for the selection of optimum feature subset, the intra-
class variation factor is minimized and the inter-class variation factor is maximized
using differential evolution process. The differential evolution process refers to an
optimization search process which iteratively generates a solution (for example, a
feature subset) to a problem (for example, an objective function, a fitness function,
etc.,) with regard to a given condition (for example, minimization, maximization,
etc.). By minimizing the intra-class variation factor for the optimum feature subset, it
can be substantially ensured that the value of a particular feature, in the optimum
feature subset, for a class lie in close proximity. Also, by maximizing the inter-class
variation factor for the optimum feature subset, it is substantially ensured that the
features, in the optimum feature subset, for each class are distinct with respect to the
other classes. |

[0014] The methodology of present subject matter can be implemented for
selection of an optimum feature subset, to identify and clas-sify objects into different
classes using the optimum feature subset. With the optimum feature subset, the
number of computations and size of storagé space involved in the identification and
classification stage is substantially less and the classification or recognition accuracy
substantially improves. The usage of the optimum feature subset also substantially
reduces the runtime complexity of identifying and classifying the objects into the
classes. ' ‘

[0015] In an example, the methodology of the present subject matter may be
implemented for people identification, where the objects may be individuals who are
to be classified as distinct individuals. In said example, the gait features, extracted

from skeleton data sets at different instances for the individuals, are obtained, and an
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optimum gait feature subset is selected based on differential evolution process of the
present subject matter. The optimum gait feature subset is then used in a classifier for
the classification of the individuals.

[0016] In another example, the methodology of the present subject matter may be
implemented for classification of cognitive loads on individuals, where the objects
may be cognitive loads to be classified in different classes. In said example, the

electroencephalography (EEG) features, extracted from EEG signals at different

. instances for the individuals, are obtained, and an optimum EEG feature subset is

selected based on differential evolution process of the present subject matter. The
optimum EEG feature subset is then used in a classifier for the classification of the
cognitive loads on the individuals.

[0017] The selection of the optimum feature subset, in accordance with the
present subject matter, does not involve a classifier and, thus, is independent of the .
classifier. This removes restrictions on the use of a particular classifier for which the
optimum feature subset is obtained and which is trained to use the optimum feature
subset for the identification and classification of the objects. Further, the optimum
feature subset selected based on differential evolution by the minimization of intra-
class variation factor and by the maximization of the inter-class variation factor is
substantially accurate. With the optimum feature subset selection of the present
subject matter, a substantially accurate identification and classification can be
achieved. | _
[0018] The manner in which the system(s) and method(s) shall be implemented
has been explained in details with respect to Figure 1 to Figure 3. Although the
description herein is with reference to personal compu;[er(s), the method(s) and
system(s) may be implemented in other computing device(s) as well, albeit with a
few variations, as will be understood by a person skilled in the art. While aspects of

described methods can be implemented in any number of different computing



10

15

20

25

WO 2014/195782 PCT/IB2014/000939

devices, transmission environments, and/or configurations, the implementations are
described in the context of the following computing device(s).

[0019] Figure 1 illustrates a system environment 100 implementing an optimum
feature selection system 102, in accordance with an implementation of the present
subject matter. For the purpose of description and simplicity, the optimum feature
selection system 102 is hereinafter referred to as a system 102. The system 102 can
be implemented.as a computing device, such as a laptdp computer, a desktop
computer, a notebook, a workstation, a mainframe computer, and the like. The system
102 is enabled to select an optimum feature subset based on differential evolution
process, in accordance with the present subject matter.

[0020] In an implementation, the system 102 includes processor(s) 104. The
processor(s) 104 may be implemented as one or more microprocessors,
microcomputers, microcontrollers, digital signal processors, central processing units,
state machines, logic circuitries, and /or any devices that manipulate signals based on
operational instructions. Among other capabilities, the processor(s) 104 is configured
to fetch and execute computer-readable instructions stored in a memory.

[0021] The system 102 includes interface(s) 106. The interface(s) 106 may
include a variety of machine readable instruction-based and hardware-based
interfaces that allow the system 102 to communicate with other devices, including '
servers, data sources, and external repositories. Further, the interface(s) 106 may
enable the system 102 to communicate with other communication devices, such as
network entities, over a communication network.

[0022] Further, the system 102 includes a memory 108. The memory 108 may be
coupled to the processor(s) 104. The memory 108 can include any computer-readable
medium known in the art including, for example, volatile memory, such as static
random access memory (SRAM) and dynarhic random access memory (DRAM),

and/or non-volatile memory, such as read only memory (ROM), erasable read only
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memory (ROM), erasable programmable ROM, flash memories, hard disks, optical

disks, and magnetic tapes. _

[0023] Further, the system 102 includes module(s) 110 and data 112. The
module(s) 110 and the data 112 may be coupled to the processor(s) 104. The modules
110, amongst other things, include routines, programs, objects, components, data
structures, etc., which perform particular tasks or implement particular abstract data
types. The modules 110 may also be implemented as, signal processor(s), state
machine(s), logic circuitries, and /or any other device or component that manipulate
signals based on operational instructions. The data 112 serves, amongst other things,
as a repository for storing data that may be fetched, processed, received, or generated
by the module(s) 110. Although the data 112 is shown internal to the system 102, it
may be understood that the data 112 can reside in an external repository (not shown
in the Figure), which may be coupled to the system 102. The system 102 may
communicate with the external repository through the interface(s) 106.

[0024] Further, the modulé(s) 110 can be implemented in hardware, as
instructions executed by a processing unit, or by a combination thereof. The
processing unit can comprise a computer, a processor, a state machine, a logic array
or any other suitable devices capable of processing instructions. The processing unit
can be a general-purpose processor which executes instructions to cause the general-
purpose processor to perform the required tasks or, the processing unit can be
dedicated to perform the required functions. In another aspect of the present subject
matter, the module(s) 110 may be machine-readable instructions (software) which,
when executed by a processor/processing unit, perform any of the desired

functionalities. The machine-readable instructions may be stored on an electronic

. memory device, hard disk, optical disk or other machine-readable storage medium or

non-transitory medium. In an implementation, the machine-readable instructions can

also be downloaded to the storage medium via a network connection.
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[0025] In an implementation, the module(s) 110 include a differential evolution
feature selection (DEFS) module 114, and other module(s) 116. The other module(s)
116 may include progranis or coded instructions that supplement applications or
functions performed by the system 102. In said implementation, the data 112 includes
feature data 120, fitness function data 122, optimum feature data 124, and other data
126. The other data 126 amongst other things, may serve as a repository for storing
data that is processed, received, or generated as a result of the execution of one or
more modules in the m‘odule(s) 110.

[0026] As shown in Figure 1, the system 102 is coupled to a data source 130 to
obtain a plurality of features for the selection of an optimum feature subset. The data
source 130 refers to an entity that has the data associated with the plurality of features
extracted from data sets for multiple objects representing different classes. Further, as
shown in Figure 1, the system 102 is coupled to a classifier 132 for classification of
objects under the classes using the optimum feature subset. The classifier 132 may be
trained for the optimum feature subset over different classes and, subsequently, used
for the classification of unknown objects using the optimum feature subset.

[0027] For the purpose of selection of an optimum feature subset by the system
102, in an implementation, the DEFS module 114 obtains the plurality of features
from the data source 130. As mentioned earlier, the features are extracted from data
sets of objects representing multiple classes, taken at multiple instances of time. The
data associated with plurality of features is stored in the feature data 120.

[0028] To illustrate the representation of the data associated with the plurality (;f
features, obtained by the DEFS module 114, let us consider a case where p number of
features is obtained for objects under ‘c’ number of classes. Let the i feature be

denoted by d;, and the i™ class be denoted by ‘class 1’. Further, as the features d, to d,

are obtained for each class, the data associated with the features d; to d, for class 1

can be represented under the features as shown by equation (1):
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dy d, dy
(=) ()i (=i
()1 (=x)F ()3
(x)1 () (x)8

where g is the size of data sets taken for class 1. Here, (xg)f‘ denotes the value of

class 1 =

the feature d, extracted at g" instance for class 1.
[0029] Similarly, the data associated with the features d; to d, for class 2 can be

5  represented under the features as shown by equatioh 2):

d, d, = dy d,

(’H)%“ (’ﬁ)% (xl)i - C”ﬁ)g

class'i - (xz)% ("Cz)g (‘2)3 (E“z)g ‘
(x?)% (xs)i (xa)i' (x3)§
() )i )i (3%

where w is the size of data sets taken for class 2. Here; (xw)‘z’ denotes the value of

the feature d, extracted at w" instance for class 2.
[0030] Similarly, the data associated with the features d; to d, for class ¢ can be

10  represented under the features as shown by equation (3):

d, d, dy d,
(=) (I (=)l (xvi)g ‘
class ¢ = (xde ()2 (x2)2 =P ) 3)

(x?)‘lé (x';)if (x3)3 (x3)%
(= t)::i (= t)g (x :)g (Xz)f:
where t is the size of data sets for class c. Here, (x,)% denotes the value of the

feature d, extracted at t* instance for class c.
[0031] In an implementation, after obtaining the plurality of features, the DEFS

15  module 114 may normalize the values of each of the plurality of features to zero
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mean and unit covariance. With this, the values of the features are substantially
scaled for subsequent processing. |

[0032] Based on obtained features, the DEFS module 114 identifies an optimum
feature subset based on a differential evolution process, such that the intra-class
variation factor is minimum and the inter-class variation factor is maximum. The
description below describes the procedure followed for identification of the optimum
feature subset based on different evolution process.

[0033] In an implementation, for the identification of the optimum feature subset
using differential evolution process, a population set comprising multiplé parameter
vectors for the different evolution process is formulated. Each of the parameter
vectors comprises a feature subset and a Lagrange’s multiplier A. The feature subset
represents and is indicative of features selected from amongst all the features
obtained by the DEFS module 114. Each feature subset may have a set of features
randomly selected from all of the obtained features. The Lagrange’s multiplier A is
obtained from a range determined by a ratio of an inter-class variation factor and an
intra-class variation factor of each of the features. The procedure of obtaining the
Lagrange’s multiplier A is described later in the description.

[0034] In an implementation, each feature subset is in the form of a binary
encoded decimal (BED) pattern indicative of those features which are selected to be a
part of the feature subset. The BED pattern is of a size equal to the number of feature
obtained by the DEFS module 114. In other words, the BED pattern is represented as
a binary bit pattern, with the number of bits equal to the number of features obtained,
where each bit corresponds to one feature and the value of the bits indicate the
selection or the non-selection of the features in the feature subset. The 1°s in the BED
pattern represent the features which are selected to be the part of the feature subset
and the 0’s represent the features which are not selected to be the part of the feature
subset. For p number of features, each feature subset is a BED pattern of p bits. In an

example, for 13 number of features obtained by the DEFS module 114, the BED

10
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pattern for a feature subset may be ‘1011011001001°. This indicates that the features
{d, ds, dg, dg, d7, dyo, d13} are selected to be the part of that feature subset.

[0035] With such representation of feature subsets, for p number of features, a
total of 2P ﬁumber of BED patterns is possible. In an implementation, the population
set for the differential evolution includes N number of feature subsets; where N is
usually at least three times the number of the obtained features p, i.e., N > 3*p. For
example, if thé total number of obtained features is 5, the total number of feature

subsets N is at least equal to 15. N also denotes the number of parameter vectors in

‘the population set.

[0036] To determine the Lagrange’s multiplier A for each parameter vector, at
first a range of upper limits of the Lagrange’s multiplier A is determined. For this, the
intra-class variation factor and inter-class variation factor for each of ‘ the features is
computed. The intra-class variation factor of the each feature is di{/ided by the inter-
class variation factor of the same feature to obtain the upper limit of the Lagrange’s
multiplier A for that feature. The upper limit of the Lagrange’s multiplier A for the j‘h
feature is given by equation (4) below: o

InwraVar;
=L (4)
InterV’arj; ’

where IntraVar; is the intra-class variation factor of the j™ feature and is given by the
equation (5) below:

Intravar, = 36, Z%. Fr 2 (0 — (emen)l] oo (5)

where k governs the data set at the k™ instance, i.e., k™ datapoint, i governs the

class, c is total number of classes, n is size of data sets in class i, and j governs the
feature for which the intra-class variation factor is to be calculated. InterVar; is the

inter-class variation factor of the j** feature and is givén by the equation (6) below:
JRY, | '
Iy _ [—”‘]—[ ............... ©)

InterVar, = ¢, Yool |—i s+
! l ol folfy,

11
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I
where [m]! = §%x"—]‘, ............... @)

[ {dd-d) ~
[} = f ( Lo ®) )

n

where k governs the data set at the k™ instance, i.e., k™ datapoint, i governs the
class, ¢ is total number of classes, n is size of data sets in class i, and j governs the
feature for which the inter-class variation factor is to be calculated. Similarly, the
upper limits of the Lagrange’s multiplier A, A, . A, for all the p features are obtained.
[0037] In an implementation, the lower limits of the Lagrange’s multiplier for the
features are considered as significantly small values, let’ say epsilon where epsilon is
near equal to zero. After obtaining the range of upper limits and the re;nge of lower
limits for the Lagrange’s multiplier, the Lagr'ange’s multiplier for the parameter
vectors are determined. In an implementation, the Lagrange’s multiplier for each
parameter vector is determined as a random value between the range of lower limits
and the range of upper limits as obtained above.

[0038] In an implementation, the BED pattern for each of the parameter vectors is
randomly generated initially. Consider an example with 4 features. The total number
of feature subsets that can be represented using the BED pattern is 2*-1, i.e., the range
of the BED patterns is from ‘0001’ to ‘1111°. The population set has at least 12
parameter vectors with the BED patterns randomly generated and selected from
within the range of possible BED patterns.

[0039] In an implementation, the BED paﬁem for the each of the parameter
vectors is uniform.ly randomly generated initially. Consider again the example with
the 4 features. The 12 BED patterns for the population set are initially generated and
selected randomly from within different ranges within ‘0001’ and €1111’. In an
example, the BED patterns selected uniformly may be from different ranges of ‘0001°
to ‘00117, ‘0100° to ‘01117, “1000° to “‘1011” and ‘1100’ to ‘1111°.

12
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[0040]  Further, a fitness function, denoted by J is formulated based on the intra-
class variation factor, inter-class variation factor, and the Lagrange’s multiplier. The
fitness function J is given by equation (9):
J=IntraVar — A*InterVar ............... )]

[0041] After formulating the population set with the parametér vectors Having
distinct feature subsets and the Lagrange’s multiplier, intra-class variation factor and
inter-class variation factor for the each of the feature subsets, in the population set, is
computed to compute the value of fitness function. The intra-class variation factor for
the each of the feature subset is computed using the values of features, as represented
by equations (1) to (3), in equation (10) below:

IntraVar = B8, 30_ T TG0 ) = (tpya ] e (10)

where k governs the data set at the k™ instance, i.e., k™ datapoint, i governs the class,
c is total number of classes, n is size of the datasets in class i. Further, vj governs the
feature, and p is total number of features, where j belongs to those features which are
selected in the feature subset for which the intra-class variation is to be computed.

[0042] The inter-class variation factor for the each of the feature subset is
computed ‘using the values of features, as represented by equations (1) to (3), in

equation (11) below:

InterVar = X6, 3P_ czilbl’]i—i—"‘%' ............... an
e P

i LI |
- where [m]] = z"—“”:—")‘, ............... (12)

 [Ep(li-mad)” :
(6] = b)) (13)

n

where k is governs the data set at the k™ instance, i governs the class, ¢ is total

number of classes, n is total size of data sets in class i, j governs the feature, and p is

13



10 -

15

20

25

WO 2014/195782 PCT/IB2014/000939

total number of features. Here again j belongs to those features which are selected in
the feature subset for which the inter-class variation is to be computed.

[0043] Using the Lagrange’é multiplier and the above calculated intra-class
variation factor and the inter-class variation factor in equation (9), the values of the
fitness fuﬁction are obtained for the parameter vectors in the population set.

[0044] Since each feature selected in optimum feature subset of an object in a
class should have maximum amount of similarities, the intra-class variation factor of
the optimum feature subset should be minimum. So the intra-class variation factor for
the each of the feature subsets is to‘be minimized. Also, the optimum feature subset
of objects in each two classes should have minimum amount of similarities, the intra-

class variation factor of the optimum feature subset should be maximum. So the inter-

- class variation factor for the each of the feature subsets is to be maximized. Since the

intra-cléss variation factor has to be minimized and the inter-class variation factor has
to be maximized for each of the feature subsets, the fitness function J given by
equation (9) has to be minimized for the feature subsets. The feature subset, from
amongst the feature subsets, which has minimum value of the fitness function J is
considered as the optimum feature subset. The data related to the optimum feature
subset is stored in the optimum feature data 124.

[0045] ~ The DEFS module 114 follows the differential evolution process for the
minimization of the fitness function of the feature subsets and, thereby, the
identification of the optimum feature subset. The differential evolution process
involves four steps: initialization, mutation, recombination (also known as crossover),
and selection.

[0046]) In the initialization stage, a parameter vector, from amongst the parameter
vectors in the population set, is selected as a target vector. Let the target vector be
denoted by uy, where m may be from 1 to the number of feature subsets N (or the
number of parameter vectors). Let the BED pattern and the Lagrange’s multiplier

associated with the target vector uy be denoted by BED,, and Ay, respectively.
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[0047] In the mutation stage, for the selected target. vector u, three other
parameter vectors up, Ug, and u; are randomly selected from amongst the population
set such that p # q # r # m. Based on the three selected parameter vectors, a donor
vector vy, is generated by adding a weighted difference of any two vectors, from
amongst the parameter vectors up, ug, and u;, to the remaining parameter vector as
given by equation (14):

Vm= U+t mf*(ug-ur) . (14)

where m; is mutation factor taking a value between 0 and 2. The mutation factor
controls the rtate of evolution of the population set. In an implementation, the
mutation factor my is 09

[0048] In the recombination of crossover stage, a trial vector t, is generated,
where each element of the trial vector ty is selected from the elements of the target
vector uy, or the donor vector vy, depending on value of a cross-over (CR) ratio. The
crossover ratio CR takes a value between 0 and 1. In an implementation, the

crossover ratio CR is 0.7. The trial vector ty, is generated using equation (15) below:

b= {vmj if rand (0,1) < CR 15)
mj U otherwise U

where tyj, Vimj, and Ugy; are the components (BED pattern and the Lagrange’s multiplier
A) of the trial vector, donor vector, and target vector, respectively. Further, rand(0,1)
is a random number generator that generates a random number between 0 and 1.

[0049] In the selection stage, the fitness function value of the trial vector t, is
calculated and compared with the fitness function value for the target vector up,. If the
fitness function value for the trial vector ty is a lower than that for the target vector
up, then the target vector uy, and its corresponding fitness function value are replaced
by the trial vector ty and its corresponding fitness value. Based on this revision, the
target vector up, the Lagrange’s multiplier Ay, and the coﬁesponding fitness function

value are stored in the fitness function data 122.
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[0050]  The above procedure of mutation, recombination, -and selection is
iteratively repeated for all the parameter vectors as the target vectors in the
population set. After all the parameter vectors of the population set are processed for
the,mutation, recombiﬁation and selection, a new population set comprising the new
set of target vectors as the parameter vectors and its corresponding fitness values are
obtained. The differential evolution process is again perfdrmed on the new pdpulation
set in a manner as described above.

[0051] The differential evolution process is continued until a stopping criterion is
reached. In an implementation, the stopping criterion may be that the values of the
fitness function J for the target vectors (or the parameter vectors) stops changing and
has the minimum value. In an implementation, the differential evolution process may
be performed for a predefined number of times.

[0052] Based on the values of fitness function corresponding to the each of the
target vectors in the population set after the differential evolution process, the
optimum feature subset is identified. For this, the values of fitness function for all
parameter vectors of population set are compared with each other to identify that
parameter vector for which the fitness function value is minimum. The BED pattern
associated with that identified parameter vector is considered as the optimum feature
subset. The DEFS module 114 selects the features in identified optimum feature
subset as the optimum set of features. This optimum set of features is substantially
sufficient for distinct identification and classification objects in ‘différent classes. The
data related to the optimum feature subset is stored in thé optimum feature data 124.
[0053] In an implementation, the DEFS module 114 provides the optimum
feature subset to the classifier 132 for training the classifier 132 for identification and
classification of the objects into the classes. In the implementation, the classifier 132
may include a supervised learning algorithm, such as a support vector machine, a
naive bayes, a decision tree, linear discriminate analysis, a neural network, and the

like.
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[0054] Although, as shown in Figure 1, the data source 130 that provides the
plurality of features for the selection of the optimum feature subset, and the classifier
132 that receives the optimum feature subset from the system 102 for identification .
and classification of the objects into classes, reside outside the system 102; it may be
understood by a person skilled in the art that the system 102 may obtaining the data
sets for objects under the classes from devices such as a skeleton recording device, an
EEG acquisition device, and the like, extract the plurality of features from the
obtained data sets, identify to select the optimum feature subset, and then classify the
objects into classes using a classifier. For this, in the implementation, the system 102
may have modules, such as a data acquisition module, a feature extraction module,
the DEFS module 114, and a classification module, coupled to the processor(s) 104.
[0055] Figure 2 illustrates a method for selection of an optimum feature subset, in
accordance with an implementation of the present subject matter. The method 200
can be implemented in the optimum feature selection system 102. The order in which
the method 200 is descfibed is not intended to be construed as a limitation, and any
number of the described method blocks can be combined in any order to implement
the method 200, or any alternative methods. Additionally, individual blocks may be
deleted from the method 200 without departing from the spirit and scope of the
subject matter described herein. Furthermore, the method 200 can be implemented in
any suitable hardware.

[0056] The method 200 may be described in the general context of computer
executable instructions. Generally, computer executable instructions can include
routines, programs, objects, components, data structures, procedures, modules, |
functions, etc., that perform particular functions or implement particular abstract data
types. Further, although the method 200 may be implemented in any computing
device; in an example described in Figure 2, the method 200 is explained in context
of the aforementioned optimum feature selection system 102, for the ease of

explanation.
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[0057] Referring to Figure 2, at block 202, a plurality of features extracted from
data sets associated with objects representing multiple classes is obtained. The
features are obtained by the system 102 from the data source 130. In an
implementation, the data source 130 may obtain data sets for the objects representing
multiple classes, and méy extract the plurality of features from the obtained data sets.
[0058] Further, in an implementation, the values of the plurality of features are
normalized to zero mean and unit covariance. After this, a population set comprising
of parameter vectors is formulated for a differential evolution process. Each of the
parameter vectors has a feature subset and a Lagrange’s multiplier A. The formulation
of the population set is as described earlier in the description.

[0059] At block 204, an intra-class variation factor and an inter-class variation
factor for multiple feature subsets, from amongst the plurality of features are
computed. The multiple feature subsets are the feature subsets associated with the
parameter vectors of the population set. In an implementation, the intra-class
variation factor and the inter-class variation factor for the feature subsets associated
with the parameter vectors in the population set are computed as described earlier in
the description. Using the intra-class variation factor, the inter-class variation factor
and the Lagrange’s multiplier, the values of the fitness function is obtained for the
parameter vectors in.the population set.

[0060] Further, at block 206, the optimum feature subset is identified, from
amongst the multiple feature subsets, based on ‘minimization of the intra-class
variation factor and the maximization of the inter-class variation factor using
differential evolution. The multiple feature subsets are the feature subsets associated
with the parameter vectors of the population set. In an implerhentation, the
minimization of the intra-class variation factor and the maximization of the inter-
class variation factor are done through the differential evolution process as described

earlier in the description and the optimum feature subset is based on the feature
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subset having minimum value of the fitness function. The features in the identified
optimum feature subset are selected as the optimum features for further processing.
[0061] In an implementation, the method 200, besides identifying the optimum
feature subset, may include one of obtaining data sets for the objects representing
multiple classes, extracting the plurality of features from the obtained data sets,
classifying the objects into the classes based on the optimum feature subset, and a
combination thereof.

[0062] Figure 3 illustrates a method 300 for identification and classification of

objects into classes using an optimum feature subset, in accordance with an

implementation of the present subject matter. The method 300 can be implemented in
the optimum feature selection system 102. The order in which the method 300 is
described is not intended to be construed as a limitation, and any number of the
described method blocks can be combined in any order to implement the method 300,
or any’ alternative methods. Additionally, individual blocks may be deleted from the
method 300 without departing from the spirit and scope of the subject matter
described herein. Furthermore, the method 300 can be implemented in any suitable
hardware.

[0063] The method 300 may be described in the general context of computer
executable instructions. Generally, computer executable instructions can include
routines, programs, objects, ’components, data structures, procedures, modules,
functions, etc., that perform particular functions or implement particular abstract data.
types. |

[0064] Referring to Figure 3, at block 302, data sets for the objects representing
multiple classes are obtained from a data acquisition device. The data acquisition
device may be a skeleton recording device, an EEG acquisition device, and the like,
depending on the application for which the method 300 is applied. Depending on the
application, in an implementation, the data set may include skeleton points, of

individuals, obtained using the skeleton recording device. In another implementation,
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the data sets may include EEG signals, of the individuals, obtained using the EEG
acquisition device.

[0065] At block 304, a plurality of features is extracted from the data sets
obtainéd at the block 302. In an implementation, dependiﬁg on the application, the
plurality of features may include area-related gait features of the object, dynamic
centroid distance-related gait features of the object, angle-related gait features of the
object, other static and dynamic gait features of the object and a combination thereof,
or the plurality of features may include EEG features. ‘
[0066] In an implementation, the values of the plurality of features are
normalized to zero mean and unit covariance. . _
[0067] | At block 306, an optimum feature subsef is selected from amongst the
plurality of features. The optimum feature subset is identified and selected based on
minimization of intra-class variation factor and maximization of inter-class variation
factor for multiple feature subsets through differential evolution process, described
earlier in the description. | A
[0068] For this, a population set comprising of parameter vectors having feature
subsets and Lagrange’s multiplier A is formulated for a differential evolution pfocess,
as described earlier in tpe description. In addition, a fitness function is formulated as
described earlier in the description. After fonnulaﬁng the population set and the
fitness function, an intra-class variation factor and an inter-class variation factor for
the feature sub.sets associated with the parameter vectors in the population set are
computed as described earlier in the description. Using the intra-class variation
factor, the inter-class variation factor and the Lagrange’s multiplier, the values of the
fitness function is obtained for the parameter vectors in the population set. The
differential evolution process is iteratively performed on the population set to
minimize the intra-class variation factor and maximizing the inter-class variation
factor for each of the feature sub-sets. The differential evolution process is iteratively

carried out till a stopping critérion is reached as explained in the description earlier.
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After this, the optimum feature subset is selected based on the feature subset having
minimum value of the fitness function. The features in the identified optimum feature
subset are selected as the optimum features for further processing.

[0069] At block 308, the objects are classified into classes based on the optimum
feature subset. For this purpose, a classifier is used. In an implementation, the
classifier may include a supervised learning algorithm, such as a support vector
machine, a naive bayes, a decision tree, linear discriminate analysis, a neural
network, and the like. '

[0070] Although implementations for system(s) and method(s) for optimum
feature subset selection are described, it is to be understood that the present subject
matter is not necessarily limited to the specific features or methods described. Rather,
the specific features and methods are disclosed as implementations to select an

optimum feature subset from a plurality of features.
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I/We claim:

1. A computer-implemented method for differential evolution-based feature

10

15

20

25

selection of an optimum feature subset from a plurality of features of objects
for classification of the objects into multiple classes, the method comprising:
obtaining the plurality of features extracted from data sets associated
with the objects representing the multiple classes;
computing, by a computing system, an intra-class variation factor and
an inter-class variation factor for multiple feature subsets, from amongst
the plurality of features; and
identifying, by the computing system, the optimum feature subset,
from amongst the multiple feature subsets, based on minimization of the
intra-class variation factor and maximization of the inter-class variation
factor using differential evolution.
The method as claimed in claim 1 further comprising formulating a fitness
function based on the intra-class variation factor,‘ the inter-class variation
factor, and a Lagrange’s multiplier.
The method as claimed in claim 2 furfher comprising formulating, by the
computing system, a pobulation set comprising parameter vectors for the
differential evolution, wherein each of the parameter vectors has:
a binary encoded decimal pattern corresponding to a feature subset,
from amongst the multiple feature subsets, and
- a Lagrange’s multiplier obtained from a range determined by a ratio of
an inter-class variation factor and an intra-class variation factor of each of
the features. ) ‘
The method as claimed in claim 3, wherein the binary encoded decimal
pattern is initially generated randomly. ,
The method as claimed in claim 3, whereih the binary encoded decirﬁal

pattern is initially generated uniformly randomly.
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10.

The method as claimed in claim 2, wherein the identifying of the optimum
feature subset is based on the feature subset for which the corresponding -
fitness function has a minimum value. o
The method as claimed in claim 1 further comprising classifying, by the
computing system, the objects based on a classifier using the optimum feature
subset, wherein the classifier is a learning algorithm comprising a support
vector méchine, a naive bayes, a decision tree, linear discriminate analysis and
a neural network. |

The method as claimed in claim 1, wherein, for classification of individuals,
the data sets are three-dimensional coordinates of skeleton points of each of

the individuals, wherein the three-dimensional coordinates of skeleton points

" are obtained by a skeleton recording device; the plurality of features are gait

features of the each of the individuals; and the each of the individuals is an
object classified under a distinct class, from amongst the multiple classes.
The method as claimed in claim 1, wherein, for cognition load determination
of individuals, the data sets are EEG signals obtained from an EEG
acquisition device for each of the individuals; the plurality of features is
Electroencephalography (EEG) features of the each of the individuals; and
cognition load of the each of the individuals is classified under one of the
multiple classes.
A system (102) for differential evolution-based feature selection of an
optimum feature subset from a plurality of features of objects for
classification of the objects into multiple classes, the system (102)
comprising: '

a processor (104);

a differential evolution feature selection (DEFS) module (114) coupled

to the processor (104), to
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11.

12.

13.
14.

15.

obtain the plurality of features extracted from data sets
associated with the objects representing the multiple classes;
compute an intra-class variation factor and an inter-class
variation factor for multiple feature subsets, from amongst the -
plurality of features; and
identify the optimum featufe subset, from amongst the multiple
feature subsets, based on minimization of the intra-class variation
factor and maximization of the inter-class variation factor using
differential evolution.
The system (102) as claimed in claim 10, wherein the DEFS module (114)
formulates a fitness function based on the intra-class variation factor, the
inter-class variation factor, and a Lagrange’s multiplier.
The system (102) as claimed in claim 11, wherein the DEFS module (114)
formulates a population set comprising parameter vectors for the differential
evolution, wherein each of the parameter vectors has:
a binary encoded decimal pattern corresponding to a feature subset,
from amongst the multiple feature subsets, and
a Lagrange’s multiplier obtained from a range determined by a ratio of
an inter-class variation factor and an intra-class variation factor of each of
the features.
The system (102) as claimed in claim 12, wherein the binary encoded decimal
pattern is initially generated randomly.
The system (102) as claimed in claim 11, wherein the DEFS module (114)
minimizes the fitness function for identifying the optimum feature subset.
A non-transitory computer readable medium having a set of computer
readable instructions that, when executed, cause a computing system to:
obtain a plurality of features extracted from data sets associated with

objects representing multiple classes;
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compute an intra-class variation factor and an inter-class variation
factor for multiple feature subsets, from amongst the plurality of features;
and

identify an optimum feature subset, from amongst the multiple feature
subsets, based on minimization of the intra-class variation factor and
maximization of the inter-class variation factor using differential

evolution.
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