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(57) Abrégé/Abstract:

Systems and methods of use to facilitate classification of cytological specimens are discussed. The system acquires or imports
image data of a cytological specimen. The imported image data may include, or the system may otherwise perform an image
analysis to identify one or more objects of interest in a respective specimen image dataset, including feature attributes for the
identified objects. The system analyzes the feature attributes by predetermined criteria and/or optionally with user inputted criteria.
The system includes an analysis tool that assists the user in identifying cytologically abnormal objects, if present in a particular
specimen, by manipulating and viewing images of objects selected as a function of feature attributes. More generally, the analysis
tool aides the user to find, extract, and display abnormal objects from within a large dataset of images and facilitates navigation
through large amounts of image data and enables the efficient classification of the entire specimen.
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(57) Abstract: Systems and methods of use to facilitate classification of cytological specimens are discussed. The system acquires or
imports image data of a cytological specimen. The imported image data may include, or the system may otherwise perform an image
analysis to identify one or more objects of interest in a respective specimen image dataset, including feature attributes for the identi -
fied objects. The system analyzes the feature attributes by predetermined criteria and/or optionally with user inputted criteria. The
system includes an analysis tool that assists the user in identifying cytologically abnormal objects, if present in a particular specimen,
by manipulating and viewing images of objects selected as a function of feature attributes. More generally, the analysis tool aides the
user to find, extract, and display abnormal objects from within a large dataset of images and facilitates navigation through large
amounts of image data and enables the efficient classification of the entire specimen.
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SYSTEM AND METHOD FOR REVIEWING AND ANALYZING

CYTOLOGICAL SPECIMENS
[0001]
FIELD
[0002] The present disclosure relates generally to systems and methods for reviewing and

analyzing cytological specimens. In particular, the disclosed systems and methods facilitate

classification of cytological specimens.

BACKGROUND

[0003] Modem technology, including continued advances in the interrelated fields of
microprocessors, computer memory, computer displays, and user interfaces, can be used to
solve problems and fulfill unmet needs in cytology. For instance, U.S. Patent No. 8,041,091,
describes an image analysis system used in ophthalmology.

[0004] Curtent systems for reviewing and analyzing cytological specimens include
relatively expensive review microscopes or review stations. Further, current methods for
reviewing and analyzing cytological specimens are often labor intensive and time-consuming.
These demanding methods can lead to errors, such as false negatives and false positives, in the

review and analysis of cytological specimens.

SUMMARY
[0005] The user interface of cytological specimen review and analysis systems can be
improved to better facilitate review of cytological specimens and objects of interest (“OOTI”)
identified therein. Thus, improved systems and methods for rapidly and intuitively analyzing
OOIs and navigating through large amounts of image data would be highly desirable. Further,
improved systems and methods for analyzing cytological specimens that reduce the chances of
false negatives and false positives occurring during the specimen slide review process also

would
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be highly desirable. Improvements such as those listed above would make cytological review
and analysis systems and methods more simple, more elegant, and suitable for more applications.
[0006] In one embodiment of the disclosed inventions, a system to facilitate a review and
analysis of cytological specimens, includes at least one machine, the at least one machine
respectively including a processor communicatively coupled to a storage device storing
computer-executable instructions, which instructions, when executed by the processor, cause the
processor to operate as: (i) a record module configured to request and permit the importing
cytological specimen image data, the image data comprising digital images of cytological
specimens; (ii) an image set module configured to analyze imported image data of cytological
specimens, and to generate respective image sets and analysis information thereof for conducting
individual specimen reviews based upon feature attributes of objects of interest in the cytological
specimen images; and (iii) an analysis tool configured to display to a user the images sets and
analysis information generated by the image set module, wherein the analysis tool is further
configured to collect inputs and instructions from the user via one or more tools of a user
mterface, and to cause additional specimen image data to be acquired and/or analyzed by the
record module and/or image set module.

[0007] In some embodiments of the review and analysis system, the imported image data
further comprises one or both of feature attributes and locations of objects of interest in the
cytological specimen images. In various embodiments, the image set module is configured to
analyze the imported image data of cytological specimens, and to generate respective image sets
and analysis information thereof for conducting individual specimen reviews, further based upon
location information of the objects of interest in the cytological specimen images. The
computer-executable instructions, when executed by the processor, cause the processor to further
operate as an image processing module configured to extract one or both of feature attributes and
locations of objects of interest in the cytological specimen images.

[0008] In various embodiments, the image set module generates respective image sets in
response to user input received by the analysis tool. In some embodiments, the review and
analysis system further comprises a graphical user interface. In particular embodiments, the
review and analysis system further comprises a voice recognition user interface. The image set
module is configured to selectively enhance objects in images of the image sets. In various
embodiments, the image set module enhances objects depicted in images of the image sets by
changes in contrast and/or brightness of the depicted objects. The analysis tool includes one or

more of a log-in module, a main page module, a patient module, a patient dashboard, and an
2
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image explorer. The log-in module is configured to accept user identitication credentials
including a user name and password. The main page module includes a user dashboard, a
patient list, a search page, and a new patient module, and wherein the user dashboard includes a
list of submitted analysis jobs and status of the submitted analysis jobs. The patient dashboard
comprises cytological specimen images related to a patient identified by the dashboard, and/or
analysis results relevant for the patient identified by the dashboard. The patient dashboard
includes means to submit new analyses for a patient identified by the dashboard.

[0009] In some embodiments, a method employing a processor-controlled device for
navigating through and reviewing cytological image data, the image data comprising images of a
cytological specimen including individual images of objects of interest therein, the method
comprises causing a plurality of images from the image data to be displayed on a display
mtegrated or otherwise operatively associated with the device, each of the displayed images of
the plurality depicting a respective object of interest in the specimen, and selecting one of the
displayed images via a user interface integrated with or otherwise operatively associated with the
device, thereby causing the device to display on the display an image of at least a portion of the
specimen including the respective object of interest depicted in the selected image along with
neighboring objects in the specimen. The display comprises the user interface. In some
embodiments, the image of at least a portion of the specimen is displayed at a magnification
appropriate for cytological review of the respective object of interest depicted in the selected
image of the plurality.

[0010] In various embodiments, the method of employing a processor-controlled device for
navigating through and reviewing cytological image data further comprises highlighting in the
image of at least a portion of the specimen, the respective object of interest depicted in the
selected image of the plurality. The highlighting comprises changes in contrast and/or brightness
of the depicted objects. The displayed plurality of images depicting respective objects of interest
and the image of at least a portion of the specimen are displayed in different areas of the display.

[0011] In some embodiments, a method employing a processor-controlled device for
navigating through and reviewing cytological image data, the image data comprising images of a
cytological specimen including individual images of objects of interest therein, the method
comprises causing a first plurality of images from the image data to be displayed on a display
integrated or otherwise operatively associated with the device, each of the displayed images of
the first plurality depicting a respective object of interest in the specimen, and selecting one of

the displayed images via a user interface operatively associated with the device, thereby causing
3
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the device to display on the display a second plurality of images, each 1mage ot the second
plurality depicting a cytological object having a characteristic similar to a characteristic of the
respective object of interest in the selected image from the first plurality. The second plurality of
images is obtained from a library of previously categorized cytological objects. The second
plurality of images depict additional cytological objects in the specimen.

[0012] In various embodiments, a method employing a processor-controlled device for
navigating through and reviewing cytological image data, the image data comprising images of a
cytological specimen including individual images of objects of interest therein, the method
comprises (i) causing a first plurality of images from the image data to be displayed on a display
integrated with or otherwise operatively associated with the device, each of the displayed images
of the first plurality depicting a respective object of interest in the specimen, (ii) selecting one of
the displayed images via a user interface integrated with or operatively associated with the
device, thereby causing the device to display on the display a list of metric values computed for
the respective object of interest in the selected image, and (iii) selecting via the user interface a
metric value from the list, thereby causing the device to display on the display a second plurality
of images, each image of the second plurality depicting a cytological object having a same or
similar computed metric value as the selected metric value from the list. In some embodiments,
the second plurality of images is obtained from a library of previously categorized cytological
objects. The second plurality of images depict additional cytological objects in the specimen.
[0013] In various embodiments, an automated method employing a processor-controlled
device for navigating through and reviewing cytological image data, the image data comprising
images of a cytological specimen including individual images of objects of interest therein, the
device comprising an integrated or otherwise operatively associated user interface and display,
the method comprises in response to one or more user commands received through the user
interface, displaying a first plurality of images from the image data on the display, each image of
the first plurality depicting a respective object of interest in the specimen; detecting through the
user interface a user selection of an image of the first plurality; and in response to the detected
user selection, displaying on the display one or more of: (a) an image of at least a portion of the
specimen including the respective object of interest depicted in the selected image along with
neighboring objects in the specimen, and (b) a second plurality of images, each image of the
second plurality depicting a cytological object having (i) a characteristic similar to a
characteristic of the respective object of interest in the selected image from the first plurality, or

(ii) a same or similar computed metric value as a selected metric value of the respective object of
4
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interest in the selected image. The second plurality of images 1s obtained trom a library ot
previously categorized cytological objects. The second plurality of images depict additional
cytological objects in the specimen. The image of at least portion of the specimen is displayed at
a magnification appropriate for cytological review of the respective object of interest depicted in
the selected image of the plurality. In some embodiments, the automated method employing a
processor-controlled device for navigating through and reviewing cytological image data further
comprises highlighting in the image of at least portion of the specimen, the respective object of
iterest depicted in the selected image of the plurality.

In some embodiments, the automated method employing a processor-controlled device
for navigating through and reviewing cytological image data further comprises receiving input
representing a user-proposed classification of a displayed object of interest in the first plurality of
images, and providing feedback as to the user-proposed classification in view of a previously
determined classification of the selected object of interest. In various embodiments, the
automated mcthod employing a processor-controlled device for navigating through and
reviewing cytological image data further comprises receiving input representing a user-proposed
classification of a displayed object of interest in the first plurality of images; and determining a
percentage of user-proposed classifications that match respective previously-determined
classifications of the respective object of interest.

[0014] In some embodiments, a system for navigating through and reviewing imported
cytological specimen image data, the imported cytological specimen image data comprising
mmages of a cytological specimen, the system comprises a processor, a display integrated or
otherwise operatively associated with the processor, a user interface operatively coupled to the
processor and display, wherein the processor is configured to display a first plurality of images
from the image data on the display, each image of the first plurality depicting a respective object
of interest in the specimen, detect through the user interface a user selection of an image of the
first plurality, and in response to the detected user selection, display on the display one or more
of (a) an image of at least a portion of the specimen including the respective object of interest
depicted in the selected image along with neighboring objects in the specimen, and (b) a second
plurality of images, each image of the second plurality depicting a cytological object having (i) a
characteristic similar to a characteristic of the respective object of interest in the selected image
from the first plurality, or (ii) a same or similar computed metric value as the selected metric

value from the list.
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[0015] The imported cytological specimen image data turther comprises one or both of
feature attributes and locations of objects of interest in the cytological specimen images. The
processor is programmed or otherwise configured to extract one or both of feature attributes and
locations of objects of interest in the imported cytological specimen images. The processor is
programmed or otherwise configured to generate the first plurality of images in response to user
input via the user interface. In some embodiments, the user interface comprises a voice
recognition system. The processor is configured to selectively enhance objects depicted in
displayed images. The objects depicted in displayed images are enhanced by changes in contrast
and/or brightness. The processor is programmed or otherwise configured to obtain the second
plurality of images from a library of previously categorized cytological objects. The processor is
programmed or otherwise configured to obtain the second plurality of images from a set of
cytological objects in the specimen. The processor is programmed or otherwise configured to
display the image of at least portion of the specimen at a magnification appropriate for
cytological review of the respective object of interest depicted in the sclected image of the
plurality of images. In some embodiments, the display comprises the user interface. The
processor is programmed or otherwise configured to display the first plurality of images and the
image of at least a portion of the specimen or a second plurality of images are displayed in
different areas of the display.

[0016] In various embodiments, the system for navigating through and reviewing imported
cytological specimen image data is further configured to receive input representing a user-
proposed classification of a displayed object of interest in the first plurality of images; and
providing feedback as to the user-proposed classification in view of a previously determined
classification of the selected object of interest. The system for navigating through and reviewing
imported cytological specimen image data is further configured to receive input representing a
user-proposed classification of a displayed object of interest in the first plurality of images, and
determine a percentage of user-proposed classifications that match respective previously-
determined classifications of the respective object of interest.

[0017] In various embodiments, a computer-assisted method of classifying images of a
cytological specimen, comprises the acts of analyzing an image of the cytological specimen to
identify an object of interest within the cytological specimen, displaying an image of the
identified object of interest to a reviewer, determining at least one other object of interest similar
to the selected object of interest in response to an input from the reviewer selecting the object of

interest, and displaying an image of the at least one other object of interest and the selected
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object of interest so as to provide for comparison of the objects ot interest by the reviewer. 1he
act of displaying an image of the at least one other object of interest and the selected object of
interest are within a comparison view. The image of the at least one other object of interest is
provided from the same cytological specimen. The image of the at least one other object of
interest is provided from a database of previously stored objects of interest. The image of the
selected object of interest has a first stain and the image of the at least one other object of interest
is the same selected object of interest having a second stain.

[0018] In various embodiments, the computer assisted method of classifying images of a
cytological specimen further comprises determining and storing a classification of the selected
object of interest with the image of the selected object of interest, wherein the classification is
determined by the reviewer. In some embodiments, the computer assisted method of classifying
images of a cytological specimen further comprises determining and storing a classification of
the selected object of interest with the image of the selected object of interest, wherein the
classification is determined by a processor. In some embodiments, the analyzing of the image of
the cytological specimen is done by a processor. In particular embodiments, the computer
assisted method of classifying images of a cytological specimen further comprises creating a
database of classifications of the selected objects of interest with the image of the selected object
of interest. In some embodiments, the method further comprises receiving images of the
cytological specimen from a remote workstation.

[0019] In particular embodiments, a computer-assisted method of classifying images of a
cytological specimen comprises the acts of analyzing an image of the cytological specimen to
identify an object of interest within the cytological specimen, displaying an image of the
identified object of interest to a reviewer, and in response to an input from the reviewer selecting
the object of interest, determining a characteristic of the selected object of interest, determining
at least one other object of interest having a similar characteristic to the selected object of
interest, and displaying an image of the selected object of interest and the at least one other
object of interest so as to provide for comparison of the objects of interest by the reviewer. The
image of the at least one other object of interest is provided from the same cytological specimen.
The image of the at least one other object of interest is provided from a database of previously
stored objects of interest. The image of the identified object of interest has a first stain and the at
least one other object of interest is the same identified object of interest having a second stain.
[0020] In various embodiments, the computer-assisted method of classifying images of a

cytological specimen further comprises determining and storing a classification of the identified
7
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object of interest with the image of the identified object ot interest, wherein the classitication 1s
determined by the reviewer. In some embodiments, the computer-assisted method of classifying
images of a cytological specimen further comprises determining and storing a classification of
the identified object of interest with the image of the identified object of interest, wherein the
classification is determined by a processor. In various embodiments, the analyzing of the image
of the cytological specimen is done by a processor. In particular embodiments, the computer-
assisted method of classifying images of a cytological specimen further comprises creating a
database of classifications of the selected objects of interest with the image of the selected object
of interest. In some embodiments, the computer-assisted method of classifying images of a
cytological specimen further comprises receiving images of the cytological specimen from a
remote workstation.

[0021] In various embodiments, a computer-assisted method of navigating images of a
cytological specimen, comprises the acts of analyzing an image of the cytological specimen to
identify objects of interest within the cytological specimen, displaying an image of respective
identified objects of interest to a reviewer, and in response to input from the reviewer selecting
an object of interest, displaying a field of view of the selected object of interest and neighboring
objects of interest so as to provide for the reviewer to view the selected object of interest and the
neighboring objects of interest in the field of view. The respective identified objects of interest
are displayed to the reviewer in a scroll bar. In various embodiments, the computer-assisted
method of navigating images of a cytological specimen further comprises determining and
storing a classification of the selected object of interest with the image of the selected object of
interest, wherein the classification is determined by the reviewer. In other embodiments, the
computer-assisted method of navigating images of a cytological specimen further comprises
determining and storing a classification of the selected object of interest with the image of the
selected object of interest, wherein the classification is determined by a processor. In some
embodiments, the analyzing of the image of the cytological specimen is done by a processor. In
various embodiments, the computer-assisted method of navigating images of a cytological
specimen further comprises creating a database of classifications of the selected objects of
interest with the image of the selected object of interest. In some embodiments, the method
further comprises receiving images of the cytological specimen from a remote workstation.
[0022] In particular embodiments, a system for navigating within an image of a cytological
specimen, the system comprises at least one processor operatively connected to a memory, a user

mterface display, an identification component, executed by the at least one processor, configured
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to identify objects of interest within the image, a user interface component, executed by the at
least one processor, configured to display the objects of interest within the user interface
display, wherein the user interface component is configured to accept a user selection of an
object of interest to display the selected object of interest and at least one other object of interest
having similar features to the selected object of interest so as to provide for comparison of the
objects of interest by the reviewer.

[0023] In various embodiments, the user interface component is configured to display the
selected object of interest and the at least one other object of interest in a comparison view. The
user interface component is configured to accept the user selection of the object of interest to
display the selected object of interest in a field of view that includes the selected object of
interest and neighboring objects of interest. The system is configured to accept the user
selection of the object of interest and to display a menu of cellular characteristics of the object
of interest. The system is configured to accept selection of a cellular characteristic from the
menu of cellular characteristics and to identify additional objects of interest having the selected
cellular characteristic.  The cellular characteristics include any of: morphological
characteristics, stains (e.g., chromogenic, fluorescent, dual, etc.), cell size, nucleus/cytoplasm
ratio, optical density, regularity of contour, color based criteria, and nucleic density. In some
embodiments, the system is configured to identify and display different images of the selected
object of interest. In some embodiments, the system is configured to identify the object of
interest having at least one of a traditional stain, advanced stain, color image, fluorescent stain,
and is configured to accept user selection of the object of interest and to display a respective
image of the object of interest with such stain.

[0023a] According to one aspect of the present invention, there is provided a computer-
assisted method of classifying images of a cytological specimen, comprising the acts of:
analyzing a first image of the cytological specimen to identify an object of interest within the
cytological specimen; displaying a second image of the identified object of interest to a user; in
response to an input from the user selecting the object of interest: determining a first
characteristic of the selected object of interest; receiving, from the user, a range of values
corresponding to a second characteristic of the selected object of interest; evaluating one or
more objects of interest to determine at least one other object of interest having a similar

characteristic to the first characteristic of the selected object of interest and having a second
9
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characteristic measurement within the range of values, and displaying, responsive to
determining the at least one other object of interest, a third image of the selected object of
interest and a fourth image of the at least one other object of interest so as to provide for
comparison of the objects of interest by the user.

[0023b] According to another aspect of the present invention, there is provided a system
for navigating within an image of a cytological specimen, the system comprising: at least one
processor operatively connected to a memory; a user interface display; a user interface
component, executed by the at least one processor, configured to: analyze a first image of the
cytological specimen to identify an object of interest within the cytological specimen; display
a second image of the object of interest; receive a user selection of the object of interest;
determine a first characteristic of the selected object of interest; receive, from a user, a range of
values corresponding to a second characteristic; evaluate one or more objects of interest to
determine at least one other object of interest having a similar characteristic to the first
characteristic of the selected object of interest and having a second characteristic measurement
within the range of values corresponding to the second characteristic; and display, responsive
to determining the at least one other object of interest, a third image of the object of interest and
a fourth image of the at least one other object of interest.

[0023c¢] According to another aspect of the present invention, there is provided a method
employing a processor-controlled device for navigating and reviewing cytological image data,
the image data comprising images of a cytological specimen including individual images of
objects of interest therein, the method comprising: analyzing a first image of the cytological
specimen to identify one or more objects of interest within the cytological specimen; displaying
one or more images each comprising one of the one or more objects of interest within the
cytological specimen and including a second image of at least one object of interest; in response
to receiving a first user selection of the at least one object of interest: displaying a field of view
of the at least one object of interest and neighboring objects of interest, wherein the second
image of the at least one object of interest has a first magnification, and wherein the field of
view of the at least one object of interest is displayed at a second magnification different than
the first magnification; in response to receiving a second user selection of the at least one object
of interest: determining a first characteristic of the selected object of interest; receiving, from

the user, a range of values corresponding to a second characteristic of the selected object of
9a
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interest; evaluating at least one object of interest to determine at least one other object of interest
having a similar characteristic to the first characteristic of the selected object of interest and
having a second characteristic measurement within the range of values; and displaying,
responsive to determining the at least one other object of interest, a third image of the selected
object of interest and a fourth image of the at least one other object of interest so as to provide
for comparison of the objects of interest by the user.

[0024] Various aspects, embodiments, and advantages are discussed in detail below.
Embodiments disclosed herein may be combined with other embodiments in any manner

consistent with at least one of the principles disclosed herein, and references to “an

22 < 22 ¢ 22 L 22 ¢

embodiment,” “some embodiments,” “an alternate embodiment,” “various embodiments,” “one
embodiment” or the like are not necessarily mutually exclusive and are intended to indicate that
a particular feature, structure, or characteristic described may be included in at least one
embodiment. The appearances of such terms herein are not necessarily all referring to the same
embodiment. Features and advantages discussed in connection with any one or more
embodiments according to one or more aspects are not intended to be excluded from a similar

role in any other embodiment or aspect.

9b

Date Regue/Date Received 2021-09-13



10

15

20

25

30

CA 02905730 2015-09-11

WO 2014/150274 PCT/US2014/022787

BRIEF DESCRIPTION OF THE DRAWINGS
[0025] The drawings illustrate the design and utility of embodiments of the disclosed
inventions, in which similar elements are referred to by common reference numerals. These
drawings are not necessarily drawn to scale. In order to better appreciate how the above-recited
and other advantages and objects are obtained, a more particular description of the embodiments
will be rendered, which are illustrated in the accompanying drawings. These drawings depict
only typical embodiments of the disclosed inventions and are not therefore to be considered
limiting of its scope.
[0026] FIG. 1 is a screen-shot of a display monitor of a cytological specimen review system
showing an example mode of operation in accordance with embodiments of the disclosed
inventions;
[0027] FIG. 2 is another screen-shot of a display monitor of a cytological specimen review
system showing an example mode of operation in accordance with embodiments of the disclosed
inventions;
[0028] FIG. 3A is another screen-shot of a display monitor of a cytological specimen review
system showing an example mode of operation in accordance with embodiments of the disclosed
inventions;
[0029] FIG. 3B is another screen-shot of a display monitor of a cytological specimen review
system showing an example mode of operation in accordance with embodiments of the disclosed
mventions;
[0030] FIG. 4 1s top view of a standard microscope slide carrying a cytological specimen;
[0031] FIG. 5A is a schematic view of examples of image collection and cytological
specimen review systems constructed in accordance with various embodiments of the disclosed
inventions;
[0032] FIG. 5B is another schematic view of examples of image collection and cytological
specimen review systems constructed in accordance with various embodiments of the disclosed
inventions; and
[0033] FIG. 6 is a schematic diagram of one example of a computer system that can perform

processes and functions disclosed herein.

DETAILED DESCRIPTION
[0034] For the following defined terms, these definitions shall be applied, unless a different

definition is given in the claims or elsewhere in this specification.
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[0035] All numeric values are herein assumed to be modified by the term “about,” whether
or not explicitly indicated. The term “about” generally refers to a range of numbers that one of
skill in the art would consider equivalent to the recited value (i.e., having the same function or
result). In many instances, the terms “about” may include numbers that are rounded to the
nearest significant figure.

[0036] The recitation of numerical ranges by endpoints includes all numbers within that
range (e.g., 1 to 5 includes 1, 1.5,2,2.75, 3, 3.80, 4, and 5).

[0037] As used in this specification and the appended claims, the singular forms “a”, “an”,
and “the” include plural referents unless the content clearly dictates otherwise. As used in this
specification and the appended claims, the term “or” is generally employed in its sense
including “and/or” unless the content clearly dictates otherwise.

[0038] Various embodiments of the disclosed inventions are described hereinafter with
reference to the figures. It should be noted that the figures are not drawn to scale and that
elements of similar structures or functions are represented by like reference numerals
throughout the figures. It should also be noted that the figures are only intended to facilitate
the description of the embodiments. They are not intended as an exhaustive description of the
invention or as a limitation on the scope of the invention, which is defined only by the appended
claims and their equivalents. In addition, an illustrated embodiment of the disclosed inventions
needs not have all the aspects or advantages shown. An aspect or an advantage described in
conjunction with a particular embodiment of the disclosed inventions is not necessarily limited
to that embodiment and can be practiced in any other embodiments even if not so illustrated.
[0039] Cytological specimen review and analysis systems 510 may receive cytological
specimens 412 on microscope slides 414, and obtain and process images of the received
cytological specimens 412 (described below with respect to Fig. 4). Altematively, cytological
specimen review and analysis systems 510 may receive previously obtained and processed
image data, including data relating to previously identified objects of interest (“OOI”), for
example, in the cytological specimen 412. In either case, the reviewing devices 522 described
herein enable and facilitate detailed review and analysis of the cytological specimen 412.
Cytological specimen image processing techniques for identifying OOIs and sorting the OOIs

based on possible features (size, color, optical density, and regularity of boundaries) are

described in U.S. Patent No. 7,590,492.
11
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[0040] In the embodiments depicted in FIGS. 1-3, a cytological specimen 1mage reviewing
device 522 is a tablet computer with a display monitor 500 which can include a touchscreen
input device (e.g., a capacitive touch screen), or user interface. The reviewing device 522 has
multiple modes of operation. Four examples of modes, depending on the user-inputted
command are: (1) a “take me there” navigation mode (FIG. 1); (2) a “more like this” analysis
tool mode (FIG. 2); (3) a “similar metrics” analysis tool mode (FIG. 3A); and (4) a “show me a
reference image” (FIG 3B). The display on the display monitor 500 is divided into top and
bottom windows 104, 106, but may have side-by-side, galleries of thumbnail images, or
otherwise separated windows.

[0041] In FIGS. 1-3B, a first plurality 108 of detailed individual images, i.e., thumbnail
images 110, of OOIs (e.g., 112) are displayed in the top window 104 of the display on the
display monitor 100. The first plurality 108 of thumbnail images 110 is displayed serially, but
can be displayed in any arrangement. The thumbnail images 110 of OOIs (e.g., 112) may be
displayed according to a predetermined ranking of the likelihoods that each OOI (e.g., 112) has a
certain predetermined characteristic or other user/cytotechnologist selected order. In some
examples, the display shown on the display monitor is organized into an upper and lower potion.
Within the upper portion a ranked list of thumbnails of OOIs can be shown (e.g., at 108). Users
may select images from within a display bar 109. The ranking within the displayed images can
be based on system generated probabilities that the displayed image contains a feature or
characteristic. In some examples, a reviewer (e.g., cytotechnologist) can establish a
characteristic of interest, and the system can display ranked images of OOIs in an upper portion
of the display accordingly. The bottom window 106 of the display monitor 100 displays various
images, depending on the mode of the reviewing device (e.g, 522 of Fig. 5A). The
magnification of the displayed images can be responsive to user selection. For example, the user
may select from “1X,” “4X,” “20X,” and “40X” at 111.

[0042] In some embodiments, the user can be provided visual aids for determining object
size. For example, the user interface can be configured to display co-centric rings around OOls.
In some embodiments, the user interface can provide an area tool configured to visualize in the
display responsive to user selection. The co-centric rings can each be labeled with a respective
size dimension so that the reviewer can establish the object size and/or dimension with greater
precision. In some examples, the user can select the co-centric rings and position them on the

display, for example, using input device 502.
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[0043] A cytotechnologist may enter the “take me there” navigation mode depicted 1n FI1G. |
by single tapping on a thumbnail image (e.g., 110) of an OOI (e.g., 112) displayed in the top
window 104. The cytotechnologist may select the thumbnail image (e.g., 110) using a
touchscreen input device (e.g., 502, Fig. SA) of the tablet computer reviewing device 522. With
other input devices (e.g., 502), the selection may be made using a mouse (button clicks and/or
mouse-over), voice recognition, and/or eye movements using an augmented reality head-
mounted display.

[0044] Mouse clicks or touch screen controls, such as single tapping a thumbnail image of an
QO0I (e.g., 112), displays a larger field of view 114 centered on that OOI (e.g., 112). In some
embodiments, the field of view display can be shown in a bottom window 106 shown on the
display monitor 100. The larger field of view 114 is a more conventional image of the
cytological specimen 412, for example, as may be seen through a microscope, line scanned, or
digitally scanned image. In some examples, the larger field of view can be accessed from a
databasc of cytological specimen images, and the take me there navigation mode can be used to
visualize OOls from within a database of images. The larger ficld of view 114 in the bottom
window 106 allows the cytotechnologist to view the OOI (e.g., 112) in context of neighboring
objects 116. This allows manual comparison of features of the OOI (e.g., 112) and its neighbors
116 in the same field of view 114, facilitating classification of the OOI (e.g.,, 112) and the
cytological specimen 412.

[0045] According to one embodiment, a cytotechnologist enters the “more like this” analysis
tool mode depicted in FIG. 2, by mouse clicks or touch screen controls, such as double tapping a
thumbnail image 210A of an OOI 212 displayed in the top portion or top window 204 shown on
a display monitor 200. Mouse clicks or touch screen controls, such as double tapping a
thumbnail image (e.g., 210A of an OOI 212) displays a second plurality 218 of thumbnail images
(e.g., 210B) of similar objects (e.g., 220) in the bottom window 206 of the display monitor 200.
The similarity of the objects (e.g., 220) to the selected OOI (e.g. 212) is determined by the
characteristics used to identify the OOIs (e.g., 112) or other user-selected characteristics. In this
case, the characteristics are cells with small diameters and high nuclear/cytoplasm ratios. Other
characteristics may include color and regularity of boundaries.

[0046] According to one embodiment, the system determines similar objects from a
specimen or a database of specimens. In some examples, the database of specimens can be pre-
defined prior to review. In further examples, a reviewer can import reference images and/or add

additional specimens for review. Based on objects identified in the specimens by the system, the
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system generates display galleries for a user to review. For example, the system can be
configured to generate OOI display galleries. The images in the OOI display galleries can be
selected automatically by the system and grouped or ranked according to cellular characteristics
and/or the probability that a given OOI has a cellular characteristic. For example, automated
analysis tools can identify features within cellular objects and the system can group/order OOI
for display based on the identified features and/or the probability that a given object includes the
indentified features. One ordering can be based on cell size or feature size, and the ordering can
correspond to different categories associated with the features (e.g., basal to superficial).

[0047] The cytotechnologist enters the “same calculated metrics” analysis tool mode
depicted in FIG. 3A by mouse clicks or touch screen controls, such as double tapping with two
fingers on a thumbnail image (e.g., 310) of an OOI (e.g., 312) displayed in the top window 304
of the display monitor 300. Two finger double tapping a thumbnail image of an QOI (e.g., 312)
opens a drop-down menu 322 of calculated metrics 324. Selecting one or more calculated metric
324 (in this case cell size greater than 50 microns) displays a second plurality of thumbnail
images (e.g., 310) of similar objects (e.g., 320) having the selected calculated metrics in the
bottom window 306 of the display monitor 300. Other calculated metrics include
nucleus/cytoplasm ratio, optical density, and regularity of cell contour. In some embodiments,
the system is configured to generate cell size ranges dynamically based on review of a slide and
properties of the OOI discovered with the slide and/or digital image. In further embodiments,
each selection of calculated metrics can be configured to display a number of matching OOI, so
that the reviewer can identify whether a categories/characteristics distinguishes within a group of
OOls.

[0048] In a “show reference image” analysis tool mode, depicted in FIG. 3B, selecting an
option from a menu in the top window causes a cell of the type described in the menu to be
displayed in the bottom window. In the illustrated example, a field of view centered on an LSIL
cell is displayed in the bottom window in response to a menu selection.

[0049] The similar objects displayed in the “more like this” or “same calculated metrics”
analysis tool modes may be other objects on the microscope slide, previously reviewed objects
on other slides, or pre-classified library objects with known characteristics and diagnoses. The
similar objects are displayed for evaluation and comparison, which facilitates efficient
classification of the entire cytological specimen (e.g., 412) or any image of a cytological
specimen. For example, a reviewer can identify an OOI as a possible glandular cell, and request

in the user interface, glandular cells from an already classified object library. Displaying the
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reviewer identified cell side by side with library objects facilitates efficient and consistent
classification.

[0050] In one embodiment, the touchscreen 502 also allows the cytotechnologist to mark
OOIs (e.g., 112), e.g., with a two-finger tap on either the thumbnail in the top window 104 or
the OOI (e.g., 112) in the field of view in the bottom window 106 of the display monitor 100.
Further, the touchscreen 502 can allow “manual” navigation using a touch and drag command
in the bottom window 106 of the display monitor 100, for example, in “take me there”
navigation mode.

[0051] As the selected OOIs (e.g., 112) are displayed in context and/or with similar objects,
the cytotechnologist reviews the OOIs (e.g., 112) and makes decisions about the level of cell
abnormality in the specimen 412, if any. The cytotechnologist can electronically mark or
otherwise note any OOIs (e.g., 112) that are suspect in the display. The reviewing device 522
also enables the cytotechnologist to return to a previously viewed OOI (e.g., 112), and manually
move to (and view) other fields of view not encompassing OOIs (e.g., 112) (e.g., by touch and
dragging). The cytological specimen review system 510 can also be used to perform quality
control of the review process and training of cytotechnologists. Quality control can include
randomly displaying thumbnail images 110 of pre-categorized OOIs (e.g., 112) (positive and
negative) in the top window 104 of the display monitor 100 and tracking the categorization of
the OOI (e.g., 112) by the cytotechnologist. By way of illustration, U.S. Patent Application
Serial No. 13/427,251, describes a method for automatically seeding previously-classified
images among images of OOIs from a specimen for training and quality control. Training can
include similar randomly displaying thumbnail images (e.g., 110) of pre-categorized OOIs (e.g.,
112) with follow-up review. The “more like this” and “same calculated metrics” modes also
facilitate training. Requesting the display of Library Images of known abnormalities for
comparisons can also facilitate training.

[0052] In some embodiments, the user interface of the analysis tool may also include
one or more of a log-in module, a main page module, a patient module, a patient dashboard,
and an image explorer. The log-in module may be configured to accept user identification
credentials including a user name and password. The main page module may include a user

dashboard, a patient list, a search page, and a new patient module. The user dashboard may
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include a list of submitted analysis jobs and status of the submitted analysis jobs. The patient
dashboard may include cytological specimen images related to a patient identified by the
dashboard, and/or analysis results relevant for the patient identified by the dashboard. The
patient dashboard may also include means to submit new analyses for a patient identified by the
dashboard.

[0053] As described above, the cytological specimen review system 510 may receive
previously obtained and processed image data, or it may receive cytological specimens (e.g.,
412) on microscope slides 414, or it can collect images from other systems such as imaging
flow cytometers and line scanners. For purposes of illustration, where the system 510 processes
images of cytological specimens 412, the following embodiments are described. The following
embodiments are shown for example, and are not intended to limit the scope of the claims. In
particular, the following embodiments describe obtaining cytological image data from
specimens mounted on slides. However, other techniques for imaging cytological specimens
are known and may be equally employed. For example, the images of cytological specimens
412 may originate from a flow cytometer or a PDMS biochip. See, e.g., U.S. Patent No.
7,796,256, (“Oil-Immersion Enhanced Imaging Flow Cytometer”) and U.S. Patent Application
Serial No. 12/740,087 (“Hybrid Microfluidic SPR and Molecular Imaging Device”). A further
exemplary process for collecting images employing a line scanning apparatus is disclosed in
U.S. Patent Application Publication 2010/0238442 (“Serial-Line-Scan Encoded Multicolor
Fluorescence Microscopy and Imaging Flow Cytology).

[0054] FIG. 5A depicts a cytological specimen review system 510 constructed in
accordance with an embodiment of the present invention. The system 510 is configured for
presenting a cytological specimen 412 located on a microscope slide 514 (best shown in FIG. 4
at414) to a technician, such as a cytotechnologist, who can then review objects of interest (OOIs
(e.g., 112)) located in the cytological specimen 412 as describe above. The slide 414 is provided
with fiducial marks 416, the function of which will be described in further detail below.

[0055] Although the system 510 can be used to present any cytological specimen (or
even a non-biological specimen, such as a computer chip) that requires further review, the
system 510 lends itself particularly well to the presentation of cytological cervical or vaginal
cellular material, such as that typically found on a Pap smear slide. In this case, the OOIs (e.g.,

112) take the form of individual cells and cell clusters that are reviewed to check for the possible
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presence of an abnormal condition, such as malignancy or pre-malignancy. The cytological
specimen 412 will typically be placed on the slide 414 as a thin cytological layer. Preferably,
a cover slip (not shown) is adhered to the specimen 412, thereby fixing the specimen 412 in
position on the slide 414. The specimen 412 may be stained with any suitable stain, such as a

Papanicolaou stain. In
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other examples, specimens can be stained with advanced stamning techniques. 'I'he system can
store information on the type of stain, and in some examples, can provide images of a classified
object with a plurality of stain types. In further embodiments, various specimens can be stained
and imaged, de-stained, and re-stained for imaging with another stain. The system can link
cellular objects so that a single object can be displayed with a variety of stains. Various user
interface elements can enable a reviewer to select displays of an OOI and a particular stain.
Further the user interface can be configured to display the OOI and respective images having
respective stains (e.g., traditional stain, advanced stain, color staining, fluorescing stain, etc.).
[0056] The system 510 generally includes: (1) an imaging station 518 for obtaining images
of the cytological material contained on the slide 514 and generating electronic image data from
the images; (2) a computer 520 for filtering and processing the image data to identify OOlIs (e.g.,
112); and (3) a plurality of reviewing devices 522 (3 shown), each of which provides a display
monitor 500 to present the OOIs (e.g., 112) for viewing by a cytotechnologist and an input
device 502 to allow the cytotechnologist to interact with the system 510.

[0057] According to some embodiments, a review system can access digital images captured
from, for example, line scanning apparatus. Digital images can also be captured by other
systems, such as wide-field imaging devices with no moving x/y stages. The digital images can
be captured and stored as part of a database of cytological images.

[0058] The imaging station 518 is configured to image the slide 514, which is typically
contained within a cassette (not shown) along with other slides. During the imaging process, the
slides are removed from the respective cassettes, imaged, and then returned to the cassettes in a
serial fashion. In the illustrated embodiment, the imaging station 518 is capable of processing up
to 10 cassettes, each holding up to 25 slides, in about 16 hours. Again, the foregoing described
“slide imaging” embodiment is for purposes of illustration, and not limitation, and the
cytological specimen images may be obtained by other known processes and apparatuses.

[0059] The imaging station 518 includes a camera 524, a microscope 526, and a motorized
stage 528. The camera 524 captures magnified images of the slide 514 through the microscope
526. The camera 524 may be any one of a variety of conventional cameras, such as a charge
coupled device (CCD) camera, which alone or in conjunction with other components, such as an
analog-to-digital (A/D) converter, can produce a digital output of sufficient resolution to allow
processing of the captured images, for example a digital image having a resolution of 640x480
pixels. Preferably, each pixel is converted into an eight-bit value (0 to 255) depending on its

optical transmittance, with “00000000” being the assigned value for least amount of light passing
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through the pixel, and “11111111” being the assigned value tor a greatest amount ot lLight
passing through the pixel.

[0060] The slide 514 is mounted on the motorized stage 528, which scans the slide 514
relative to the viewing region of the microscope 526, while the camera 254 captures images over
various regions of the cytological specimen (e.g., 412). The shutter speed of the camera 524 is
preferably relatively high, so that the scanning speed and/or number of images taken can be
maximized. The motorized stage 528 keeps track of the x-y coordinates of the images as they
are captured by the camera 524. For example, encoders (not shown) can be coupled to the
respective motors of the motorized stage 528 in order to track the net distance traveled in the x-
and y-directions during imaging. These coordinates are measured relative to the fiducial marks
416 affixed to the slide 414 (shown in FIG. 4).

[0061] In some embodiments, reviewer can switch between stored digital images of an QOI
and views of the QOI as it appears on the specimen. In some examples, the system can use
coordinate information to move a stage to a specified x-y coordinate for additional review of an
OOl directly on a slide.

[0062] The computer 520 includes an image processor 530 that is configured to identify
OOIs (e.g., 112) from the image data acquired from the camera 524 and a memory 536
configured for storing the image data and information relating to the OOIs (e.g., 112). The
image processor 530 includes an input/output module 532, a processing module 534, and an
analysis tool module 538. The input/output module 532 is configured to store image data, i.e.,
pixel data, acquired from the camera 524 in the memory 536, and to retrieve image data
therefrom. The processing module 534 analyzes the image data to identify OOQls (e.g., 112), as
will be described below. The processing module 534 also determines the likelihood that an OOl
(e.g., 112) has a certain predetermined characteristic and generates a ranking based on the
respective likelihoods of the OOIs (e.g., 112). The ranking and x-y coordinates of the OOlIs
(e.g., 112), as well as thumbnail images (e.g., 110) of each OOI (e.g., 112) are stored in memory
536. It should be appreciated that the functions performed by the respective processors and
modules 530, 532, and 534 can be performed by a single processor or module, or alternatively,
performed by more than three processors and modules. Likewise, it can be appreciated that the
memory 536 can be divided into several memories.

[0063] The processing module 534 of the image processor 530 identifies the OOIs (e.g., 112)

within the cytological specimen 412 by manipulating the digital images received from the
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camera 524 in a suitable manner. In one embodiment, the processing module 534 accomplishes
this using primary and secondary segmentation operations.

[0064] In the primary segmentation operation, the processing module 534 removes artifacts
from further consideration. The processing module 534 accomplishes this by masking pixels in
the digital image data from further consideration that, by virtue of their lightness, are unlikely to
be cell nuclei. The remaining pixels in the digital image form “blobs” having all manner of
shapes and sizes. The processing module 534 then performs an erosion process on the blobs in
order to remove from further consideration blobs that are only a few pixels in diameter and
narrow strands extending from blobs or connecting adjacent blobs. The processing module 534
then determines whether each blob in the image is an individual object or a clustered object,
depending on the number of pixels in the blob. For example, a blob having more than 500 pixels
might be considered a clustered object, whereas a blob having 500 or less pixels might be
considered an individual object. For individual objects, blobs that do not meet certain criteria
related to total arca, perimeter to arca ratio, optical density standard deviation, and grayscale
mean pixel value are not considered further.

[0065] In the secondary segmentation operation, the processing module 534 removes blobs
that are unlikely to be individual cells or clustered cells. For individual objects, the processing
module 534 performs a series of erosion operations, which remove small objects and eliminates
projections from the remaining blobs, and dilation operations, which remove holes from the
remaining blobs. For clustered objects, the processing module 534 sharpens the edges of the
object to provide a defined border. From the defined clustered object, the processing module
534 then selects an individual object or objects having the highest integrated optical density. The
individual objects extracted from clustered objects will be flagged as cluster-extracted objects.
[0066] In the OOI identification operation, the processing module 534 measures various
features for each of the individual objects and clustered objects, and then calculates an object
score for each object based on the measured values of these features. In further embodiments,
the processing module can extract feature parameters for individual and clustered objects
according to a type of stain. The processing module can analyze information on features
obtained from respective stains and use the feature information to calculate object scores.
Feature information can be associated with an object and stored for later access. Based on this
score, the processing module 534 removes individual objects and clustered objects that are likely
to be artifacts. Those remaining are considered OOIs (e.g., 112), with the individual objects

representing individual OOIs (e.g., 112) (“IOOIs”), and the clustered objects representing
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clustered (“COOIs”). The processing module 534 then evaluates the OOIs (e.g., 112) tor therr
nuclear integrated or average optical density, and ranks the OOlIs (e.g., 112) in accordance with
their optical density values. While integrated or average optical density is the evaluated
characteristic in this embodiment, other object characteristics, or combinations of object
characteristics are also encompassed by the claim. In some embodiments, the processing module
can evaluate OOIs based on any one or more of: morphological characteristics, stains (e.g.,
chromogenic, fluorescent, dual, etc.), cell size, nucleus/cytoplasm ratio, optical density,
regularity of contour, color based criteria, and nucleic density. For each digital image, the
input/output module 532 stores thumbnail images (e.g.,110) of the OOIs (e.g., 112), along with
their relative ranking, coordinates, and extracted features.

[0067] In the embodiment depicted in FIG. 5A, three reviewing stations 522 are shown
coupled to the computer 520, so that up to three cytotechnologists have simultaneous access to
the pertinent information stored in the computer 520. Additional near-by or remote reviewing
stations or monitoring devices can also have access to the pertinent information stored in the
computer 520. Notably, the system 510 can typically process the slides 514 much quicker than a
cytotechnologist can review them. Even if the specimen processing speed of the system 510 is
slower than the specimen review speed of a cytotechnologist, the system 510 can generally be
operated 24 hours a day, whereas the typical cytotechnologist will only work 8 hours a day.
Thus, the bottleneck in the screening process occurs at the human level, i.e., the detailed review
of the cytological material contained on the slides 514. Thus, it can be appreciated that the use
of multiple reviewing devices 522 alleviates this bottleneck, thereby providing for a much more
efficient process. However, the claims encompass cytological specimen review systems 510
including only a single review device 522. The number of reviewing devices 522 connected to
the computer 520 can be modified to suit the task at hand.

[0068] Suitable reviewing devices 522 include tablet computers, smart phones, augmented
reality head-mounted displays, personal computers, networked workstations, and other computer
input / output devices known in the art, all connected to the computer 520. The connection may
be hard-wired or wireless. The review devices 522 of a particular cytological specimen review
system 510 may be identical to or different from each other. The reviewing devices 522 also
include input devices 502 such as keyboards, computer mice, touchscreens, and voice
recognition hardware. Each reviewing device 522 includes a display monitor 500 to facilitate

cytotechnologist interaction with the system 510. Each reviewing device 522 also includes an

20



10

15

20

25

30

CA 02905730 2015-09-11

WO 2014/150274 PCT/US2014/022787

input/output module 532 operatively connected to the input/output module 532 ot the computer
520.

[0069] While the computer 520 and reviewing devices 522 are depicted as separate devices
in FIG. 5A, it should be appreciated that individual computers 520, including all the modules and
memory described above, may reside in each reviewing device 522. Such a system architecture
would eliminate the need for a standalone computer 520 connected to the imaging station 518.
Accordingly, in some embodiments each reviewing device 522 can be directly connected to the
imaging station 518.

[0070] For instance, the embodiment depicted in FIG. 5B includes only an imaging station
518 and a review device 522. The review device 522 includes an image processor 530, a
memory 536, a display monitor 500, and an input device 502. The image processor 530 includes
an input/output module 532, a processing module 534, and an analysis tool module 538. These
modules are interconnected. The input/output module 532 of the review device 522 is directly
connected to the imaging station 518. The other elements of the review device 522 perform the
same functions as the corresponding elements in the embodiment depicted in FIG. 5A. In further
embodiments, the reviewing device may operate independently from the imaging stations and/or
computer system. For example, the reviewing device can be used to download specimen images
for review. In further examples, any information developed on the reviewing device can be
uploaded to a central repository of specimen data.

[0071] The concepts of the disclosed inventions can be applied to other cytology related
applications. For instance, the review and analysis system (especially the analysis tools) can be
applied to cytotechnologist training. “Proficiency Testing” can be a separate mode of operation.
The “Proficiency Testing” mode is similar to a regular digital image OOI review with the
additional functionality of cytotechnologist proficiency testing, i.e., the cytotechnologist would
be scored on correct/wrong classifications. Different levels of proficiency could be tested by
using different difficulty levels of cell classification (i.e., a clear-cut pre-classified example of
abnormality versus a pre-classified but complicated or ambiguous example for the more
advanced students).

[0072] The review and analysis system (especially the analysis tools) can be used to facilitate
dialogue about selected OOIs. As part of a training module, annotated instructional comments
can be tied to OOIs. For example, in a training gallery of OOIs, the image of an ASCUS
(atypical cells of undetermined significance) OOI can be double-clicked to cause a training

explanation to be displayed. The explanation can contain the relevant features and metrics used
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to classify it as ASCUS and can be displayed as text or highlighted 1n the 1image or illustrated
with metrics previously extracted. As part of a remotely monitored training module, an “I need
help with this one” module can be constructed using selected thumbnails of specific OOIs. By
digitally marking specific OOI’s identified by a student for a teacher’s remote review and
comments, a dialogue can be facilitated over classification techniques and important features
used for classification.

[0073] Similarly, expert trainers can compile their own personal libraries, and add comments
such as “I think these images are great examples of ASCUS OOIs.” By using some of the
disclosed analysis tools, cytotechnologist instructors can develop their own libraries for teaching
purposes. The review and analysis system can also be used in an “I Think the Algorithm Needs
Help” mode. In order to improve existing algorithms, the system can facilitate highlighting user-
identified abnormal OOIs that the algorithm missed. A highlighting, storage and transmission
mechanism, along with annotated comments, would facilitate exchange of information between
users and algorithm developers for future modifications and improvements.

[0074] The review and analysis system (especially the analysis tools) can be used to
adjudicate clinical trials. In many clinical trials (or even in routine second opinion reviews or re-
reads) a process of adjudication is often used. For example, in clinical trials there can be three
pathologists that simultaneously review and classify a set of patient samples. With the analysis
tools described herein, each reviewer can create his/her own gallery of classified OOlIs, with
comments if necessary. The resulting galleries of OOIs can be compared and adjudicated
manually or automatically. Similarly, for second opinion reviews, a process of comparing and
adjudicating final diagnoses of selected OOIs can be facilitated by the disclosed analysis tools.
[0075] In further embodiments, users can access help features on the system for diagnostics
purposes. The user can access “help me quantify” functions on the system. Responsive to user
selection, the system can return information on how many OOIs are similar to a currently viewed
OOl to facilitate classification/diagnosis. Further, the user interface can highlight the similar
OOlIs that have already been classified and/or used as part of a diagnosis.

[0076] The review and analysis system can also be used to provide interactive grading of
0OIs. In some embodiments, reviewers (e.g., cytotechnologists, pathologists, etc.) can designate
a diagnostic category for OOIs that are displayed. Any input information can be associated with
an OOI and stored for later use. For example, subsequent reviewers can access information
entered by prior reviewers. Classifications, notes, and/or comments can be associated with

specific OOIls, and/or specimens as whole. Subsequent reviewers gain the benefit of
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contextually presented notes, comments, and/or classifications. According to another
embodiment, digitally marking OOIs or specimens enhances the ability to capture data (e.g., over
conventional approaches of ink marks on slides). In further embodiments, reviewer
classifications of OQOIs can be used to augment system based identification of OOIls. In one
example, the system can implement learning algorithms to identify OOIs. Reviewer data can be
used as training data to refine algorithmic analysis of OOlIs.

[0077] In further embodiments, users can annotate QOOls, specimens, etc., during review.
The user can then access the information that they have annotated to facilitate further review.
For example, users can access other OOIs that they have reviewed and/or graded for display
against a current OOL. In further examples, users can import OOIs reviewed, annotated, and/or
graded in other specimens to provide reference(s) for a current specimen review and/or review of
a current OOI. According to one embodiment, users can access prior review information in a
“more like this” mode (e.g., Fig. 2).

[0078] According to some embodiments, the system generates automatic identification of
OOl that are likely to include morphological features. The information generated during feature
identification can be stored for later use by the system (e.g., in determining similar objects, etc.).
In some examples, information on OOIs can be stored and associated into one or more data
records. The data records can be organized into a smart database such that any information
related to an object of interest can be accessed. In some embodiments, the specimen can be
taken from a patient, undergoing a variety of testing procedures. Image based information (e.g.,
cytology analysis) can be combined with other testing information, such that a specimen and/or
OOIls within the specimen include information on other testing (e.g., positive DNA test on
patient sample). For example, the database can store and index testing information on a patient
over time to provide historical information.

[0079] According to some embodiments, the database can include a variety of records for
storing data on OOIls. In some examples, the data records include at least specimen information,
position information, and feature information for the OOI. In other examples, the data records
can also include calculated object scores and/or user entered information (e.g., classification tags,
notes, comments, etc.). In further examples, the data record can reflect patient information, an/or
include information on respective patient testing. In some examples, the data records include
links for accessing patient testing information.

[0080] In further embodiments, the database can include calculated information. In one

example, the system can calculate distributions of feature characteristics with a specimen,
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multiple specimens, etc. The calculated information can be incorporated nto user mtertace
displays. For example, the user interface can display histograms of feature distributions based on
a specimen, multiple specimens, etc. The system can use distribution information to determine
if particular feature(s) provide any distinguishing information. Additionally, the database can
track information on the reviewers. The system can analyze reviewer history and compare
reviewers based on the information stored in the database. Such historical information can be
used as feedback for classification algorithms.

[0081] Various aspects and functions described herein may be implemented as specialized
hardware or software components executing in one or more computer systems. There are many
examples of computer systems that are currently in use. These examples include, among others,
network appliances, personal computers, workstations, mainframes, networked clients, servers,
media servers, application servers, database servers and web servers. Other examples of
computer systems may include mobile computing devices, such as cellular phones and personal
digital assistants, and network equipment, such as load balancers, routers and switches. Further,
aspects may be located on a single computer system or may be distributed among a plurality of
computer systems connected to one or more communications networks.

[0082] For example, various aspects and functions may be distributed among one or more
computer systems configured to provide a service to one or more client computers, or to perform
an overall task as part of a distributed system. Additionally, aspects may be performed on a
client-server or multi-tier system that includes components distributed among one or more server
systems that perform various functions. Consequently, examples are not limited to executing on
any particular system or group of systems. Further, aspects and functions may be implemented
in software, hardware or firmware, or any combination thereof. Thus, aspects and functions may
be implemented within methods, acts, systems, system elements and components using a variety
of hardware and software configurations, and examples are not limited to any particular
distributed architecture, network, or communication protocol.

[0083] Referring to FIG. 6, there is illustrated a block diagram of a distributed computer
system 600, in which various aspects and functions are practiced. As shown, the distributed
computer system 600 includes one or more computer systems that exchange information. More
specifically, the distributed computer system 600 includes computer systems 602, 604 and 606.
As shown, the computer systems 602, 604 and 606 are interconnected by, and may exchange
data through, a communication network 608. The network 608 may include any communication

network through which computer systems may exchange data. To exchange data using the
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network 608, the computer systems 602, 604 and 606 and the network 60¥ may use various
methods, protocols and standards, including, among others, Fibre Channel, Token Ring,
Ethernet, Wireless Ethernet, Bluetooth, IP, IPV6, TCP/IP, UDP, DTN, HTTP, FTP, SNMP,
SMS, MMS, SS7, JSON, SOAP, CORBA, REST and Web Services. To ensure data transfer is
secure, the computer systems 602, 604 and 606 may transmit data via the network 608 using a
variety of security measures including, for example, TLS, SSL or VPN. While the distributed
computer system 600 illustrates three networked computer systems, the distributed computer
system 600 is not so limited and may include any number of computer systems and computing
devices, networked using any medium and communication protocol.

[0084] As illustrated in FIG. 6, the computer system 602 includes a processor 610, a memory
612, a bus 614, an interface 616 and data storage 618. To implement at least some of the
aspects, functions and processes disclosed herein, the processor 610 performs a series of
mstructions that result in manipulated data. The processor 610 may be any type of processor,
multiprocessor or controller. Some exemplary processors include commercially available
processors such as an Intel Xeon, [tanium, Core, Celeron, or Pentium processor, an AMD
Opteron processor, a Sun UltraSPARC or IBM Power5+ processor and an IBM mainframe chip.
The processor 610 is connected to other system components, including one or more memory
devices 612, by the bus 614.

[0085] The memory 612 stores programs and data during operation of the computer system
602. Thus, the memory 612 may be a relatively high performance, volatile, random access
memory such as a dynamic random access memory (DRAM) or static memory (SRAM).
However, the memory 612 may include any device for storing data, such as a disk drive or other
non-volatile storage device. Various examples may organize the memory 612 into particularized
and, in some cases, unique structures to perform the functions disclosed herein. These data
structures may be sized and organized to store values for particular data and types of data.

[0086] Components of the computer system 602 are coupled by an interconnection element
such as the bus 614. The bus 614 may include one or more physical busses, for example, busses
between components that are integrated within a same machine, but may include any
communication coupling between system elements including specialized or standard computing
bus technologies such as IDE, SCSI, PCI and InfiniBand. The bus 614 enables communications,
such as data and instructions, to be exchanged between system components of the computer

system 602,
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[0087] The computer system 602 also includes one or more intertace devices 616 such as
input devices, output devices and combination input/output devices. Interface devices may
receive input or provide output. More particularly, output devices may render information for
external presentation. Input devices may accept information from external sources. Examples of
interface devices include keyboards, mouse devices, trackballs, microphones, touch screens,
printing devices, display screens, speakers, network interface cards, etc. Interface devices allow
the computer system 602 to exchange information and to communicate with external entities,
such as users and other systems.

[0088] The data storage 618 includes a computer readable and writeable nonvolatile, or non-
transitory, data storage medium in which instructions are stored that define a program or other
object that is executed by the processor 610. The data storage 618 also may include information
that is recorded, on or in, the medium, and that is processed by the processor 610 during
execution of the program. More specifically, the information may be stored in one or more data
structures specifically configured to conserve storage spacc or incrcasc data exchange
performance. The instructions may be persistently stored as encoded signals, and the
instructions may cause the processor 610 to perform any of the functions described herein. The
medium may, for example, be optical disk, magnetic disk or flash memory, among others. In
operation, the processor 610 or some other controller causes data to be read from the nonvolatile
recording medium into another memory, such as the memory 612, that allows for faster access to
the information by the processor 610 than does the storage medium included in the data storage
618. The memory may be located in the data storage 618 or in the memory 612, however, the
processor 610 manipulates the data within the memory, and then copies the data to the storage
medium associated with the data storage 618 after processing is completed. A variety of
components may manage data movement between the storage medium and other memory
elements and examples are not limited to particular data management components. Further,
examples are not limited to a particular memory system or data storage system.

[0089] Although the computer system 602 is shown by way of example as one type of
computer system upon which various aspects and functions may be practiced, aspects and
functions are not limited to being implemented on the computer system 602 as shown in FIG. 6.
Various aspects and functions may be practiced on one or more computers having a different
architectures or components than that shown in FIG. 6. For instance, the computer system 602
may include specially programmed, special-purpose hardware, such as an application-specific

integrated circuit (ASIC) tailored to perform a particular operation disclosed herein. While
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another example may perform the same function using a gnd of several general-purpose
computing devices running MAC OS System X with Motorola PowerPC processors and several
specialized computing devices running proprietary hardware and operating systems.

[0090] The computer system 602 may be a computer system including an operating system
that manages at least a portion of the hardware elements included in the computer system 602,
In some examples, a processor or controller, such as the processor 610, executes an operating
system. Examples of a particular operating system that may be executed include a Windows-
based operating system, such as, Windows NT, Windows 2000 (Windows ME), Windows XP,
Windows Vista or Windows 7 operating systems, available from the Microsoft Corporation, a
MAC OS System X operating system available from Apple Computer, one of many Linux-based
operating system distributions, for example, the Enterprise Linux operating system available
from Red Hat Inc., a Solaris operating system available from Sun Microsystems, or a UNIX
operating systems available from various sources. Many other operating systems may be used,
and examples are not limited to any particular operating system.

[0091] The processor 610 and operating system together define a computer platform for
which application programs in high-level programming languages are written. These component
applications may be executable, intermediate, bytecode or interpreted code which communicates
over a communication network, for example, the Intemet, using a communication protocol, for
example, TCP/IP. Similarly, aspects may be implemented using an object-oriented programming
language, such as .Net, SmallTalk, Java, C++, Ada, or C# (C-Sharp). Other object-oriented
programming languages may also be used. Alternatively, functional, scripting, or logical
programming languages may be used.

[0092] Additionally, various aspects and functions may be implemented in a non-
programmed environment, for example, documents created in HTML, XML or other format that,
when viewed in a window of a browser program, can render aspects of a graphical-user interface
or perform other functions. Further, various examples may be implemented as programmed or
non-programmed elements, or any combination thereof. For example, a web page may be
implemented using HTML while a data object called from within the web page may be written in
C++. Thus, the examples are not limited to a specific programming language and any suitable
programming language could be used. Accordingly, the functional components disclosed herein
may include a wide variety of elements, e.g. specialized hardware, executable code, data

structures or objects, that are configured to perform the functions described herein.

27



10

15

CA 02905730 2015-09-11

WO 2014/150274 PCT/US2014/022787

[0093] In some examples, the components disclosed herein may read parameters that attect
the functions performed by the components. These parameters may be physically stored in any
form of suitable memory including volatile memory (such as RAM) or nonvolatile memory
(such as a magnetic hard drive). In addition, the parameters may be logically stored in a
propriety data structure (such as a database or file defined by a user mode application) or in a
commonly shared data structure (such as an application registry that is defined by an operating
system). In addition, some examples provide for both system and user interfaces that allow
external entities to modify the parameters and thereby configure the behavior of the components.
[0094] Although particular embodiments of the disclosed inventions have been shown and
described herein, it will be understood by those skilled in the art that they are not intended to
limit the present inventions, and it will be obvious to those skilled in the art that various changes
and modifications may be made (e.g., the dimensions of various parts) without departing from
the scope of the disclosed inventions, which is to be defined only by the following claims and
their equivalents. The specification and drawings are, accordingly, to be regarded in an
illustrative rather than restrictive sense. The various embodiments of the disclosed inventions
shown and described herein are intended to cover alternatives, modifications, and equivalents of
the disclosed inventions, which may be included within the scope of the appended claims.

What is claimed is:
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CLAIMS:

1. A computer-assisted method of classifying images of a cytological specimen, comprising
the acts of:
analyzing a first image of the cytological specimen to identify an object of interest
within the cytological specimen;
displaying a second image of the identified object of interest to a user;
in response to an input from the user selecting the object of interest:
determining a first characteristic of the selected object of interest;
receiving, from the user, a range of values corresponding to a second
characteristic of the selected object of interest;
evaluating one or more objects of interest to determine at least one other object
of interest having a similar characteristic to the first characteristic of the selected
object of interest and having a second characteristic measurement within the range of
values; and
displaying, responsive to determining the at least one other object of interest, a
third image of the selected object of interest and a fourth image of the at least one
other object of interest so as to provide for comparison of the objects of interest by the

Uuser.

2. The method of claim 1, wherein the third image and the fourth image are displayed within

a comparison view.

3. The method of any one of claims 1-2, wherein the fourth image is provided from the same

cytological specimen.

4. The method of any one of claims 1-3, wherein the fourth image is provided from a

database of previously stored objects of interest.

5. The method of any one of claims 1-4, wherein the third image has a first stain and the

fourth image is the same selected object of interest having a second stain.
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6. The method of anyone of claims 1-5, further comprising determining and storing a
classification of the selected object of interest with the third image, wherein the classification

is determined by the user.
7. The method of anyone of claims 1-6, further comprising determining and storing a
classification of the selected object of interest with the third image, wherein the classification

is determined by a processor.

8. The method of any one of claims 1-7, wherein the analyzing of the first image is done by a

Processor.

9. The method of any one of claims 1-8 further comprising creating a database of

classifications of the selected objects of interest with the third image.

10. The method of any one of claims 1-9, further comprising receiving images of the

cytological specimen from a remote workstation.

11. A system for navigating within an image of a cytological specimen, the system

comprising:

at least one processor operatively connected to a memory;

a user interface display;

a user interface component, executed by the at least one processor, configured
to:

analyze a first image of the cytological specimen to identify an object of
interest within the cytological specimen;

display a second image of the object of interest;

receive a user selection of the object of interest;

determine a first characteristic of the selected object of interest;

receive, from a user, a range of values corresponding to a second characteristic;
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evaluate one or more objects of interest to determine at least one other object
of interest having a similar characteristic to the first characteristic of the selected
object of interest and having a second characteristic measurement within the range of
values corresponding to the second characteristic; and

display, responsive to determining the at least one other object of interest, a
third image of the object of interest and a fourth image of the at least one other object

of interest.

12. The system of claim 11, wherein the user interface component is configured to display the

selected object of interest and the at least one other object of interest in a comparison view.

13. The system of any one of claims 11-12, wherein the user interface component is
configured to accept the user selection of the object of interest to display the selected object of
interest in a field of view that includes the selected object of interest and neighboring objects

of interest.

14. The system of any one of claims 11-13, wherein the system is configured to accept the
user selection of the object of interest and to display a menu of cellular characteristics of the

object of interest.

15. The system of any one of claims 11-14, wherein the system is configured to accept
selection of a cellular characteristic from the menu of cellular characteristics and to identify

additional objects of interest having the selected cellular characteristic.

16. The system of any one of claims 11-15, wherein the cellular characteristics include any
of: morphological characteristics, stains, cell size, nucleus/cytoplasm ratio, optical density,

regularity of contour, color based criteria, and nucleic density.

17. The system of any one of claims 11-16, wherein the system is configured to identify and

display different images of the selected object of interest.
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18. The system of any one of claims 11-17, wherein the system is configured to identify the
object of interest having at least one of a traditional stain, advanced stain, color image,
fluorescent stain, and is configured to accept user selection of the object of interest and to

display a respective image of the object of interest with such stain.

19. A method employing a processor-controlled device for navigating and reviewing
cytological image data, the image data comprising images of a cytological specimen including
individual images of objects of interest therein, the method comprising:
analyzing a first image of the cytological specimen to identify one or more objects of
interest within the cytological specimen;
displaying one or more images each comprising one of the one or more objects of
interest within the cytological specimen and including a second image of at least one object of
interest;
in response to receiving a first user selection of the at least one object of interest:
displaying a field of view of the at least one object of interest and neighboring
objects of interest,
wherein the second image of the at least one object of interest has a first
magnification, and
wherein the field of view of the at least one object of interest is
displayed at a second magnification different than the first magnification;
in response to receiving a second user selection of the at least one object of interest:
determining a first characteristic of the selected object of interest;
receiving, from the user, a range of values corresponding to a second
characteristic of the selected object of interest;
evaluating at least one object of interest to determine at least one other object
of interest having a similar characteristic to the first characteristic of the selected
object of interest and having a second characteristic measurement within the range of
values; and
displaying, responsive to determining the at least one other object of interest, a

third image of the selected object of interest and a fourth image of the at least one
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other object of interest so as to provide for comparison of the objects of interest by the

Uuser.

20. The method of claim 19, wherein the third image is obtained from a library of previously

categorized cytological objects.

21. The method of claim 19 or 20, wherein the third image depicts additional cytological

objects in the specimen.

22. The system of any one of claims 11-18, wherein the system is further configured to:
receive input representing a user-proposed classification of a displayed object of
interest in the first plurality of images; and
providing feedback as to the user-proposed classification in view of a previously

determined classification of the selected object of interest.

23. The system of the claim 22, wherein the system is further configured to:

receive input representing a user-proposed classification of a displayed object of
interest in the first plurality of images; and

determine a percentage of user-proposed classifications that match respective

previously-determined classifications of the respective object of interest.
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