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SYSTEMS AND METHODS FOR FEATURE EXTRACTION

RELATED APPLICATIONS

[0001] This application is related to and claims priority to U.S. Provisional Patent
Application Serial No. 61/839,807 filed 06/26/2013, for “SYSTEMS AND METHODS
FOR MEASURING SPEECH SIGNAL QUALITY,” U.S. Provisional Patent Application
Serial No. 61/888,945 filed 10/09/2013, for “SYSTEMS AND METHODS FOR
MEASURING SPEECH SIGNAL QUALITY,” U.S. Provisional Patent Application Serial
No. 61/839,796 filed 06/26/2013, for “SYSTEMS AND METHODS FOR INTRUSIVE
FEATURE EXTRACTION,” U.S. Provisional Patent Application Serial No. 61/839,800
filed 06/26/2013, for “SYSTEMS AND METHODS FOR NON-INTRUSIVE FEATURE
EXTRACTION” and U.S. Provisional Patent Application Serial No. 61/876,177 filed
09/10/2013, for “SYSTEMS AND METHODS FOR FEATURE EXTRACTION.”

TECHNICAL FIELD

[0002] The present disclosure relates generally to electronic devices. More specifically,

the present disclosure relates to systems and methods for feature extraction.

BACKGROUND

[0003] In the last several decades, the use of electronic devices has become common. In

particular, advances in electronic technology have reduced the cost of increasingly complex
and useful electronic devices. Cost reduction and consumer demand have proliferated the
use of electronic devices such that they are practically ubiquitous in modern society. As the
use of electronic devices has expanded, so has the demand for new and improved features
of electronic devices. More specifically, electronic devices that perform new functions
and/or that perform functions faster, more efficiently or with higher quality are often sought
after.

[0004] Some electronic devices (e.g., cellular phones, smartphones, audio recorders,
camcorders, computers, etc.) capture or utilize audio signals. For example, a smartphone

may capture a speech signal.
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[0005] Speech signal quality may be difficult to quantify. Furthermore, characteristics
of speech signals that impact how people perceive speech signals may be difficult to
identify and/or quantify. Evaluating speech signal quality may be time consuming and
expensive as well. As can be observed from this discussion, systems and methods that

improve evaluation of speech signals may be beneficial.

SUMMARY

[0006] A method for feature extraction by an electronic device is described. Speech is
processed using a physiological cochlear model. Sections of an output of the physiological
cochlear model are analyzed. A place-based analysis vector and a time-based analysis
vector are extracted for each section. One or more features are determined from each
analysis vector.

[0007] A voiced portion may be selected in the output of the cochlear model. A
distortion may be estimated based on the one or more features and a weighting that
corresponds to a distortion dimension. Multiple foreground distortions and multiple
background distortions may be determined based on the features and multiple weightings.
A foreground quality and a background quality may be determined based on the foreground
distortions and background distortions. An overall quality may be determined for the
modified speech signal based on the foreground quality and background quality.

[0008] The overall quality may be displayed. A window over which the overall quality
is determined may be configurable. The electronic device may be a wireless
communication device or a network device. Extracting a place-based analysis vector may
include averaging a section over time. Extracting a time-based analysis vector may include
averaging the section over place. Extracting the place-based analysis vector and the time-
based analysis vector may be based on both an original speech signal and a modified
speech signal. Extracting the place-based analysis vector and the time-based analysis vector
may be based on a modified speech signal and may not be based on an original speech
signal. Determining one or more features may include determining a positive part and a
negative part for each analysis vector.

[0009] An electronic device for feature extraction is also described. The electronic

device includes physiological cochlear model circuitry configured to process speech. The
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electronic device also includes section analysis circuitry coupled to the physiological
cochlear model circuitry. The section analysis circuitry is configured to analyze sections of
an output of the physiological cochlear model circuitry. The electronic device further
includes vector extraction circuitry coupled to the section analysis circuitry. The vector
extraction circuitry is configured to extract a place-based analysis vector and a time-based
analysis vector for each section. The electronic device additionally includes feature
determination circuitry coupled to the vector extraction circuitry. The feature determination
circuitry is configured to determine one or more features from each analysis vector.

[0010] An apparatus for feature extraction is also described. The apparatus includes
means for processing speech using a physiological cochlear model. The apparatus also
includes means for analyzing sections of an output of the physiological cochlear model.
The apparatus further includes means for extracting a place-based analysis vector and a
time-based analysis vector for each section. The apparatus additionally includes means for
determining one or more features from each analysis vector.

[0011] A computer-program product for feature extraction is also described. The
computer-program product includes a non-transitory computer-readable medium with
instructions. The instructions include code for causing an electronic device to process
speech using a physiological cochlear model. The instructions also include code for causing
the electronic device to analyze sections of an output of the physiological cochlear model.
The instructions further include code for causing the electronic device to extract a place-
based analysis vector and a time-based analysis vector for each section. The instructions
additionally include code for causing the electronic device to determine one or more

features from each analysis vector.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] Figure 1 illustrates a quality analysis using a subjective method;

[0013] Figure 2 is a block diagram illustrating two methods for objective determination
of a speech signal’s quality;

[0014] Figure 3 is a graph illustrating the accuracy of predicting MOS using the current
ITU standard of perceptual objective listening quality assessment (P.OLQA);
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[0015] Figure 4 is a flow diagram illustrating one configuration of a method for
measuring speech signal quality;
[0016] Figure 5 is a block diagram illustrating one configuration of an electronic device

configured for measuring speech signal quality;

[0017] Figure 6 is a block diagram illustrating one example of a hierarchical structure
that may be implemented in accordance with the systems and methods disclosed herein;
[0018] Figure 7 is a block diagram illustrating another example of a hierarchical
structure that may be implemented in accordance with the systems and methods disclosed
herein;

[0019] Figure 8 is a block diagram illustrating prediction of one single dimension of
subjective quality measurement scores based on extracted features and training speech
samples;

[0020] Figure 9 is a block diagram illustrating multiple parts of an example
corresponding to Figures 9A-9C;

[0021] Figure 9A is a block diagram illustrating a feature matrix;

[0022] Figure 9B is a block diagram illustrating additional features;

[0023] Figure 9C is a block diagram illustrating weighting application;

[0024] Figure 10 is a flow diagram illustrating one example of a hierarchical structure
that may be implemented for measuring speech signal quality;

[0025] Figure 11 is a block diagram illustrating one configuration of a network device
and two electronic devices configured for measuring speech signal quality;

[0026] Figure 12 is a block diagram illustrating one configuration of an electronic
device configured for measuring speech signal quality;

[0027] Figure 13 is a flow diagram illustrating a method implemented by an electronic
device for measuring speech signal quality;

[0028] Figure 14 is a flow diagram illustrating a method implemented by a network
device for measuring speech signal quality;

[0029] Figure 15 is a block diagram illustrating one configuration of an electronic
device for feature extraction;

[0030] Figure 16 is a flow diagram illustrating one configuration of a method for

feature extraction;
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[0031] Figure 17 is a graph illustrating one example of a physiological cochlear model
output;

[0032] Figure 18 is a block diagram illustrating one configuration of an intrusive
feature extraction module;

[0033] Figure 19 is a block diagram illustrating one configuration of a non-intrusive
feature extraction module;

[0034] Figure 20 is a block diagram illustrating one example of an output of a cochlear
model that is being split into sections A-D;

[0035] Figure 21 is a block diagram illustrating one example of extracting a place-
based analysis vector from sections of cochlear model outputs;

[0036] Figure 22 is a block diagram illustrating another example of extracting a place-
based analysis vector from section A of a cochlear model output;

[0037] Figure 23 is a block diagram illustrating one example of extracting a time-based
analysis vector from sections of cochlear model outputs;

[0038] Figure 24 is a block diagram illustrating another example of extracting a time-
based analysis vector from section A of a cochlear model output;

[0039] Figure 25 includes a block diagram illustrating configurations of a feature

determination module;

[0040] Figure 26 illustrates an example of feature determination;
[0041] Figure 27 illustrates another example of feature determination;
[0042] Figure 28 illustrates one example of objective prediction in accordance with the

systems and methods disclosed herein;

[0043] Figure 29 illustrates another example of objective prediction in accordance with
the systems and methods disclosed herein;

[0044] Figure 30 illustrates another example of objective prediction in accordance with
the systems and methods disclosed herein;

[0045] Figure 31 is a block diagram illustrating multiple parts of an example
corresponding to Figures 31A-31D;

[0046] Figure 31A is a block diagram illustrating a part of one example of estimating or

predicting a roughness distortion using intrusive feature extraction;
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[0047] Figure 31B is a block diagram illustrating another part of one example of
estimating or predicting a roughness distortion using intrusive feature extraction;

[0048] Figure 31C is a block diagram illustrating another part of one example of
estimating or predicting a roughness distortion using intrusive feature extraction;

[0049] Figure 31D is a block diagram illustrating yet another part of one example of
estimating or predicting a roughness distortion using intrusive feature extraction;

[0050] Figure 32 is a block diagram illustrating multiple parts of an example
corresponding to Figures 32A-32D;

[0051] Figure 32A is a block diagram illustrating a part of one example of estimating or
predicting a roughness distortion using non-intrusive feature extraction;

[0052] Figure 32B is a block diagram illustrating another part of one example of
estimating or predicting a roughness distortion using non-intrusive feature extraction;
[0053] Figure 32C is a block diagram illustrating another part of one example of
estimating or predicting a roughness distortion using non-intrusive feature extraction;
[0054] Figure 32D is a block diagram illustrating yet another part of one example of
estimating or predicting a roughness distortion using non-intrusive feature extraction;
[0055] Figure 33 is a flow diagram illustrating a more specific configuration of a
method for feature extraction;

[0056] Figure 34 is a flow diagram illustrating a configuration of a method for intrusive
feature extraction;

[0057] Figure 35 is a flow diagram illustrating a configuration of a method for non-
intrusive feature extraction;

[0058] Figure 36 is a block diagram illustrating a more specific configuration of
intrusive feature extraction;

[0059] Figure 37 is a block diagram illustrating one configuration of a wireless
communication device in which systems and methods for measuring speech signal quality
and/or feature extraction may be implemented; and

[0060] Figure 38 illustrates certain components that may be included within an

electronic device/wireless device.

DETAILED DESCRIPTION
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[0061] Some configurations of the systems and methods disclosed herein utilize a
hierarchical system of diagnosing speech distortions and overall quality. The quality of
speech signals is most accurately measured by human listeners. However, undertaking such
an evaluation with multiple listeners is expensive, both in terms of time and money. Thus,
systems and methods (e.g., algorithms, computational systems, etc.) which are able to
accurately replicate human listener responses (regarding speech quality) would be
beneficial. For example, these systems and methods could replace the requirement for
multiple human listeners.

[0062] The systems and methods disclosed herein provide a computational engine that
emulates the hydro-mechanical function of the human cochlea, its mechanical innervation
to the Auditory nerve and the functionality of the inner/outer hair cells. The output of the
inner hair cells (from the computational engine), can be used to infer various aspects of
human speech perception. The human listening process is highly complex, involving
hydromechanics in the cochlea to neural processing the electrically transduced signals
(post-cochlear function) in the upper auditory pathway and the Central Nervous System
(CNS). Known approaches that have attempted to predict the overall quality (as a uni-
dimensional quantity) have failed to cover wide range distortions or achieve high accuracy.
For example, the current International Telecommunications Union (ITU) standard
Perceptual Objective Listening Quality Assessment (P.OLQA) (P.863 that predicts a mean
opinion score (MOS)) is not accurate when estimating quality of speech which have been
degraded by systems that P.OLQA was not designed for.

[0063] Specifically, the present systems and methods may extract features from the
output of a computational model of a human cochlea. The features may then be further
analyzed to predict speech quality. Although the features described herein are discussed in
the context of predicting speech quality, the features may be used in any suitable
application and are not limited to speech quality prediction. The computational model of
the cochlea used is a hydro-mechanical physiological model that accurately converts speech
signals to inner hair cell responses. Specifically, a functional cochlear model may look at
the input and output of the cochlea and attempt to emulate the function of the cochlea
without understanding how the cochlea works. In contrast, the physiological cochlear

model of the present systems and methods attempts to emulate the specific physiological
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responses of the cochlea (e.g., the eardrum, ear canal, fluid inside the cochlea,
forces/displacement/velocity on various membranes, inner hair cells — and accounting for
the physiological properties of these structures such as mass, elasticity and/or frictional
characteristics) and where modelling is carried out through fundamental physics and not
limited to using approximations such as modeling using electronic circuits like in the work
of Heinz, Baumgarte, Meddis or Zwicker to produce the output. Accordingly, applying a
physiological cochlear model to predict speech quality is one unique feature of the systems
and methods disclosed herein.

[0064] Some configurations of the systems and methods disclosed herein utilize a
“divide and conquer” strategy. For example, the systems and methods disclosed herein may
first attempt to diagnose individual attributes/dimensions (e.g., distortions) of speech
quality and then combine these individual attributes to predict overall quality of the signal.
For instance, a hierarchical approach may be utilized, where multiple distortion diagnostics
are performed first, then foreground and background distortion diagnostics are performed
and finally the overall quality is estimated with a computational model.

[0065] The systems and methods disclosed herein provide an objective measurement of
speech quality. Traditionally, subjective listening tests are performed to determine a mean
opinion score (MOS). These subjective listening tests may be money consuming, time
consuming and may not be repeatable.

[0066] Objective measurement of speech quality may overcome the disadvantages of
subjective listening tests. While subjective measures are supposedly the most accurate,
objective measures may be utilized to predict the output of subjective measures.

[0067] During objective measurement of speech quality testing original speech may be
provided to an encoder (e.g., an Enhanced Variable Rate Codec (EVRC) codec).
Psychoacoustic analysis may be performed on the original speech and the encoded speech.
The results may be compared to estimate a MOS. Examples of this approach include
International Telecommunications Union (ITU) standards such as P.861, P.862 and P.863.
All three of these attempt to predict results of subjective MOS testing as described in ITU
standard P.800.

[0068] Noise may be injected into the original speech. The noise-afflicted speech may

be provided to an enhancement algorithm (e.g., noise suppressor). Psychoacoustic analysis
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may be performed on the original speech and the enhanced speech (e.g., noise-suppressed
speech). The results may be compared to estimate a MOS. One example of this approach is
provided in accordance with the European Telecommunications Standards Institute (ETSI),
which attempts to predict results of subjective testing as described in ITU standard P.835.

[0069]

dimensional. However, speech quality is multi-dimensional. One dimension may not be

Known approaches to objective measurement of speech quality may be one-

adequate or accurate. For example, current ITU standard P.OLQA (P.863 that predicts
MOS) is not completely accurate. It may incorrectly predict MOS for EVRC codecs. One
example of this is ITU Q9 WP2 Contribution COM12-C270rev1-E (201110). The systems
and methods disclosed herein may provide higher accuracy in predicting MOS compared to
known approaches. In some configurations, the systems and methods disclosed herein may
be incorporated into anticipated ITU standards (e.g., P.TCA, P.ONRA and P.AMD). Table
I illustrates some approaches (e.g., standardized and in progress) for measuring speech
quality. The systems and methods disclosed herein may be applied to standards that are in

progress of standardization.

Subjective Objective Notes

MOS PSQM (Perceptual Speech Only 1 dimension: overall
Quality Measure) quality
PESQ (Perceptual
Evaluation of Speech
Quality)
P.OLQA

P.835 P.ONRA (Perceptual 3 dimensions: signal /
Objective Listening Quality | background / overall
Assessment (in progress)) qualities

P.MULTI P.AMD (Perceptual 4 foreground / 2
Approaches for Multi- background qualities
Dimensional Analysis) (in
progress))

Table 1
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[0070] The systems and methods disclosed herein may be applied to replace one-
dimensional speech signal quality testing with the ability to detect multiple independent
distortions. Once multi-dimensional ‘detectability’ is achieved, overall quality may be
accordingly predicted. The systems and methods disclosed herein may employ a “divide
and conquer” strategy. For example, a novel framework and features (e.g., advanced
perceptual features) are provided.

[0071] A hierarchical system or structure may be utilized to diagnose speech distortions
and overall quality. This may result in improved accuracy of prediction on overall quality.
Additional advantages include providing diagnostic information on speech signals,
potentially providing diagnostic information on network ailments, providing a possible tool
for developing coding/enhancement algorithms and providing real-time feedback on
quality.

[0072] Various configurations are now described with reference to the Figures, where
like reference numbers may indicate functionally similar elements. The systems and
methods as generally described and illustrated in the Figures herein could be arranged and
designed in a wide variety of different configurations. Thus, the following more detailed
description of several configurations, as represented in the Figures, is not intended to limit
scope, as claimed, but is merely representative of the systems and methods.

[0073] Figure 1 illustrates a speech signal quality analysis using a subjective method.
The subjective method is an approach to measuring the quality of one or more speech
signals based on perceptions of human listeners 104a-c. The subjective model may include
a speech signal source 102 providing one or more speech signals to one or more human
listeners 104a-c. The one or more human listeners 104a-c may listen to the one or more
speech signals and rate the quality of the one or more speech signals based on the human
listener’s 104a-c perceptions of quality. For example, a human listener 104a may decide
that a speech signal’s quality is good 106a; another human listener 104b may decide that
the same speech signal’s quality is poor 106b; a third human listener 104c may decide that
the same speech signal’s quality is fair 106c. In subjective testing the three ratings would be
averaged by an averaging program 108 and given a Mean Opinion Score (MOS) 110 of

fair.
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[0074] The subjective method is difficult to consistently use due to this method being
time consuming for both the one or more human listeners 104a-c and a tester. Another
potential downside to using this subjective method is the subjective method may be
expensive. This subjective method may have the human listeners 104a-c get paid for their
time; it may also need a dedicated area for testing to allow the results to be more consistent.
The subjective method may also be difficult to obtain repeatable results. Since human
listeners 104a-c may have drastic differences when determining the quality of the speech
signal. For example, the same speech signal may be used in two different subjective method
tests. The first subjective method test may result in the speech signal having a speech signal
quality rating of fair and the second subjective method test may result in the same speech
signal having a speech signal quality rating of good.

[0075] Algorithms or computational systems may be able to accurately replicate the
human listener’s 104a-c response. This may reduce the money spent on testing. For
example, a computational engine that can simulate a human listener’s 104a-c perception of
speech could be a physiological cochlear model. The physiological cochlear model could
predict the overall speech quality of the speech signal using the methods described herein.
The physiological cochlear model could replicate hydromechanics in the cochlea and neural
processing that is done in an upper auditory pathway and the central nervous system of a
human ear. The physiological cochlear model could diagnose individual dimensions of
speech quality and then combine these individual attributes to more accurately predict
overall speech quality of the speech signal. The use of the physiological cochlear model for
speech signal quality analysis may improve prediction of overall quality, provide diagnostic
information on the speech signal and provide a possible tool for enhancement algorithms
using real time quality feedback.

[0076] Figure 2 is a block diagram illustrating two methods for computationally
predicting subjective determination of a speech signal’s quality—thereby producing an
objective score. The original speech signal 212a-b may become a distorted speech signal
after passing through a coder 214 and/or enhancement 222, for example. P.835 is an ITU
subjective testing standard specifically for signals that have been distorted and then
subsequently enhanced using various algorithms. P.800 is an ITU subjective testing

standard that is more general in scope than P.835 and is valid for any distorted signals. The
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two methods show in Figure 2 may provide an objective score of the distorted speech
signal’s quality (after coding and/or enhancement 214, 222) based on simulating human
auditory perception. The two methods shown yield computational predictions (objective
scores) of subjective evaluations using MOS (P.800) and P.835 subjective testing
methodologies. Method P.800 yields an overall scored MOS, and method P.835 yields three
scores: S-MOS, N-MOS and G-MOS. S-MOS is the score for a foreground quality of a
speech signal, N-MOS is the score for a background noise of a speech signal, and G-MOS
is the score for an overall quality of a speech signal. Both testing methods may use an
intrusive or non-intrusive method.

[0077] For clarity, some explanation on the ITU standard on subjective speech quality
is given as follows. For a speech signal, P.800 yields only one OVERALL score, called
MOS. P.835 yields three scores: S-MOS, N-MOS and G-MOS. S-MOS is the score for
foreground/signal only and N-MOS is the score for background/noise quality only. G-MOS
is the score for overall quality, which is actually same as MOS in P.800. P.806 (which was
finalized into an ITU standard in early 2014) yields 8 scores.

[0078] The methods in Figure 2 may be done using just the distorted speech signal
(after coding and/or enhancement 214, 222, for example) or a combination of the
distorted/modified speech signal (outputted by a coder 214 or enhancement module 222)
and the original speech signal 212a-b (used as a reference to compare against). The former
(when the original speech signal 212a-b is not present) is a non-intrusive method while the
latter (when both the modified/distorted signal and the original speech signal 212a-b are
present) is an intrusive method. The modified speech signal may include changes to the
original speech 212a-b signal, including processing. A processed speech signal may be one
example of a modified speech signal.

[0079] The method predicting MOS score may obtain an original speech 212a signal.
The original speech 212a signal may be used as the input for a psychoacoustic analysis
216a which tried to simulate human perception. The original speech 212a signal may also
be used as input to a coder 214 to simulate signal compression and other types of signal
processing that may be done by a wireless network. The coder 214 may output a modified

speech signal and allows the method predicting MOS score to include the non-intrusive
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method of testing. The modified speech signal may be used as the input for a
psychoacoustic analysis 216b which tries to simulate human perception.

[0080] Results from the psychoacoustic analysis 216a-b of the original speech signal
and the modified speech signal may then be compared 218a. The comparison of the original
speech signal and modified speech signal may provide the overall MOS 220a. MOS scoring
may range from one to five. A score of one may have a quality of “bad”; two may have a
quality of “poor”; three may have a quality of “fair”’; four may have a quality of “good”;
and five may have a quality of “excellent.”

[0081] The objective test methodology for evaluating speech signals that include noise
suppression algorithms may also obtain an original speech 212b signal and noise 224 for
analysis. This method may yield P.835 scores which may include S-MOS, N-MOS and G-
MOS scores. The original speech 212b signal and the noise 224 may be used as the input
for a psychoacoustic analysis 216¢ which tries to simulate human auditory perception. The
original speech 212b signal and the noise 224 may be used as input to an enhancement
module 222. For example, the enhancement module 222 may reduce noise or echo that may
be in the original speech 212b signal. The enhancement module 222 may output a modified
speech signal and allows the P.835 predicting method to include the non-intrusive method
of testing. The modified speech signal may be used as the input for a psychoacoustic
analysis 216d which tries to simulate the human auditory perception.

[0082] Results from the psychoacoustic analysis 216c-d of the original speech 212b
signal and the modified speech signal may then be compared 218b. The comparison of the
original speech 212b signal and modified speech signal may provide one or more of the
quality ratings of the P.835 220b test. P.835 scoring may have three ratings; S-MOS for
foreground speech quality, N-MOS for background noise quality and G-MOS for overall
speech quality. All three ratings may range from one to five. A score of one for S-MOS
may have a rating of “very distorted”; two may have a rating of “fairly distorted”; three
may have a rating of “somewhat distorted””; four may have a rating of “slightly distorted”;
and five may have a rating of “not distorted.” A score of one for N-MOS may have a rating
of “very intrusive”; two may have a rating of “somewhat intrusive”; three may have a
rating of “noticeable but not intrusive”; four may have a rating of “slightly noticeable”; and

five may have a rating of “not noticeable.” A score of one for G-MOS may have a rating of
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“bad”; two may have a rating of “poor”; three may have a rating of “fair””; four may have a
rating of “good”; and five may have a rating of “excellent.”

[0083] Figure 3 is a graph illustrating the accuracy of predicting MOS using the current
ITU standard of perceptual objective listening quality assessment (P.OLQA). The X-axis of
the graph corresponds to the MOS 319 rating of a speech signal and the Y axis corresponds
to the P.OLQA 317 rating of a speech signal. P.OLQA is a standard used to predict the
quality of a speech signal through digital analysis.

[0084] The graph in Figure 3 compares the P.OLQA score of a speech signal to the
P.800 score (MOS). If the P.OLQA analysis properly predicts a score, that score should
match or be close to the MOS of the speech signal. The diagonal line in the graph indicates
where a point should be if the P.OLQA score and the MOS are close.

[0085] The graph in Figure 3 indicates that the current P.OLQA analysis is not always
in line with the MOS rating of speech signals. Typically the P.OLQA rating of a speech
signal that has gone through enhanced variable rate CODEC (EVRC) modification may be
under predicted as shown in the graph. The EVRC modified speech signal results are
shown as diamonds and squares.

[0086] Figure 4 is a flow diagram illustrating one configuration of a method 400 for
measuring speech signal quality. The method 400 may be performed by an electronic
device. Examples of the electronic device include mobile devices (e.g., smartphones,
cellular phones, tablet devices, laptop computers, etc.), desktop computers, Personal Digital
Assistants (PDA), appliances, televisions, gaming systems and servers (e.g., a server
included in a network device). An electronic device may optionally obtain 402 an original
speech signal. For example, the electronic device may capture a speech signal with one or
more microphones or may receive the speech signal from another device (e.g., storage
device, computer, phone, headset, etc.). The original speech signal may be a raw or
unmodified signal. For example, the original speech signal may be an electronically
sampled version of a speech signal that has not been encoded and/or compressed.
Approaches where the original speech signal is obtained may be referred to as intrusive
approaches or methods. For example, intrusive approaches may include an explicit
subtraction between the original speech signal and the modified speech signal (e.g.,

distorted speech signal). In other approaches, the original speech signal may not be
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obtained. These approaches may be referred to as non-intrusive approaches or methods. In
non-intrusive approaches, for example, the original speech signal may not be available
(e.g., there may not be an explicit subtraction between the modified speech signal and the
original speech signal). For instance, the method 400 may be performed without obtaining
the original speech signal in some implementations and/or scenarios. Specifically, the
features may be especially amenable to predicting quality when no 'original' or 'clean’
signal is available for a comparison. Such systems which do not require the original/clean
signal are known as non-intrusive systems. As described above, the computational model of
the cochlea may be a hydro-mechanical model that accurately converts speech signals to
Inner Hair Cell responses. Accordingly, non-intrusive features may be extracted from the
Cochlear Model for speech and audio signal analysis in a perceptual domain. Other similar
models can also be used.

[0087] In some configurations, the electronic device may process the original speech
signal to obtain the modified speech signal. For example, the electronic device may encode
the original speech signal (and/or decode the resulting encoded speech signal, for example)
to obtain the modified speech signal. Additionally or alternatively, the electronic device
may enhance the original speech signal to obtain the modified speech signal. For example,
the electronic device may perform noise suppression on a noise-injected version of the
original speech signal. The electronic device may obtain 404 a modified single-channel
speech signal. A “single-channel” speech signal may represent the speech signal as a single
sample (of the pressure, for example) at any one time. For example, the modified single-
channel speech signal may not contain multiple signals that provide spatially distinguishing
information. In some configurations, for example, the modified single-channel speech
signal may be based on an original speech signal that was captured with a single
microphone.

[0088] In other configurations, the electronic device may obtain the modified speech
signal from another device (e.g., storage device, computer, phone, headset, encoder, etc.).
For example, the electronic device may receive the modified speech signal from a
networked electronic device.

[0089] The modified speech signal may be based on the original speech signal. For

example, the modified speech signal may be a distorted version of the original speech
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signal. Enhancing, encoding, decoding, noise suppression, expansion and compression of
the original speech signal may distort the original speech signal such that one or more
characteristics of the modified speech signal are different from those of the original speech
signal.

[0090] In some configurations, the electronic device may process the modified speech
signal using a physiological model (e.g., physiological cochlear model) as described herein.
Processing the modified speech signal using the physiological model may more accurately
approximate the processing performed by the human auditory system (than a functional
model, for example). This may help to more accurately estimate speech signal quality as
perceived by a human listener. For example, processing the modified speech signal using a
physiological model may provide inner-hair cell data. The difference between the inner hair
cell data and basilar membrane data is inner hair cell data is collected from a later data
collection point in the human auditory system than the basilar membrane data — and is
therefore subject to further processing beyond what is found at the basilar membrane. Most
functional models primarily approximate Basilar membrane response and a few other
functional models go on to approximate inner hair cell response — in a serial manner but
none of these functional models treat the complete cochlea (physiological structures, fluid
etc.) system in a holistic manner where each part of the physiological constituents are
dependent on each other in a feed-forward and feed-back fashion. The systems and methods
disclosed herein may be applied using the inner hair cell data, basilar membrane data or
both data types.

[0091] The electronic device may estimate 406 multiple objective distortions based on
the modified speech signal. For example, an objective distortion may be one or more
metrics that represent distortions in the modified speech signal (e.g., differences between
the original speech signal and the modified speech signal). In some implementations, the
electronic device may estimate the multiple objective distortions additionally based on the
original speech signal. For instance, one or more of the multiple objective distortions may
be based on the modified speech signal, original speech signal or both the modified speech
signal and the original speech signal. The multiple objective distortions may be estimated in

parallel in some approaches, for example.
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[0092] In some configurations, each of the multiple objective distortions may represent
an independent dimension of speech quality. For example, each of the distortions may be
approximately uncorrelated with each other in accordance with human listener feedback.
For instance, human listeners may detect separate distortions in speech signals. In other
words, given many descriptors to describe distortions, human listeners tend to assign
similar scores to correlated dimensions of speech quality. In one example, human listeners

are given the descriptors “rough,” “harsh,” “fluttering,” “discontinuous,” “dull,” “muffled,”
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“distant,” “thin,” “hissing,” “rushing,” “roaring,” “bubbling,” “intermittent” and “‘variable”
to describe distortions. In this example, human listeners tend to assign similar scores to
“rough” and “harsh;” to “fluttering” and “discontinuous;” to “dull” and “muffled;” to
“distant” and “thin;” to “hissing,” “rushing” and “roaring;” and to “bubbling,”

b

“intermittent” and ‘“variable.” Accordingly, these descriptors can be grouped into
uncorrelated or independent dimensions of speech quality.

[0093] In some configurations, a “roughness” distortion may correspond to the “rough”
and “harsh” descriptors. Roughness of the speech signal may be a fast temporally localized
degradation of the speech signal. Roughness may be a temporal foreground distortion. A
“discontinuity” distortion may correspond to the “fluttering” and “discontinuous”
descriptors. Discontinuity of the speech signal may be a slow temporally localized
degradation of the speech signal. Discontinuity may be a temporal foreground distortion. A
“dullness™ distortion may correspond to the “dull” and “muffled” descriptors. Dullness of
the speech signal may be degradation in a high frequency band of the speech signal.
Dullness may be a spectral (e.g., frequency) foreground distortion. A “thinness” distortion
may correspond to the “distant” and “thin” descriptors. Thinness of the speech signal may
be degradation in a low frequency band of the speech signal. Thinness may be a spectral
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foreground distortion. A “hissing” distortion may correspond to the “hissing,” “rushing”
and “roaring” descriptors. Hissing of the speech signal may be degradation due to a level of
background noise in the speech signal. A “variability” distortion may correspond to the
“bubbling,” “intermittent” and “‘variable” descriptors. Variability of the speech signal may
be degradation due to a variability of noise in the speech signal. Each of these distortions

may represent independent dimensions of speech quality. Each of the multiple objective

distortions may be rated and provided a score. The score may indicate the level of distortion
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each of the multiple objective distortions may cause to the speech signal. It should be noted
that other terms may be used for the independent dimensions of speech quality. For
example, ITU standard P.806 provides a Perceptual Quality (PQ) scale that closely
corresponds to the multiple objective distortions. The PQ scale includes S-FLT, S-RUF, S-
LFC, S-HFC, B-LVL and B-VAR. S-FLT relates to slow-varying degradation in the speech
signal (discontinuity). S-RUF relates to fast varying degradation in the speech signal
(Roughness). S-LFC relates to degradation of low frequency coloration in the speech signal
(Dullness). S-HFC relates to degradation of high frequency coloration in the speech signal
(Thinness). B-LVL relates to degradation due to the level of background noise in the
speech signal (Hissing). B-VAR relates to degradation due to the variability of the
background noise in the speech signal (Variability). It may also be noted that P.806
includes a LOUD score for loudness and an OVRL is score for overall quality. OVRL
may be the same as MOS in P.800 and G-MOS in P.835.

[0094] In some configurations, the multiple objective distortions may include at least
one foreground distortion and/or at least one background distortion. For example, the
multiple objective distortions may include four foreground distortions and two background
distortions. The four foreground distortions may include “roughness,” “discontinuity,”
“dullness” and “thinness.” The two background distortions may include ‘“hissing” and
“variability.” Foreground distortions may be distortions of the speech signal due to
degradation of the speech in the speech signal. Background distortions may be distortions
of the speech signal due to noise found in the speech signal. Accordingly, the systems and
methods disclosed herein may utilize both temporal and spectral distortions.

[0095] The electronic device may estimate 408 a foreground quality and a background
quality based on the multiple objective distortions. The foreground distortions may be
received by a computational foreground quality estimator and then the computational
foreground quality estimator may calculate foreground quality of the speech signal using
the methods and procedures described herein. The foreground quality is a metric that
indicates a quality of the modified speech signal corresponding to the foreground
distortions, which may correspond to the S-MOS score of ITU standard P.835. The
background distortions may be received by a computational background quality estimator

and then the computational background quality estimator may calculate background quality
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of the speech signal using the methods and procedures described herein. The background
quality is a metric that indicates a quality of the modified speech signal corresponding to
the background distortions, which may correspond to the N-MOS score of ITU P.835.
[0096] The electronic device may estimate 410 an overall quality based on the
foreground quality and the background quality. For example, the electronic device may
generate a metric that estimates an overall quality of the modified speech signal using the
methods and procedures disclosed herein. This overall quality may be an objective measure
based on the foreground quality and the background quality. This overall quality may also
approximate subjective measures of speech quality. For example, the overall quality may
approximate a Mean Opinion Score (MOS) of subjective listeners. For instance, the overall
quality may approximate subjective measures taken in accordance with International
Telecommunication Union (ITU) standards P.800, and/or P.835 and/or P.806.

[0097] In some configurations, estimating the overall quality may further be based
directly on the multiple objective distortions. For example, the electronic device may
estimate the overall quality based directly on the multiple objective distortions (rather than
only indirectly based on the multiple objective distortions via the foreground quality and
the background quality, for example) in addition to the foreground quality and background
quality. In other words, the overall quality may be based on the foreground quality,
background quality, roughness score, discontinuity score, dullness score, thinness score,
hissing score and variability score. In other words, if the overall quality is based on the
foreground quality, background quality, roughness score, discontinuity score, dullness
score, thinness score, hissing score and variability score, the overall quality may be
contingent upon these different factors.

[0098] The overall quality may be applied in one or more ways. For example, the
overall quality may be utilized to evaluate quality of an encoder, an encoder/decoder (e.g.,
codec) and/or a noise suppressor (e.g., noise suppression algorithm). In some
configurations, the overall quality may be utilized to automatically adjust network and/or
device settings for communication systems (e.g., cellular telephone networks) to improve
voice quality. The overall quality may be utilized to design encoders, encoders/decoders

(e.g., codecs) and/or noise suppressors (e.g., noise suppression algorithms). For example,
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the overall quality may be used to test certain operating parameters to compare decoding,
encoding and noise suppression.

[0099] The systems and methods disclosed herein may provide an objective measure of
overall quality that approximates subjective measures. Some of the benefits of the systems
and methods disclosed herein include cost reduction. For example, overall quality may be
estimated more quickly and without human listeners. Additionally, the overall quality
estimates herein may be repeatable, whereas subjective methods may not provide consistent
results. The overall quality estimates determined in accordance with the systems and
methods disclosed herein may be based on multiple objective distortions (e.g., multiple
dimensions of speech quality), whereas other objective approaches are uni-dimensional.
Accordingly, the overall quality estimates in accordance with the systems and methods
disclosed herein may more accurately approximate subjective measures (e.g., MOS) than
other objective approaches (e.g., the ITU standard P.863 (P.OLQA)).

[00100] Measuring the speech signal quality (as described in connection with Figure 4)
may be performed in accordance with a hierarchical structure. The hierarchical structure
may include a plurality of hierarchical levels, where each hierarchical level depends on any
and each relatively lower hierarchical level. For example, the plurality of hierarchical levels
may include three levels. A first hierarchical level (e.g., a lowest hierarchical level) may
include estimating the multiple objective distortions. A second hierarchical level may
include estimating the foreground quality and the background quality. A third hierarchical
level (e.g., a highest hierarchical level) may include estimating the overall quality.
Accordingly, the second hierarchical level may be based on the first hierarchical level and
the third hierarchical level may be based on the second hierarchical level and (at least
indirectly based on) the first hierarchical level. Thus, the foreground quality and the
background quality are estimated based on the multiple objective distortions and the overall
quality is estimated based on the foreground quality and the background quality.

[00101] Using multiple hierarchical levels in accordance with the systems and methods
disclosed herein may create improvements in the ability to diagnose and resolve problems
with the transmission of the speech signal. For example, if the speech signal quality is
acceptable the overall quality is provided and is a single point of data to verify. However, if

the speech signal quality is not acceptable the speech signal can be further analyzed using
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foreground quality data and background quality data. If the background quality data
indicates the background quality is not acceptable, immediately the four multiple objective
distortions that correspond to the foreground quality are ruled out. The speech signal can
then be further analyzed using the multiple objective distortions that correspond to the
background quality.

[00102] It should be noted that measuring the speech signal quality (and/or one or more
procedures included therein) as provided by the systems and methods disclosed herein may
be predictive in nature. For example, “estimating” an overall quality may include predicting
what a subjective quality measure (e.g., MOS) would be if a subjective listening test were
actually performed. It should also be noted however that listening tests are not necessary in
accordance with the systems and methods disclosed herein. In other words, the systems and
methods disclosed herein may be performed without a subjective listening test to compare
objective results to.

[00103] Figure 5 is a block diagram illustrating one configuration of an electronic device
556 configured for measuring speech signal quality. The electronic device could perform
one or more of the procedures of the method 400 described in connection with Figure 4.
The electronic device 556 includes a computational distortion estimator 526 coupled with
an optional computational foreground quality estimator 540 and an optional computational
background quality estimator 542 and/or a computational overall quality estimator 552.
When hardware is coupled the components are either directly or indirectly connected. For
example, if a first component is coupled to a second component the components could
either have a direct link or intervening components in the link may exist. The electronic
device 556 and/or one or more components thereof may be implemented in hardware (e.g.,
circuitry), software or a combination of both. Examples of the electronic device 556 include
mobile devices (e.g., smartphones, cellular phones, tablet devices, laptop computers, etc.),
servers (e.g., a server included in a network device) and soft-phone devices (e.g. Skype,
FaceTime etc.).

[00104] The electronic device 556 (and/or the computational distortion estimator 526,
for example) may obtain a modified single-channel speech signal 524. In some
implementations and/or scenarios, the electronic device 556 may additionally obtain an

original speech signal 512. In other implementations and/or scenarios, the electronic device
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556 may not obtain an original speech signal 512. This may be accomplished as described
above in connection with Figure 4.

[00105] The computational distortion estimator 526 may estimate multiple objective
distortions based on the modified single-channel speech signal 524 (and/or optionally based
on the original speech signal 512). The distortions are objective because a listener does not
subjectively evaluate the distortion. In some implementations and/or scenarios (e.g., in non-
intrusive approaches), the computational distortion estimator 526 may estimate the multiple
objective distortions without the original speech signal 512. This may be accomplished as
described above in connection with Figure 4. For example, the computational distortion
estimator 526 may estimate roughness 528, discontinuity 530, dullness 532, thinness 534,
hissing 536 and/or variability 538 based on the modified single-channel speech signal 524
and/or the original speech signal 512. The computational distortion estimator 526 may
utilize a computational algorithm to perform the objective distortion estimates. This may be
“objective” because subjective human listener(s) do not determine the distortion estimates.
[00106] In some configurations, one or more of the multiple objective distortions may be
provided to a computational foreground quality estimator 540. This may be accomplished
as described above in connection with Figure 4. For example, the roughness 528,
discontinuity 530, dullness 532 and thinness 534 distortions may be provided to the
computational foreground quality estimator 540. The computational foreground quality
estimator 540 may estimate a foreground quality 550 based on the multiple objective
distortions (e.g., roughness 528, discontinuity 530, dullness 532 and thinness 534
distortions). The foreground quality 550 may be provided to the computational overall
quality estimator 552.

[00107] In some configurations, one or more of the multiple objective distortions may be
provided to a computational background quality estimator 542. This may be accomplished
as described above in connection with Figure 4. For example, the hissing 536 and
variability 538 distortions may be provided to the computational background quality
estimator 542. The computational background quality estimator 542 may estimate a
background quality 548 based on the multiple objective distortions (e.g., hissing 536 and
variability 538 distortions). The background quality 548 may be provided to the

computational overall quality estimator 552.
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[00108] The computational overall quality estimator 552 may estimate an overall quality
554 based on the foreground quality 550 and the background quality 548. This may be
accomplished as described above in connection with Figure 4. For example, the
computational overall quality estimator 552 may estimate an overall quality 554 based on
the foreground quality 550 and the background quality 548. In another example, the
computational overall quality estimator 552 may estimate the overall quality 554 based
directly on the roughness 528, discontinuity 530, dullness 532, thinness 534, hissing 536
and/or variability 538 distortions in addition to the foreground quality 550 and the
background quality 548. It should be noted that the electronic device 556 may measure the
speech signal quality in accordance with a hierarchical structure as described in connection
with Figure 4.

[00109] Figure 6 is a block diagram illustrating one example of a hierarchical structure
600 that may be implemented in accordance with the systems and methods disclosed
herein. The hierarchical structure 600 illustrated in Figure 6 is one example of an intrusive
approach. In some configurations, features may be extracted 656 from the original speech
signal 612 and the modified speech signal 624. For example, the original speech signal 612
and the modified speech 624 signal may be provided to a cochlear modeler that models
human cochlea. The cochlear model modifies the original speech signal 612 and the
modified speech signal 624 to approximate the effects of human cochlea in auditory
processing.

[00110] In this hierarchical structure 600, multiple objective distortions may be
estimated based on the original speech signal 612 (e.g., cochlear modeled original speech
signal) and modified speech signal 624 (e.g., cochlear modeled modified speech signal). In
one example, the distortions may include roughness 628, discontinuity 630, dullness 632,
thinness 634, hissing 636 and/or variability 638 distortions. As described above, the
roughness 628 distortion may correspond to the “rough” and “harsh™ descriptors. The
roughness 628 distortion may be determined by a roughness module 658. The discontinuity
630 distortion may correspond to the “fluttering” and “discontinuous” descriptors. The
discontinuity 630 distortion may be determined by a discontinuity module 660. The
dullness 632 distortion may correspond to the “dull” and “muffled” descriptors. The

dullness 632 distortion may be determined by a dullness module 662. The thinness 634
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distortion may correspond to the “distant” and “thin” descriptors. The thinness 634
distortion may be determined by a thinness module 664. The hissing 636 distortion may
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correspond to the “hissing,” “rushing” and “roaring” descriptors. The hissing 636 distortion
may be determined by a hissing module 666. The variability 638 distortion may correspond
to the “bubbling,” “intermittent” and “variable” descriptors. The variability 638 distortion
may be determined by a variability module 668.

[00111] The roughness 628, discontinuity 630, dullness 632 and thinness 634 distortions
may be categorized as foreground distortions. The hissing 636 and variability 638
distortions may be categorized as background distortions. As described above, a foreground
quality 650 may be optionally estimated based on the roughness 628, discontinuity 630,
dullness 632 and thinness 634 distortions. Furthermore, a background quality 648 may be
optionally estimated based on the hissing 636 and variability 638 distortions.

[00112] As illustrated in the structure, the overall quality 654 may be based directly on
the foreground quality 650 and the background quality 648. Optionally, the overall quality
654 may be based directly on the multiple objective distortions in addition to the
foreground quality 650 and background quality 648.

[00113] The objective scores of individual distortions may be synthesized to two overall
scores: one for foreground quality 650 and the other for background quality 648. For
example, the foreground quality 650 may be denoted signal quality (SIG, SGN) and a
background quality 648 may be denoted as background quality 436 (BGN).

[00114] The foreground quality 650 and background quality 648 scores may be
synthesized to one final overall quality 654 score. The overall quality 654 may be denoted
as overall quality 654 (MOS). Some possible synthesis approaches are given as (but not

limited to): linear regression (e.g.,MOS =by *SIG+b;* BGN +by) or non-linear

regression (e.g., MOS = by * SGN? + b3 # SGN + by * BGN? +b1 * BGN +by).

[00115] The systems and methods disclosed herein may provide three levels of objective
scores for each speech signal under test, which may provide more details on speech quality
distortions, such as high frequency distortions and level of background noise. Additionally,
the systems and methods disclosed herein may make the development of algorithms easier.

For example, developers can focus on certain types of attributes/distortions and therefore
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reduce the range of factors to explore. The systems and methods disclosed herein may also
provide improved accuracy of prediction on overall quality 654. When synthesized from
several individual scores, for example, the prediction of overall quality 654 can be more
accurate than predicting it directly based on single scores.

[00116] The hierarchical structure 600 may be implemented by an electronic device 556,
such as a wireless communication device, also known as a mobile device, mobile station,
subscriber station, client, client station, user equipment (UE), remote station, access
terminal, mobile terminal, terminal, user terminal, subscriber unit, etc. Other examples of
electronic devices 556 include laptops or desktop computers, cellular phones, smart phones,
wireless modems, e-readers, tablet devices, gaming systems, etc. Furthermore, the present
systems and methods may be used on a base station, an electronic device 556 performing
adaptive noise cancellation, etc.

[00117] The overall quality 654 that is determined by the hierarchical structure 600 may
simulate human subjective scores for a given portion of speech. In other words, the
hierarchical structure 600 may determine the overall quality 654 based on trained data
instead of requiring human listeners 140a-c to provide subjective scores in real time. To do
this, the hierarchical structure 600 may use an extraction of features 656 from the modified
speech signal or the original speech signal 612 to separate the different distortions. The
features may be used to determine a prediction score for each of the multiple objective
distortion dimensions.

[00118] Figure 7 is a block diagram illustrating another example of a hierarchical
structure 700 that may be implemented in accordance with the systems and methods
disclosed herein. The hierarchical structure 700 illustrated in Figure 7 is one example of a
non-intrusive approach. The elements described in this example may be similar to
corresponding elements as described in connection with Figure 6. In this example,
however, the features may be extracted and the distortions may be determined based on the
modified speech signal 724 (without the original speech signal 612, for instance).

[00119] In this hierarchical structure 700, multiple objective distortions may be
estimated based on the modified speech signal 724 (e.g., cochlear modeled modified speech
signal). In one example, the distortions may include roughness 728, discontinuity 730,

dullness 732, thinness 734, hissing 736 and/or variability 738 distortions. As described
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above, the roughness 728 distortion may correspond to the “rough” and “harsh” descriptors.
The roughness 728 distortion may be determined by a roughness module 758. The
discontinuity 730 distortion may correspond to the “fluttering” and “discontinuous”
descriptors. The discontinuity 730 distortion may be determined by a discontinuity module
760. The dullness 732 distortion may correspond to the “dull” and “muffled” descriptors.
The dullness 732 distortion may be determined by a dullness module 762. The thinness 734
distortion may correspond to the “distant” and “thin” descriptors. The thinness 734
distortion may be determined by a thinness module 764. The hissing 736 distortion may
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correspond to the “hissing,” “rushing” and “roaring” descriptors. The hissing 736 distortion
may be determined by a hissing module 766. The variability 738 distortion may correspond
to the “bubbling,” “intermittent” and “variable” descriptors. The variability 738 distortion
may be determined by a variability module 768.

[00120] The roughness 728, discontinuity 730, dullness 732 and thinness 734 distortions
may be categorized as foreground distortions. The hissing 736 and variability 738
distortions may be categorized as background distortions. As described above, a foreground
quality 750 may be optionally estimated based on the roughness 728, discontinuity 730,
dullness 732 and thinness 734 distortions. Furthermore, a background quality 748 may be
optionally estimated based on the hissing 736 and variability 738 distortions.

[00121] As illustrated in the structure, the overall quality 754 may be based directly on
the foreground quality 750 and the background quality 748. Optionally, the overall quality
754 may be based directly on the multiple objective distortions in addition to the
foreground quality 750 and background quality 748.

[00122] The objective scores of individual distortions may be synthesized to two overall
scores: one for foreground quality 750 and the other for background quality 748. For
example, the foreground quality 750 may be denoted signal quality (SIG, SGN) and a
background quality 748 may be denoted as background quality 436 (BGN).

[00123] The foreground quality 750 and background quality 748 scores may be
synthesized to one final overall quality 754 score. The overall quality 754 may be denoted
as overall quality 754 (MOS). Some possible synthesis approaches are given as (but not
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regression (e.g., MOS = by * SGN? +b3 *SGN + by * BGN? +b1 * BGN +by).

[00124] The systems and methods disclosed herein may provide three levels of objective
scores for each speech signal under test, which may provide more details on speech quality
distortions, such as high frequency distortions and level of background noise. Additionally,
the systems and methods disclosed herein may make the development of algorithms easier.
For example, developers can focus on certain types of attributes/distortions and therefore
reduce the range of factors to explore. The systems and methods disclosed herein may also
provide improved accuracy of prediction on overall quality 754. When synthesized from
several individual scores, for example, the prediction of overall quality 754 can be more
accurate than predicting it directly based on single scores.

[00125] The hierarchical structure 700 may be implemented by an electronic device 556,
such as a wireless communication device, also known as a mobile device, mobile station,
subscriber station, client, client station, user equipment (UE), remote station, access
terminal, mobile terminal, terminal, user terminal, subscriber unit, etc. Other examples of
electronic devices 556 include laptops or desktop computers, cellular phones, smart phones,
wireless modems, e-readers, tablet devices, gaming systems, etc. Furthermore, the present
systems and methods may be used on a base station, an electronic device 556 performing
adaptive noise cancellation, etc.

[00126] The overall quality 754 that is determined by the hierarchical structure 700 may
simulate human subjective scores for a given portion of speech. In other words, the
hierarchical structure 700 may determine the overall quality 754 based on trained data
instead of requiring human listeners 140a-c to provide subjective scores in real time. To do
this, the hierarchical structure 700 may use an extraction of features 756 from the modified
speech signal or the original speech signal 712 to separate the different distortions. The
features may be used to determine a prediction score for each of the multiple objective
distortion dimensions.

[00127] Figure 8 is a block diagram illustrating a method 800 for prediction of one
single dimension of subjective quality measurement scores based on extracted features

856a and one or more training speech samples 868. A training database 882 may include
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one or more training speech samples 868 from which features are extracted 856a. The
training database 882 may also include corresponding subjective scores 872 for the one or
more training speech samples 868. These may be collected using the subjective human
listener method, i.e., where many human listeners 104a-c are each asked to listen to the one
or more training speech samples 868 and then asked to rate the one or more training speech
samples 868 in one or more categories. In one configuration, the training database 882 may
include scores for the one or more training speech samples 868 in each of the distortion
dimensions illustrated in Figure 5, i.e., roughness 528, discontinuity 530, dullness 532,
thinness 534, hissing 536 and variability 538. Furthermore, the training database 882 may
have one or more training speech samples 868 for many different conditions (e.g., different
codecs, different network technologies, different modulation schemes, etc.) along with
corresponding subjective scores 872.

[00128] Estimate weights 870 may then be estimated based on the extracted features
856a from the one or more training speech samples 868 and the corresponding subjective
scores 872. In other words, estimate weights 870 may be determined that would cause the
extracted features 856a from the one or more training speech samples 868 to produce the
estimate weights 870 that correspond to the one or more training speech samples 868. This
training may be performed offline before the computational overall quality estimator 540
(as illustrated in Figure 5, for example) determines an overall quality 554 for a portion of
the original speech signal 512.

[00129] The weights for features 874 may then be applied to extracted features 856b
from one or more testing speech samples 876 (i.e., original speech 512 or degraded speech
for which an overall quality 554 is desired), e.g., using a linear regression 878 algorithm.
The one or more testing speech samples 8§76 may be located in a testing database 884. In
one configuration, a set of weights for features 874 may be determined from training data
for each of the distortion dimensions, i.e., roughness 528, discontinuity 530, dullness 532,
thinness 534, hissing 536 and variability 538. Therefore, a prediction of subjective scores
880 for a particular dimension may be determined by applying the weights for features 874
for a particular distortion dimension to the extracted features 856b of the testing speech

samples 876.
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[00130] Figure 9 is a block diagram illustrating multiple parts of an example
corresponding to Figures 9A-9C. The weights 996 (denoted as the vector b in Figure 9C)
may be determined during a training period (e.g., offline before the overall quality 554 is
determined). The weights 996 may be applied to speech features 992a-n shown in Figure
9B (intrusive or non-intrusive) during runtime to determine an overall quality 554 of the
speech. Specifically, a set of weights 996, b, may be determined for each distortion
dimension.
[00131] A training database 882 may include training speech samples 868 for N
conditions 988a-n as shown in Figure 9A, each condition 988a-n corresponding to a
different set of circumstances under which the speech was received, e.g., different codecs,
different network technologies, different modulation schemes, etc. The training database
882 may also include a subjective score 986a-n for each distortion dimension for each of
the N conditions. In other words, for each condition, the training database may have 6
subjective scores 872, one for each distortion dimension. Collectively, the subjective scores
for all N conditions for a particular distortion dimension (roughness in Figure 9C) may be
referred to as S.
[00132] Each feature vector in the feature matrix 994 (e.g., each column in the FM) may
be determined for a particular condition 988a-n, i.e., using intrusive or non-intrusive feature
extraction via analysis serials of selected sections of cochlear model output 990a-n. The
feature vectors are placed in the feature matrix 994, FM. Therefore, if N conditions 988a-n
are used, the feature vector may have N columns. Specifically, FM 994 is a 54xN matrix in
this example, although the specific sizes of data may vary.
[00133] Weights 996 may then be estimated based on the feature matrix 994, FM, and
the known subjective scores 986a-n, S. In other words, weights 996, b, may be determined
that would cause the feature matrix 986, FM, to produce the subjective scores 986a-n, S,
that correspond to the N conditions 988a-n. Therefore, the weights 996 as shown in Figure
9C, b, are calculated to satisfy Equation (1):

FM*b=$ (1
[00134] where FM is the feature matrix 994 determined for N conditions 988a-n of

training speech, b is the desired weights 996 for a particular distortion dimension and S is
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the subjective score 986a-n vector for the particular distortion dimension. Therefore, the

weights 996 may be calculated according to Equation (2):

b= FM 1% S 2)

[00135] where FM_1 is the inverse feature matrix 994. A weight set 996, b, may be

determined for each distortion dimension and saved for future prediction of prediction
scores for each distortion dimension, i.e., roughness 528, discontinuity 530, dullness 532,
thinness 534, hissing 536 and variability 538. It should be noted that Equation (2) is the
theoretical solution. In practice, there may be other ways to find the “b” that make FM*b
match S best, e.g., multiple linear regression.

[00136] Even though this training may be performed offline before the computational
overall quality estimator 552 (as illustrated in Figure 5, for example) determines an overall
quality 554 for a portion of the original speech signal 512, the weights 996 may then be
applied to features extracted from testing speech samples 876 for which an overall quality
554 is desired.

[00137] Figure 10 is a flow diagram illustrating one example of a hierarchical structure
1000 that may be implemented for measuring speech signal quality. The hierarchical
structure 1000 may be performed by an electronic device 556. The electronic device 556
may perform 1002 a first hierarchical structure level by estimating multiple objective
distortions of a modified speech signal 524 or based on an original speech signal 512. For
example, an objective distortion may be one or more metrics that represent distortions in
the modified speech signal 524. The multiple objective distortions may represent an
independent dimension of speech quality. For example, the multiple objective speech
distortions may be roughness 528, discontinuity 530, dullness 532, thinness 534, hissing
536, and variability 538.

[00138] The electronic device 556 may then perform 1004 a second hierarchical
structure level by estimating foreground quality 550 and background quality 548. The
foreground quality 550 and back ground quality 548 may be based on the multiple objective
distortions estimated in the first hierarchical structure level. In other words, the second

hierarchical structure level may not be performed before the first hierarchical structure
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level. The foreground quality 550 may be estimated by a foreground quality estimator 540
and the background quality 548 may be estimated by a background quality estimator 542.
[00139] The foreground quality 550 could be based on one or more of the objective
distortions. For example, roughness 528, discontinuity 530, dullness 532 and thinness 534
may be foreground objective distortions. The foreground quality 550 may be determined
using only dullness 532 and thinness 534 or any other possible combination of the
foreground objective distortions. The background quality 548 could be based on one or
more of the objective distortions. The background objective distortions may be hissing 536
and variability 538. The background quality 548 may be found using both hissing 536 and
variability 538 or just hissing 536 or variability 538. The systems and methods disclosed
herein may use any combination of the objective distortions. The objective distortions may
include more than just roughness 528, discontinuity 530, dullness 532, thinness 534, hissing
536 or variability 538.

[00140] The electronic device 556 may then perform 1006 a third hierarchical structure
level by estimating the overall quality 554 of the speech signal. The overall quality 554 of
the speech signal may be based on the foreground quality 550, background quality 548 and
optionally directly on the multiple objective distortions. In other words, the third
hierarchical structure level may not be performed before the first hierarchical structure level
or the second hierarchical structure level. The objective distortions may indirectly be used
through the foreground quality 550 and background quality 548 to determine the overall
quality 554. Additionally, the objective distortions may directly be used to determine the
overall quality 554 in addition to the foreground quality 550 and background quality 548.
The overall quality 554 may approximate subjective measures of speech quality.

[00141] Figure 11 is a block diagram illustrating one configuration of a network device
1101 and two electronic devices 1156a-b configured for measuring speech signal quality.
The network device 1101 may include a speech evaluator 1198b, an adaptation module
1103b, and a feedback module 1105b. The network device 1101 may be a wireless router, a
server, a base station, a cell phone tower or a computer system. The speech evaluator 1198b
may be used to perform the methods disclosed herein. The speech evaluator 1198b may
include a computational distortion estimator 526, computational foreground quality

estimator 540, a computational background quality estimator 542 and a computational
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overall quality estimator 552. The network device 1101 may obtain one or more speech
signals 1107a-b from one or more electronic devices 1156a-b. The speech signals 1107a-b
may be a modified speech signal 524, an original speech 512 signal or both a modified
speech signal 524 and an original speech signal 512. The network device 1101 may use the
speech evaluator 1198b to determine multiple objective distortions found in the speech
signals 1107a-b. The multiple objective distortions may be used to determine foreground
quality 550 and background quality 548 of the speech signals 1107a-b. Then an overall
quality 554 of the speech signals 1107a-b may be determined using the foreground quality
550 and background quality 548.

[00142] Depending on the overall quality 554 of the speech signals 1107a-b, the network
device 1101 may determine that changes need to be made to a processing structure. The
changes may be made by the adaptation module 1103b. For example, the adaptation
module 1103b may be able to modify the encoding, decoding or transcoding done by the
network device 1101. The adaptation module 1103b may also be able to change bandwidth
allocated for the speech signals 1107a-b or change a bit rate of the network device 1101.
For another example, an electronic device 1156a-b may send a speech signal 1107a-b to the
network device 1101. The network device 1101 may send the same speech signal 1107a-b
to another electronic device 1156a-b, after which the speech evaluator 1198b may
determine the overall quality 554 of the speech signal 1107a-b when the network device
1101 received the speech signal 1107a-b, and the speech signal 1107a-b when the network
device 1101 sent it to the other electronic device 1156a-b. If the overall quality 554 of the
sent speech signal 1107a-b is too low the network device 1101 may use the speech
evaluator 1198b to determine the encoding performed by the network device 1101 that may
have caused the degradation. The network device 1101 may then use the adaptation module
1103b to change the encoding method to one that performs better with the speech signal
1107a-b. The adaptation module 1103b may be able to make just these changes in this
example, but the specific changes the adaptation module 1103b may make may vary in
other configurations.

[00143] The network device 1101 may make changes while the network device 1101 is
connected to the one or more electronic devices 1156a-b. The network device 1101 may

also determine that more extensive changes may need to be made, and may make these
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changes offline while no electronic device 1156a-b is connected to the network device
1101. The network device 1101 may also store the score of the overall quality 554 of the
speech signals 1107a-b in the feedback module 1105b. When maintenance and upkeep is
being done to the network device 1101 the feedback module 1105b may provide the score
of the overall quality 554 of the speech signals 1107a-b. Using the stored score of the
overall quality 554, certain changes may be made to hardware during the maintenance and
upkeep. For example, if the overall quality 554 of the speech signals 1107a-b is consistently
determined to be too low at a cell phone tower, the cell phone tower’s hardware may be
updated or replaced with newer hardware.

[00144] The feedback module 1105b may also provide feedback to the one or more
electronic devices 1156a-b that are connected to the network device 1101. The feedback
may include the score of the overall quality 554 for the speech signals 1107a-b when the
network device 1101 received them and may also include the score of the overall quality
554 for the speech signals 1107a-b when the network device 1101 sent them to another
electronic device 1156a-b. The feedback may indicate that the network device 1101 may
not be the cause of speech signal degradation of the speech signals 1107a-b. The feedback
provided to the one or more electronic devices 1156a-b may also show that the overall
quality 554 of the speech signal when originally transmitted from the electronic devices
1156a-b was low, possibly indicating the network device 1101 may not be the cause of the
signal degradation. The feedback may indicate ways the electronic devices 1156a-b can
improve the overall quality 554 of the transmitted speech signals 1107a-b. For example, the
feedback may indicate the compression of the speech signals 1107a-b performed by the
electronic devices 1156a-b is not functioning properly.

[00145] The electronic device 1156a may include a speech evaluator 1198a, an
adaptation module 1103a and a feedback module 1105a. The speech evaluator 1198a may
be used to perform the methods disclosed herein. The electronic device 1156a may obtain
or transmit a speech signal 1107a to the network device 1101. The speech signal 1107a may
be a modified speech signal 524, an original speech signal 512 or both a modified speech
signal 524 and an original speech signal 512. The electronic device 1156a may use the
speech evaluator 1198a to determine the multiple objective distortions and overall quality

554 of the speech signal 1107a. The adaptation module 1103a may change the performance
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of the electronic device 1156a based on the overall quality 554 of the speech signal 1107a.
The feedback module 1105a may provide carrier feedback to the network device 1101
about the overall quality 554 and the types of processing being performed by the electronic
device 1156a. Accordingly, the systems and methods disclosed herein may provide
measures of objective quality (and related diagnostics of speech quality impairments) in
smart-phones and/or other devices (such that the user and/or network provider might be
able to get a 'metric’ of quality of their voice conversations, for example). Similar to the
above, these metrics of quality may also be included in soft-phones applications such as
Skype, etc.

[00146] Figure 12 is a block diagram illustrating one configuration of an electronic
device 1256 configured for measuring speech signal quality. The electronic device 1256
may be a computer system, a gaming system, a server or a mobile device. The electronic
device 1256 may also be one or more electronic devices 1256 working together. Le.
Bluetooth headphones, noise cancelling headphones, mobile device or speakers.

[00147] The electronic device 1256 may include a speech evaluator 1298, an adaptation
module 1203 and a display 1205. The speech evaluator 1298 may include a computational
distortion estimator 526, computational foreground quality estimator 540, computational
background quality estimator 542 and a computational overall quality estimator 552. The
speech evaluator 1298 may be used to determine multiple objective distortions, foreground
quality 550, background quality 548 and overall quality 554 of one or more speech signals
the electronic device 1256 is sending and receiving. For example, the electronic device
1256 may be a mobile device that is receiving a speech signal that originated from a
different wireless communication service provider. The speech evaluator 1298 may
determine the overall quality 554 of the speech signal when received by the electronic
device 1256. The speech evaluator 1298 may then send feedback to a network device 1101
to compare the overall quality 554 of the speech signal received by the mobile device and
the overall quality 554 of the speech signal when the speech signal was first received by the
network device 1101 within a network of the wireless communication service provider.
[00148] The electronic device 1256 may also be able to adapt its performance and
processing parameters using the adaptation module 1203. The adaptation module 1203 may

be able to modify the encoding, decoding or transcoding done by the electronic device
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1256. The adaptation module 1203 may also be able to change bandwidth allocated for the
one or more speech signals or change a bit rate of the electronic device 1256. For example,
the overall quality 554 of the speech signal may be too low and the adaptation module 1203
may determine the electronic device 1256 should increase the antenna power. Increasing
the antenna power may improve a connection between a cell tower and the electronic
device 1256. The speech evaluator 1298 may determine the new score of the overall quality
554 is acceptable and the adaptation module 1203 may instruct the electronic device 1256
to continue with the increased antenna power. For another example, the electronic device
1256 may be a set of noise cancelling headphones. The noise cancelling headphones may
perform active noise cancellation, where the headphones determine what noise is being
suppressed and what noise is allowed using the multiple objective distortions. If one or
more of the distortions are degrading the speech signal, the noise cancelling headphones
may use the active noise suppression located within the adaptation module 1203 to adapt
the noises that are being cancelled and what noises are allowed.

[00149] The electronic device 1256 may use the display 1205 to show the score of the
overall quality 554 at the electronic device 1256. The display 1205 may show the multiple
objective distortion scores, the foreground quality 550, background quality 548 or the
overall quality 554 of the speech signal. This information may be used by the operator of
the electronic device 1256 or during maintenance to make modifications or upgrades to the
electronic device’s 1256 hardware or processing parameters. The information provided on
the display 1205 may also be used to show the overall quality 554 of the speech signal
when it was received by a network device 1101. This information may allow the operator of
the electronic device 1256 to know if degradation of the speech signal is occurring on the
electronic device 1256 or if it is occurring on the network device 1101 or that the speech
signal was already degraded when it was received by the network device 1101.

[00150] Figure 13 is a flow diagram illustrating a method 1300 implemented by an
electronic device 1256 for measuring speech signal quality. The method 1300 may be
performed by an electronic device 1256 (e.g. the electronic device described in connection
with Figure 11 and Figure 12). Examples of the electronic device 1256 include mobile
devices (e.g., smartphones, cellular phones, tablet devices, laptop computers, etc.), desktop

computers, Personal Digital Assistants (PDA), appliances, televisions, gaming systems and
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servers (e.g., a server included in a network device). The electronic device 1256 may obtain
1302 a speech signal. The speech signal may be a modified speech signal 524, an original
speech signal 512 or both a modified speech signal 524 and an original speech signal 512.
The electronic device 1256 may use a speech evaluator 1298 to determine 1304 multiple
objective distortions based on the speech signal. I.e. roughness 528, discontinuity 530,
dullness 532, thinness 534, hissing 536 and variability 538.

[00151] The electronic device 1256 may then optionally send 1306 carrier feedback to a
network device 1101. The carrier feedback may include the multiple objective distortions
analysis or may be just the multiple objective distortion scores. The carrier feedback may
be used to improve the quality of the speech signal by either adapting processes on the
electronic device 1256, the network device 1101 or both the electronic device 1256 and the
network device 1101.

[00152] Figure 14 is a flow diagram illustrating a method 1400 implemented by a
network device 1101 for measuring speech signal quality. The method may be performed
by a network device 1101 (e.g. the network device described in connection with Figure 11).
Examples of the network device 1101 include desktop computers, servers and cell towers.
The network device 1101 may obtain 1402 a speech signal. The speech signal may be a
modified speech signal 524, an original speech 512 signal or both a modified speech signal
524 and an original speech signal 512. The network device 1101 may use a speech
evaluator 1198b to determine 1404 multiple objective distortions based on the speech
signal. L.e. roughness 528, discontinuity 530, dullness 532, thinness 534, hissing 536 and
variability 538.

[00153] The network device 1101 may then optionally determine 1406 to adapt one or
more aspects of speech signal processing based on the multiple objective distortions. For
example, the network device 1101 may determine that the decoding being performed by the
network device 1101 when the speech signal is first obtained is not adequate. The network
device 1101 may then optionally provide 1408 feedback to an electronic device 1156a-b
that is connected to the network device 1101. The feedback may indicate the adaptations
the network device 1101 is making in order to improve one or more of the multiple

objective distortions. The electronic device 1156a-b may then make adaptations
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accordingly to allow communication to continue between the network device 1101 and the
electronic device 1156a-b.

[00154] Figure 15 is a block diagram illustrating one configuration of an electronic
device 1507 for feature extraction. The electronic device 1507 may include a feature
extraction module 1529. The electronic device 1507 and/or one or more components
thereof may be implemented in hardware (e.g., circuitry) or a combination of hardware and
software. Additionally or alternatively, the term “module” may indicate that a component is
implemented in hardware (e.g., circuitry) or a combination of hardware and software. For
example, the feature extraction module 1529 may be implemented in hardware (e.g.,
circuitry) or in a combination of hardware and software (e.g., a processor with executable
instructions). Lines or arrows depicted in one or more of the Figures may represent
couplings between components and/or modules. A “coupling” may be direct or indirect. For
example, one module may be coupled to another module directly (without any intervening
component) or indirectly (with one or more intervening components).

[00155] Examples of the electronic device 1507 include mobile devices (e.g.,
smartphones, cellular phones, tablet devices, laptop computers, etc.), computers (e.g.,
desktop computers), network devices (e.g., base stations, routers, switches, gateways,
servers, etc.), televisions, automobile electronics (e.g., electronic devices integrated into the
console of an automobile), gaming systems, electronic appliances, etc. In some
configurations, the electronic device 1507 may include one or more of the components of
and/or perform one or more of the functions of the electronic device 556 described in
connection with Figure 5.

[00156] The feature extraction module 1529 may determine one or more features 1527
based on a modified speech signal 1511. In some configurations, determining the one or
more features 1527 may be based on both a modified speech signal 1511 and an original
speech signal 1509.

[00157] The electronic device 1507 may optionally obtain the original speech signal
1509. For example, the electronic device 1507 may capture a speech signal with a
microphone or may receive the speech signal from another device (e.g., storage device,
computer, phone, headset, etc.). The original speech signal 1509 may be a raw or

unprocessed signal. For example, the original speech signal 1509 may be an electronically
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sampled version of a speech signal that has not been modified (e.g., degraded, distorted,
encoded, compressed, decoded, processed, etc.). Approaches where the original speech
signal 1509 is obtained may be referred to as intrusive approaches or methods. For
example, intrusive approaches may include an explicit subtraction between the original
speech signal 1509 and the modified speech signal 1511 (e.g., a speech signal that has been
processed, degraded, distorted, enhanced, etc.). In other approaches, the original speech
signal 1509 may not be obtained. These approaches may be referred to as non-intrusive
approaches or methods. In non-intrusive approaches, for example, the original speech
signal 1509 may not be available (e.g., there may not be an explicit subtraction between the
modified speech signal 1511 and the original speech signal 1509). For instance, the systems
and methods disclosed herein may be utilized without obtaining the original speech signal
1509 in some implementations and/or scenarios.

[00158] Intrusive and/or non-intrusive approaches may be utilized to objectively
measure speech qualities (e.g., distortion-dimensions). Features may be extracted as
described herein for voiced and/or silence parts of speech depending on the given
application. For example, the two sets of features may be in the perceptual domain and
therefore may be naturally suitable for speech quality measurement. It should be noted that
not all features may be necessary for application of the systems and methods disclosed
herein. Simple synthesis processes may be utilized for training and prediction and/or
complicated processes may be utilized for improvement. The numerous features described
take into account a wide range of speech distortions. A mapping model may be utilized to
map extracted features to certain type distortion scores. One simple approach is using linear
regression, as described herein. Higher order regressions or more complicated models, such
as neural networks may be employed to map extracted features to prediction scores as well.
For a given application, a training process may be utilized to set up proper parameters
and/or weighting for the mapping model. For example, optimized weighting may be
achieved, which produces predictions with least error against subjective scores. The trained
model can then be applied directly to distorted signals (not in the training pool, for
example). For example, the trained mapping model may be fed with features extracted from

speech to be tested to achieve prediction of speech quality scores.
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[00159] The electronic device 1507 may obtain the modified speech signal 1511. In
some configurations, the electronic device 1507 may process the original speech signal
1509 to obtain the modified speech signal 1511. For example, the electronic device 1507
may encode the original speech signal 1509 (and/or decode the resulting encoded speech
signal, for example) to obtain the modified speech signal 1511. Additionally or
alternatively, the electronic device 1507 may enhance the original speech signal 1509 to
obtain the modified speech signal 1511. For example, the electronic device 1507 may
perform noise suppression on a noise-injected version of the original speech signal 1509. A
“single-channel” speech signal may represent the speech signal as a single sample (of the
pressure, for example) at any one time instant. For example, a single-channel speech signal
may not contain multiple signals that provide spatially distinguishing information. In some
configurations, for example, the modified speech signal 1511 may be based on an original
speech signal 1509 that was captured with a single microphone.

[00160] In some configurations, the electronic device 1507 may obtain the modified
speech signal 1511 from another device (e.g., storage device, computer, phone, headset,
encoder, etc.). For example, the electronic device 1507 may receive the modified speech
signal 1511 from a networked electronic device.

[00161] The modified speech signal 1511 may be based on the original speech signal
1509. For example, the modified speech signal 1511 may be a distorted version of the
original speech signal 1509. Enhancing, encoding, decoding, transcoding, transmitting,
receiving and/or error-correcting the original speech signal 1509 may distort the original
speech signal 1509 such that one or more characteristics of the modified speech signal 1511
are different from those of the original speech signal 1509.

[00162] In some configurations, the modified speech signal 1511 and/or the original
speech signal 1509 may be split into time periods (e.g., “frames”). For example, each
period of the modified speech signal 1511 may include a number of samples over time. The
time periods or frames may be uniform in length or may be of differing lengths.

[00163] The feature extraction module 1529 may obtain the modified speech signal
1511. Optionally, the feature extraction module 1529 may additionally obtain the original
speech signal 1509. The feature extraction module 1529 may include a physiological

cochlear model 1513, a section analysis module 1517, a vector extraction module 1521
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and/or a feature determination module 1525. In some configurations, the feature extraction
module 1529 may be included in the computational distortion estimator 526 described in
connection with Figure 5. In other configurations, the feature extraction module 1529 may
be separate from or include the computational distortion estimator 526. In some
configurations, the feature extraction module 1529 may be an example of the feature
extraction module 656 described in connection with Figure 6 and/or may be an example of
the feature extraction module 756 described in connection with Figure 7.

[00164] The electronic device 1507 (e.g., feature extraction module 1529) may process
speech (e.g., the modified speech signal 1511 and/or the original speech signal 1509) using
one or more physiological cochlear models 1513. A physiological cochlear model 1513
may model the response of one or more physical components of a cochlea. For example,
the physiological cochlear model 1513 may model inner hair cells (IHC), cochlear length
and/or fluid mechanics of the cochlea. Processing speech (e.g., the modified speech signal
1511) using the physiological cochlear model 1513 may more accurately approximate the
processing performed by the human auditory system (in comparison with a functional
model, for example). This may help to more accurately estimate speech signal quality as
perceived by a human listener. For example, processing the modified speech signal 1511
using a physiological model may provide inner-hair cell data. This is different from, for
example, basilar membrane data that is approximated using a functional model.

[00165] In some configurations, the physiological cochlear model may be implemented
in accordance with one or of the following equations and descriptions. The Green’s

function integral equation guarantees that the integral over the Basilar Membrane (BM)
velocity is equal to the stapes particle velocity ug times the scala height H (the normal

velocity is zero on the upper wall). Solving the Green’s Function integral equation is the
starting point of the systems and methods disclosed herein. The Green’s function integral

equation is given by:

Pl y)=[.  Gleylx,yW,(x',ydxdy 3)

where ¢ is the velocity of potential and V,, is the normal component of the scala velocity

defined with + into the box.
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[00166] The following list of variables may be used in the equations disclosed

herein:

p(x, 1); 2p(x, t)

X

Kp(x)
Rp(x)
mp
Vohe
T (Vohc)
xL
yH
X(t)
Xz(f)
1
&x, 1), &'(x, 1), &'(x, 1)
G0x, 0, 50, 0, 5%, 0
f(x, t)
us(t), u” s(t)

(n+1,n,n—1)

Pressure re helicotrema; pressure across BM
Position variable along the BM, measured from the
stapes

frequency (Hz)

radian frequency = 2naf

density of water

viscosity of water

BM partition stiffness parameter

BM partition resistance

BM partition mass

OHC Voltage

BM Tension

Length of the BM

Height of a cochlear scala

cochlear map function (BM place vs. frequency)
second cochlear map function

J-1

BM particle displacement, velocity, acceleration
Cilia displacement, velocity, acceleration

TM force

Stapes particle velocity and acceleration

Discrete time (future, present, past)

* Spatial convolution
L(t) “Instantaneous” loudness
Im, Ip Intensity of masker and probe
[00167] The basic cochlear equation is given by:

2PF (x)* & (xp 2, (x,0)xE(x) = 21 (1| x1=L)) “4)
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where p is the density of water, &(x) is the BM particle acceleration, * is spatial
convolution and #, is Stapes particle acceleration. This equation is similar to an equation

created by Allen and Sondhi, but modified to include the Tectorial Membrane (TM) force.

The tectorial membrane force is defined by:

S0 = gz (xnx&(x0) )
[00168] Where cf(x, t)is the BM particle velocity.
[00169] Integration of equation (4) allows one to find the BM displacement§(x, t) ,

given the stapes acceleration . However there is a serious problem when proceeding with
this rigorous approach, since the final equations are not easily solved.
[00170] In Allen and Sondhi’s equation impedance Z; was absent (i.e., infinite). The

addition of the TM impedance in the present formulation leads to a forth order time term
d* ¢
dr*

classically known as a stiff differential equation, which has singular properties.

in equation (3), having a small leading coefficient. Such an equation is

[00171] The way to establish the order of the transfer function between p and § (i.e.,
Zy(t) ) is by the use of Laplace transforms. The approximate partition impedance Zg) is
obtained by ignoring the cilia impedance Z.(x, f). The superscript (1) indicates the
modified (i.e. approximate) Z.. Writing out the full partition impedance in terms of the

trans BM pressure -2P(x,s) over the BM displacement Z(x,s), gives sZp(x,s):

2 2
-2 f(s) = [mbs2 +Rps+Kpl+ g2 (s + rC;+ K dlms™ +ris k) (6)
E(s) (m.+mg)s” +(r. +1)s+(k, +k;)
[00172] The conclusion from this is that removing the cilia impedance only accounts

from a five percent change in the BM impedance. Thus while it raises the order of the
equation from two to four, the equation is inherently acting as a second order in time
equation. This leads to very bad numerical properties, which must be attended to in the

formulation of the equation.
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[00173] The parallel of the TM and cilia impedance zy(x,t) must be approximated at this

point to process. After dropping the relative large (i.e. stiff) impedance z >>z; from

equation (4), the solution for the final equation may be obtained.
2P (x) * &y 20 (D€ + 82 (1) 2, (x.Nxé () =21, () x1 L)), D)
In equation (7), the approximation of Zi. = ZllZ. =Z; which follows from the observation

that Z.>>7;.

[00174] The kernel function F(x) operates on the BM acceleration. There is also a
component of the BM impedance that is proportional to the BM acceleration. These two
acceleration terms must be grouped as on before equation may be solved. When the
impedance is of the second order form, we shall see that this regrouping is easily done.
How to proceed in the general case is less obvious, and therefore it was necessary to make
an approximation to the BM impedance function leading to equation (7), which is second
order thereby exposing the acceleration term in the impedance.

[00175] Impedance functions are minimum phase, and every minimum phase function
say M(s), may be written in the form:

1-R(s) (8)

M =m0 k)

t
where mOEIm(t)dt l;_0, and where R(s) is the reflectance corresponding to M(s)/mg
0

found by solving the above equation for R(s). By writing the impedance (i.e., M) in this
form, and expressing it in the time domain, it is possible to form a recursive time domain
convolutional equation for m(t), which along with the Green’s Function equation (3),
defines the cochlear response. This seemingly complicated approach is necessary, since the
final cochlear equation must account for the acceleration component in the impedance
when inverting the kernel function F.
[00176] An augmented kernel is defined by:
00 =3 my (B9 + 28 () ®

2
where mp =mg + ¢ m; and
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o (10)
(BN (D= Y82k -x)
k=—oo

[00177] The mass term is rewritten as a convolution in space with the BM acceleration &

. This allows the mass term and the kernel to be grouped. This representation depends on

the convolution relation:

. m, . (11
M (.0 == () () *E ()

This equation is easily verified.

[00178] The augmented kernel may be defined in order to include the impedance mass
term mé to the kernel since both operate on the BM acceleration & . This augmentation
requires spreading the mass out at 2 delta functions at the two singular points, each with
half of the total mass, following the real odd-harmonic symmetry.

[00179] In terms of the augmented kernel the BM equation of motion becomes:

Q) *E+(Rop + 8 mE+ (Ko +8°k)E = 2((1x1-L) . pi (12
this is solved by inverting Q(x), which gives:
E=-07 Ry + P r)é+ (Ko + g k)E-2((x -y pig, 1Y)

[00180] Once the BM displacement is found by integration of equation (13), the cilia

displacement may be compute by solving for the cilia displacement O(x,s) <> 8(x,1),
given the BM displacement Z(x,s) <> £(x,1), as described by the BM to cilia displacement

transfer function:

O(x,s) _ Z,(x,s) (14)
—=gk)
E(x,8) Z/(xl,$)+Z.(x,s)
Or in the time domain:
[z, (x,0)+ 2. (x,D]x0(x,1) = g (x)z; (x,0) x&(x, 1) (15)

[00181] We repeat for clarity, that while z; was ignored when solving for the BM
displacement ¢ in equation (13), it is not necessary, nor proper, to ignore it in this

equation. In the case of equation (13) it is a small term, which is justified to ignore. In the

cilia equation, it is large and a critically important impedance.
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[00182] The finite difference discrete-time cochlear equation, is:

#lene =260 +Snl (Ro + 2% &, - n1) (1o
T

T2
(Ix (un un—l)
T

(Ko + 8%k)E, =

[00183] When doing numerical spatial convolutions by Fourier transform the element of
length dx is defined as A= L/ K , where integer K is a power of two and L is the length of
the cochlea. Thus the basilar membrane coordinate x=0...L is:

X, =kA, k=0..K (17)

[00184] The formula for “odd-harmonic” circular convolution over length 4L, namely
4L , , 18
(), £, = 0 )= (1o

[00185] For the discrete case between kernel function sample values Qy and test function
sample value &, where k represents the spatial index (the time index n is suppressed for

this example), is given by:

4K-1 (19)
A Oy
K'=0

[00186] For band limited functions, sample values are simple values of the function

evaluated at the sample times, namely &, = &(x; ). When k=0 (i.e. x = 0) the kernel sample

value Fy is infinite. Fortunately this log singularity is integrable. Thus we define the sample

value at zero by integrating over the logarithmic singularity, divided by A.

L a2 log(l - eﬂM/ H jdx @0

0= A2 Ao

2H Arm’-A2
[00187] The integral may be done by expanding the exponent in a Taylor series, and

then integrating the lowest order term, giving:

Fy =L—l{log££j—l} @D
2H & 2H

[00188] In a similar way, the sample values of the two singular mass terms in the

augmented kernel must be defined similarly as:

m , &(x)dx =—

A2 my (22)
I A2 P A

Meff =
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[00189] From the definitions we find:
m (23)
QO :_P+p_L_2_p ln(ﬂ.—Aj_l
2A H =« 2H
[00190] While for1 <k <K-1:
PL(. k) 2p _kn\H 24)
=—|1-—|—-——Inll -
U=n ( Kj T ( ¢ )

[00191] Because of odd-harmonic symmetry Qg = Q. = -Qog.k. Finally, the inverse

kernel Q_1 is computed as:
o' =r'[yro] )

where F is an FFT of length 4L..

[00192] Since the conservation of fluid volume must hold, the volume integral along the

BM must equal the stapes volume velocity Hii . This important numerically control may be
tested in the final program by setting the stapes input to zero (i.e.uy; =0), and setting the

volume velocity at t=0 to one at x=I./2, and the propagating this initial condition. For this

test the volume velocity of the BM must remain one until the pulse reaches x=L.

[00193]  Solving equation (16) for &, gives:

bt = 26n =&y ~T°Q7 b, (26)
where:
bn = (RO + g2rt Xén - én—l ) n (KO +g 2kt )’fn _ 2((Ix| — L))L(u” —u,_ ),0 (27)

T T
[00194] Equations (26) and (27) are the final numerical solution of the cochlea response

and represent the cochlear recursive equation (feedback loop between the BM and the
fluid).
[00195] The cilia displacement may finally be calculated from equation (13) which is:

(m, +m ) +(r. +1,)0+ (k. +k, )0 = g[mtf +ré+ ktf] (28)
[00196] Or in discrete time form:
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W(an +26, | +6, )+

g{gﬁ%)(fn'*2éh—1*‘5n—2)4'gﬁl(§n—1"fn—2)+(k&)§n—1}
T T
[00197]  Solving equation (29) for X,:

(rc;rt)(g

n—1"

0n—2 )+ (kc + kt )Hn—l =

(r +r) ) (k +k)
6,=20,_-6, ,-T—~—~—12(6, -6, ,)-T"—<~—""¢6
n n—1 n—2 (mc+mt)( n—1 n 2) (mc+mt) n—1
m 7 k
L|:(§n + 2§n—1 +‘fn—2)+T_t(§n—l _én—2)+T2_t§n—1:|
(mc+mt) my my

[00198] Rearranged in common terms:

Oy =—a1by—1 —a260, + b[é:n +b1Sp1 + b2§n—2]
which defines the coefficients a =[ay,aylandb =[b,b;,b,] by inspection:

a =247

8gny Afp

b= X
(mc + mt) HWbm

Note that coefficient vector b is unrelated to b, defined by equation (27).

[00199] The last step is best taken with root transformation from the s place to the z
plane, based on the impulse invariance transformation, as described Rabiner and Gold. This
transformation is based on an invariance of the digital and analog sample value. IN other

words, &, =&(nT)determines the mapping between s to Z domains. These impulse

invariant coefficients are more accurate, and extend the digital solution to higher

frequencies (i.e. much closer to the maximum frequency, one half the Nyquist sampling

rates).

[00200] A second order digital resonator is commonly defined in terms of poles sp and

zeros sy in the analog s plane, by the impulse invariant conical form:

(29)

(30)

€1y

(32)

(33)

(34)

(35)

(36)
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[00201] This system has a pair of complex conjugate pole and zero radian frequencies
determined by sp=0p+iwp and s,-0;*iw,, and with damping parameters defined by

Rp:erT and RZ:eGZT. The Nyquist frequency is related to the sample period T by

f Nyquistzl/ T.
6, +2R, cos(pr)en_l + Rlzjen_z =

) (37)
Holé, + 2R, cosl@. TV, + R2E, ]

[00202] These two sets of coefficients a, b are best defined via the auxiliary parameters

defined in the analog domain:

oy =—0.5(r, +1,)/(m, +m,) (38)
o, =—0.5r,/m, (39)
w, = Je +k, )/ (e +my) (40)
w, :\/kt/mt (41)
g =1 42)
[00203] Leading to the digital resonator coefficient definitions based on impulse
invariance:
Rp _ eapT 43)
R, = 00zl (44)
45
a1:—2Rp*cos( wl%—al%Tj )
ar = R}% (46)
47
by =-2R, *cos( a)z2 —GZZT) )
by = RZZ (48)

[00204] There is a simple relation between the finite difference and impulse invariance

coefficients. If the ap based on impulse invariance, is expanded in a Taylor series in T to

order 1, the less accurate finite difference ay requlis:
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a, = 2%l =1—20'aT+0(T2) (49)
[00205] To find the coefficients ki k., m; and mg, we solve the three following

equations, determined from the definitions for wp(x), wx(x) and wcp(x) which are known

from the literature:

2 kq 1.11 (50)
w; x)=—=[0.17w
2=2t <oy f
k, +k 51
W} (x) =St e oy
m; +m,
[00206] And an equation that determines the tuning curve slope in the tail:
52
S _oo 62
k. +k;
[00207] The cilia parameters from the Poiseuille formula:
HUW .. (53)
Fo=——
Wy
h 54
m, = PWe (54)
3Wym
[00208] And finally the TM mass equation:
(m, +m,)=.02 (55)

[00209] In some configurations, the physiological cochlear model 1513 may provide
response data (e.g., inner hair cell data) over a cochlear length. For example, a number of
place points (e.g., samples) may model the response of the physiological cochlear model
1513 over a cochlear length for each sample of speech (e.g., for each sample of the
modified speech signal 1511). The place points may correspond to places along the length
of the cochlea. Places along the length of the cochlea may correspond to and respond to
sounds at particular frequencies. For example, a first place point in a set of place points
may correspond to sounds approximately in the 20 kilohertz (kHz) range, while a last place
point may correspond to sounds at very low frequencies (e.g., 12 hertz (Hz)). Accordingly,
the physiological cochlear model 1513 may “oversample” in that it may produce multiple

place points for each speech sample. In some configurations, the physiological cochlear
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model 1513 may produce a set of place points for each sample of the modified speech
signal 1511.

[00210] The physiological cochlear model(s) 1513 may provide an output 1515. The
output 1515 may include place points over a length of time. For example, the output 1515
may include a set of place points for each speech sample over a length of time. The output
1515 may be provided to the section analysis module 1517. The section analysis module
1517 may analyze sections of the output 1515 of the physiological cochlear model 1513.
For example, the section analysis module 1517 may group (e.g., split) the output 1515 (e.g.,
portions of the output) into multiple sections 1519. Each of the sections 1519 may
correspond to a place range along the cochlear length. In some configurations, the section
analysis module 1517 may group the output 1515 into four sections 1519. For example, the
first section may include place points from 1 to 150, the second section may include place
points from 151 to 275, the third section may include place points from 276 to 450 and the
fourth section may include place points from 451 to 512. Each of the sections may include
place points over a length of time (e.g., N samples). It should be noted that other section
1519 sizes may be utilized.

[00211] The sections 1519 may be provided to the vector extraction module 1521. The
vector extraction module 1521 may extract vectors 1523 for each section 1519. In
particular, the vector extraction module 1521 may extract a place-based analysis vector and
a time-based analysis vector for each section 1519. A “place-based analysis vector” is a
vector that includes multiple values over place. For example, the vector extraction module
1521 may determine a place-based analysis vector by averaging a section 1519 over time
(which yields a vector with multiple values over place, for instance). A “time-based
analysis vector” is a vector that includes multiple values over time. For example, the vector
extraction module 1521 may determine a time-based analysis vector by averaging a section
1519 over place (which yields a vector with multiple values over time, for instance).
[00212] The vectors 1523 (e.g., one or more time-based analysis vectors and one or more
place-based analysis vectors) may be provided to the feature determination module 1525.
The feature determination module 1525 may determine one or more features 1527 from
each vector 1523 (e.g., analysis vector). A feature 1527 may be a metric that quantifies a

vector 1523 characteristic. Examples of features 1527 include averages (e.g., means),
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medians, geometric shifts, harmonic means, standard deviations, skewnesses, variances and
others. The feature determination module 1525 may determine one or more of these kinds
of features 1527 from each vector 1523. In some configurations, the feature determination
module 1525 may determine the mean, median, geometric shift, harmonic mean, standard
deviation and skewness of each vector 1523.

[00213] In some configurations, the electronic device 1507 may estimate a distortion
based on the one or more features 1527. For example, the electronic device 1507 may
include a distortion estimation module (not shown) that estimates one or more distortions
based on one or more features 1527. For instance, the distortion estimation module may
perform a regression (e.g., linear regression, polynomial regression, second order
regression, non-linear regression, etc.) based on one or more of the features 1527 and one
or more weights to estimate a distortion. In some configurations, the electronic device 1507
may estimate one or more qualities (e.g., foreground quality, background quality, overall
quality, etc.) based on the one or more distortions as described herein.

[00214] Figure 16 is a flow diagram illustrating one configuration of a method 1600 for
feature extraction. The electronic device 1507 may perform one or more steps, functions
and/or procedures of the method 1600.

[00215] The electronic device 1507 may process 1602 speech (e.g., the modified speech
signal 1511 and/or the original speech signal 1509) using one or more physiological
cochlear models 1513. This may be accomplished as described above. For example, the
electronic device 1507 may determine a response of one or more physiological cochlear
models 1513 based on the modified speech signal 1511 and/or the original speech signal
1509. For instance, the electronic device 1507 may determine a set of place points (e.g.,
samples) for each sample of a speech signal (e.g., the modified speech signal 1511). The
output 1515 of the physiological cochlear model 1513 may include the sets of place points
over a length of time (e.g., N samples).

[00216] The electronic device 1507 may analyze 1604 sections of the output 1515 of the
physiological cochlear model 1513. This may be accomplished as described above. For
example, the electronic device 1507 may group (e.g., split) portions of the output 1515 into

multiple sections 1519 (e.g., four sections or another number of sections). Each of the
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sections 1519 may have a particular size (e.g., a number of place points by a number of N
samples).

[00217] The electronic device 1507 may extract 1606 vectors 1523 for each section
1519. In particular, the electronic device 1507 may extract a place-based analysis vector
and a time-based analysis vector for each section 1519. This may be accomplished as
described above. For example, the electronic device 1507 may average a section 1519 over
time to produce a place-based analysis vector 1523 and may average a section 1519 over
place to produce a time-based analysis vector 1523.

[00218] The electronic device 1507 may determine 1608 one or more features 1527 from
each vector 1523 (e.g., analysis vector). This may be accomplished as described above. For
example, the electronic device 1507 may determine the mean, median, geometric shift,
harmonic mean, standard deviation and skewness of each vector 1523.

[00219] Figure 17 is a graph illustrating one example of a physiological cochlear model
output. In particular, the graph illustrates one example of a physiological cochlear model
output for a voiced portion of speech. The axes of the graph include place (in samples)
1735, time (in milliseconds (ms)) 1731 and inner hair cell 1733 (amplitude of input speech
signal). A physiological Cochlear Model (CM) is more accurate than known
Psychoacoustic Masking Models (PMM). Specifically, the physiological cochlear model
may provide much higher time-space resolution. The physiological cochlear model enables
measurement of sound that approximates human perception. This may enable the
determination of speech quality scores that better reflect human perception on speech
distortions. The trend of the CM output is indicated by two lines 1737a-b included in the
graph.

[00220] In the example illustrated in the Figure 17, the CM output has three axes. The
time axis is simple, where every input has one output. Figure 17 illustrates a time 1731 plot
between 3900 to 4150 milliseconds (ms). For input speech with an 8 kilohertz (kHz)
sampling rate, this actually yields 8 points/ms. The place 1735 axis provides 512 points
together, which map (non-linearly) to 15-20000 hertz (Hz). Figure 17 is plotted from 300—
400 along the place 1735 axis for better illustration. The IHC axis 1733 is the input

amplitude.
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[00221] Figure 18 is a block diagram illustrating one configuration of an intrusive
feature extraction module 1829. The intrusive feature extraction module 1829 may be one
example of the feature extraction module 1529 described in connection with Figure 15. The
intrusive feature extraction module 1829 may include a delay estimation module 1837,
cochlear models A—-B 1813a-b, a portion selection module 1843, a section analysis module
1817, a vector extraction module 1821 and/or a feature determination module 1825. An
original speech signal 1809 and a modified speech signal 1811 (e.g., a degraded version of
the original speech signal 1809) may be used as the input for feature extraction. In other
words, the intrusive feature extraction module 1829 may determine one or more features
1827. The one or more features 1827 may be used to estimate (e.g., predict) one or more
distortions 1849 for the modified speech signal 1811. The length of the original speech
signal 1809 and/or of the modified speech signal 1811 may be one frame, multiple frames
or any suitable time length (e.g., 1, 2, 5, 10 seconds, etc.). Additionally or alternatively, the
length of the original speech signal 1809 and/or the modified speech signal 1811 may be
based on the speech itself (e.g., an entire sentence). For example, the length of the original
speech signal and/or the modified speech signal 1811 may be configurable (by an operator
of a wireless network and/or by a user, for instance).

[00222] The original speech signal 1809 and the modified speech signal 1811 may be
optionally provided to the delay estimation module 1837. The delay estimation module
1837 may estimate a delay between the original speech signal 1809 and the modified
speech signal 1811. For example, the delay estimation module 1837 may perform a
correlation between the original speech signal 1809 and the modified speech signal 1811 to
determine a delay (if there is a delay, for instance). The delay estimation module 1837 may
delay the modified speech signal 1811, the original speech signal 1809 or both in order to
align the modified speech signal 1811 and the original speech signal 1809. For example, if
the delay estimation module 1837 estimates that the modified speech signal 1811 is delayed
by a number of samples relative to the original speech signal 1809, the delay estimation
module 1837 may delay the original speech signal 1809 in order to align the original speech
signal 1809 and the modified speech signal 1811. Accordingly, the delay estimation module

1837 may provide an aligned original speech signal 1839 and an aligned modified speech
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signal 1841, where the aligned original speech signal 1839 and aligned modified speech
signal 1841 are aligned in time (e.g., samples).

[00223] The aligned original speech signal 1839 may be provided to cochlear model A
1813a. The aligned modified speech signal 1841 may be provided to cochlear model B
1813b. The cochlear models A—B 1813a—b may be examples of the physiological cochlear
model 1513 described in connection with Figure 15. The cochlear models A-B 1813a-b
may function as described in connection with Figure 15. Accordingly, cochlear model A
1813a may produce output A 1815a and cochlear model B 1813b may produce output B
1815b.

[00224] The average human cochlea is about 3.5 centimeters (cm) in length, where each
point on the cochlea responds to a different frequency. For example, the last place point
may correspond to an approximate lowest perceivable frequency and the first place point
may correspond to an approximate highest perceivable frequency. In some configurations,
the cochlear models A-B 1813a-b may discretize the length of the cochlea into a number
of place points (e.g., 512 place points or samples). For example, for each sample of the
original speech signal 1809, cochlear model A 1813a may produce 512 place points and for
each sample of the modified speech signal 1811, cochlear model B 1813b may produce 512
place points. Outputs A-B 1815a—b may include sets of place points over a range of
samples (e.g., N). For example, output A 1815a may include N sets of place points
corresponding to the original speech signal 1809 (e.g., aligned original speech signal 1839)
and output B 1815b may include N sets of place points corresponding to the modified
speech signal 1811 (e.g., aligned modified speech signal 1841).

[00225] Outputs A—B 1815a—b may be provided to the portion selection module 1843.
The portion selection module 1843 may select portions A—B 1845a—b (e.g., “portions of
interest”) from the outputs A-B 1815a-b of the cochlear models A-B 1813a-b. For
example, voiced portions of the original speech signal 1809 and the modified speech signal
1811 may be selected. For instance, voiced portions of speech signals may include vowel
sounds, which may contribute significantly to perceived speech quality. In some
configurations, the portion selection module 1843 may determine the energy of output A
1815a and/or output B 1815b. Portion A 1845a may be selected as a range of samples of
output A 1815a where the energy of output A 1815a is above a first threshold. Portion B



WO 2014/210208 PCT/US2014/044168

-55-

1845b may be selected as a range of samples of output B 1815b where the energy of output
B 1815b is above a second threshold. The first and second thresholds may be the same as or
different from each other. The portion selection module 1843 may utilize other voice
activity detection (VAD) approaches or modules to determine portions A—B 1845a-b.
[00226] Outputs A—B 1815a-b or portions A—B 1845a—b may be provided to the section
analysis module 1817. The section analysis module 1817 may be one example of the
section analysis module 1517 described in connection with Figure 15. The section analysis
module 1817 may analyze sections of outputs A-B 1815a-b of cochlear models A-B
1813a-b or portions A—B 1845a-b. For example, the section analysis module 1817 may
group (e.g., split) outputs A-B 1815a-b or portions A—B 1845a-b into multiple sections A—
B 1819a-b. In some configurations, the section analysis module 1817 may group each of
outputs A—B 1815a-b or portions A—B 1845a-b into four sections A-B 1819a—b each. For
example, the first section may include place points from 1 to 150, the second section may
include place points from 151 to 275, the third section may include place points from 276
to 450 and the fourth section may include place points from 451 to 512. Each of sections
A-B 1819a-b may include place points over a length of time (e.g., N samples).

[00227] The sections A-B 1819a-b may be provided to the vector extraction module
1821. The vector extraction module 1821 may be one example of the vector extraction
module 1521 described in connection with Figure 15. The vector extraction module 1821
may extract vectors 1823 for sections A-B 1819a-b. In particular, the vector extraction
module 1821 may extract a place-based analysis vector and a time-based analysis vector for
sections A—B 1819a-b.

[00228] The vectors 1823 (e.g., one or more time-based analysis vectors and one or more
place-based analysis vectors) may be provided to the feature determination module 1825.
The feature determination module 1825 may be one example of the feature determination
module 1525 described in connection with Figure 15. The feature determination module
1825 may determine one or more features 1827 from each vector 1823 (e.g., analysis
vector). For example, the feature determination module 1825 may determine the mean,
median, geometric shift, harmonic mean, standard deviation and skewness of each vector

1823.
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[00229] In some configurations, the features 1827 may be provided to the distortion
estimation module 1847. The distortion estimation module 1847 may be one example of the
distortion estimation module described in connection with Figure 15. The distortion
estimation module 1847 may estimate one or more distortions 1849 based on the one or
more features 1827. For example, the distortion estimation module 1847 may include a
linear regression module 1851 that estimates one or more distortions 1849 based on one or
more features 1827. For instance, the linear regression module 1851 may perform a linear
regression based on one or more of the features 1827 and a weighting 1853 (e.g., one or
more weights) to estimate one or more distortions 1849. The weighting 1853 may be
determined based on training as described herein (e.g., as described in connection with one
or more of Figures 8-9). In some configurations, the distortion estimation module 1847
may additionally or alternatively perform a polynomial regression, second order regression,
non-linear regression, etc., in order to estimate the distortion(s) 1849. In some
configurations, one or more qualities (e.g., foreground quality, background quality, overall
quality, etc.) may be estimated based on the one or more distortions 1849 as described
herein.

[00230] Some advantages of the intrusive approach described in connection with the
systems and methods disclosed herein may include one or more of the following. The
approach may be human perception oriented. It may provide high accuracy in speech
quality measurement. It may provide insight (e.g., a description) on various types of speech
distortions. The approach may utilize a hydro-mechanical cochlear model output (while
other known solutions may not).

[00231] Figure 19 is a block diagram illustrating one configuration of a non-intrusive
feature extraction module 1929. For example, Figure 19 illustrates an approach for non-
intrusive feature extraction from a cochlear model for speech and audio signal analysis in
perceptual domain. The non-intrusive feature extraction module 1929 may be one example
of the feature extraction module 1529 described in connection with Figure 15. Non-
intrusive feature extraction may be similar to the intrusive model of feature extraction, but
the original speech (non-distorted) may not be available. The non-intrusive feature
extraction module 1929 may include a cochlear model 1913, a portion selection module

1943, a section analysis module 1917, a vector extraction module 1921 and/or a feature
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determination module 1925. A modified speech signal 1911 (e.g., a degraded version of an
original speech signal) may be used as the input for feature extraction. In other words, the
non-intrusive feature extraction module 1929 may determine one or more features 1927.
The one or more features 1927 may be used to estimate (e.g., predict) one or more
distortions 1949 for the modified speech signal 1911. The length of the original speech
signal 1909 and/or of the modified speech signal 1911 may be one frame, multiple frames
or any suitable time length (e.g., 1, 2, 5, 10 seconds, etc.). Additionally or alternatively, the
length of the modified speech signal 1911 may be based on the speech itself (e.g., an entire
sentence). For example, the length of the modified speech signal 1911 may be configurable
(by an operator of a wireless network and/or by a user, for instance).

[00232] The modified speech signal 1911 may be provided to the cochlear model 1913.
The cochlear model 1913 may be an example of the physiological cochlear model 1513
described in connection with Figure 15. The cochlear model 1913 may function as
described in connection with Figure 15. Accordingly, the cochlear model 1913 may
produce an output 1915.

[00233] As described above, the average human cochlea is about 3.5 cm in length, where
each point on the cochlea responds to a different frequency (ranging from an approximate
lowest perceivable frequency to an approximate highest perceivable frequency, for
example). In some configurations, the cochlear model 1913 may discretize the length of the
cochlea into a number of place points (e.g., 512 place points or samples). For example, for
each sample of the modified speech signal 1911, the cochlear model 1913 may produce 512
place points. The output 1915 may include sets of place points over a range of samples
(e.g., N). For example, the output 1915 may include N sets of place points corresponding to
the modified speech signal 1911.

[00234] The output 1915 may be provided to the portion selection module 1943. The
portion selection module 1943 may select a portion 1945 (e.g., a “portion of interest”) from
the output 1915 of the cochlear model 1913. For example, voiced portions of the modified
speech signal 1911 may be selected (e.g., voiced portions including vowel sounds). In some
configurations, the portion selection module 1943 may determine the energy of the output
1915. The portion 1945 may be selected as a range of samples of the output 1915 where the

energy of the output 1915 is above a threshold. The portion selection module 1943 may
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utilize other voice activity detection (VAD) approaches or modules to determine the portion
1945. Alternatively, silence portions may be detected and/or selected.

[00235] The output 1915 or the portion 1945 may be provided to the section analysis
module 1917. The section analysis module 1917 may be one example of the section
analysis module 1517 described in connection with Figure 15. The section analysis module
1917 may analyze sections of the output 1915 of the cochlear model 1913 or of the portion
1945. For example, the section analysis module 1917 may group (e.g., split) the output
1915 or the portion 1945 into multiple sections 1919. In some configurations, the section
analysis module 1917 may group the output 1915 or the portion 1945 into four sections
1919. For example, the first section may include place points from 1 to 150, the second
section may include place points from 151 to 275, the third section may include place
points from 276 to 450 and the fourth section may include place points from 451 to 512.
Each of the sections 1919 may include place points over a length of time (e.g., N samples).
[00236] Each of the sections 1919 may be provided to the vector extraction module
1921. The vector extraction module 1921 may be one example of the vector extraction
module 1521 described in connection with Figure 15. The vector extraction module 1921
may extract vectors 1923 for each of the sections 1919. In particular, the vector extraction
module 1921 may extract a place-based analysis vector and a time-based analysis vector for
each section 1919.

[00237] The vectors 1923 (e.g., one or more time-based analysis vectors and one or more
place-based analysis vectors) may be provided to the feature determination module 1925.
The feature determination module 1925 may be one example of the feature determination
module 1525 described in connection with Figure 15. The feature determination module
1925 may determine one or more features 1927 from each vector 1923 (e.g., analysis
vector). For example, the feature determination module 1925 may determine the mean,
median, geometric shift, harmonic mean, standard deviation and skewness of each vector
1923.

[00238] In some configurations, the features 1927 may be provided to the distortion
estimation module 1947. The distortion estimation module 1947 may be one example of the
distortion estimation module described in connection with Figure 15. The distortion

estimation module 1947 may estimate one or more distortions 1949 based on the one or
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more features 1927. For example, the distortion estimation module 1947 may include a
linear regression module 1951 that estimates one or more distortions 1949 based on one or
more features 1927. For instance, the linear regression module 1951 may perform a linear
regression based on one or more of the features 1927 and a weighting 1953 (e.g., one or
more weights) to estimate one or more distortions 1949. The weighting 1953 may be
determined based on training as described herein (e.g., as described in connection with one
or more of Figures 8-9). In some configurations, the distortion estimation module 1947
may additionally or alternatively perform a polynomial regression, second order regression,
non-linear regression, etc., in order to estimate the distortion(s) 1949. In some
configurations, one or more qualities (e.g., foreground quality, background quality, overall
quality, etc.) may be estimated based on the one or more distortions 1949 as described
herein.

[00239] Some advantages of the non-intrusive approach described in connection with the
systems and methods disclosed herein may include one or more of the following. The
approach may be human perception oriented. It may provide high accuracy in speech
quality measurement. It may provide insight (e.g., a description) on various types of speech
distortions. The approach may utilize a hydro-mechanical cochlear model output (while
other known solutions may not). It should be noted that the non-intrusive approach may not
have access to as much information as intrusive methods. Therefore, it may be less accurate
in quality measurement than the intrusive approach.

[00240] Figure 20 is a block diagram illustrating one example of an output 2015 of a
cochlear model that is being split into sections A—D 2019a—d. In this example, the cochlear
model may output 512 place points (e.g., samples) for every sample input, where each of
the 512 place points corresponds to a point on the human cochlea. Therefore, if N samples
are input, the cochlear model may output 512xN samples (e.g., the cochlear model output
2015 has a size of 512xN). As illustrated in Figure 20, the horizontal axis is illustrated in
time 2057. As illustrated in Figure 20, the vertical axis is illustrated in place 2055 (e.g.,
place or position along the length of the cochlea, which can be mapped to frequency). In
this example, the output 2015 includes 512 place points for each of N samples of a speech

signal.
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[00241] As described above, the output 2015 may be grouped or split into smaller
sections. For example, a section analysis module (e.g., section analysis module 1517, 1817,
1917) may split the output 2015 of a cochlear model into four smaller sections A-D 2019a—
d. Section A 2019a may include place points 1-150 across N samples of the time axis 2057
(resulting in a range (K1=150) of place points, for example). Section B 2019b may include
place points 151-275 across N samples of the time axis 2057 (resulting in a range (K2 =
125) of place points, for example). Section C 2019¢ may include place points 276-450
across N samples of the time axis 2057 (resulting in a range (K3 = 175) of place points, for
example). Section D 2019d may include place points 451-512 across N samples of the time
axis 2057 (resulting in a range (K4 = 62) of place points, for example). Although the
sections 2019 are illustrated with specific values, any suitable delineation may be used to
define the sections 2019. Furthermore, the terms “section” and “region” may be used
interchangeably to refer to parts of the cochlear model output. Splitting the output 2015 into
smaller sections may enable approaches for managing a large amount of data and/or for
frequency-related analysis.

[00242] Figure 21 is a block diagram illustrating one example of extracting a place-
based analysis vector 2123 from sections 2119 of cochlear model outputs 2115. In
particular, Figure 21 illustrates an example of extracting a place-based (e.g., “type 17)
analysis vector based on section A 2119a of the cochlear model output A 2115a for original
speech and section E 2119¢ of the cochlear model output B 2115b for modified (e.g.,
degraded) speech. One or more of the operations described in connection with Figure 21
may be performed by the electronic device 1507 (e.g., feature extraction module 1529)
described in connection with Figure 15.

[00243] Specifically, this example illustrates output A 2115a of a cochlear model that is
based on an original speech signal. Output A 2115a includes sections A-D 2119a-d.
Furthermore, this example illustrates output B 2115b of a cochlear model that is based on a
modified speech signal. Output B 2115b includes sections E-H 2119e-h.

[00244] Section analysis module A 2117a splits output A 2115a into sections A-D
2119a—d and provides section A 2119a to averaging module A 2159a. In other words,
section analysis module A 2117a provides K1xN samples (e.g., section A 2119a) of the
cochlear model output A 2115a to averaging module A 2159a. Averaging module A 2159a
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averages section A 2119a over time. This average is provided to logarithm module A

2161a, which performs a logj( operation on the average. The logarithm of the average (e.g.,

first log average) is provided to a summer 2163.

[00245] Section analysis module B 2117b splits output B 2115b into sections E-H
2119e-h and provides section E 2119¢ to averaging module B 2159b. In other words,
section analysis module B 2117b provides K1xN samples (e.g., section E 2119¢) of the
cochlear model output B 2115b to averaging module B 2159b. Averaging module B 2159b

averages section E 2119e over time. This average is provided to logarithm module B
2161b, which performs a logjg operation on the average. The logarithm of the average

(e.g., second log average) is provided to the summer 2163.

[00246] The summer takes the difference of the first log average and the second log
average to produce the analysis vector 2123 (e.g., “type 17 analysis vector). This analysis
vector 2123 (e.g., “type 17 analysis vector) may be referred to as a place-based analysis
vector or an intrusive place-based analysis vector. For instance, place-based analysis
vectors 2123 may be determined in an intrusive approach, which utilizes the original speech
signal and a modified speech signal. Although these operations are illustrated for the first
sections (section A 2119a and section E 2119¢) of outputs A-B 2115a-b, an analysis vector
2123 may be determined for any and/or all of the four sections illustrated in one or more of
Figures 20 and 21. As used herein, the terms “analysis serial” and “analysis vector” may be
used interchangeably to refer to an intermediate vector from which features of speech are
extracted.

[00247] Figure 22 is a block diagram illustrating another example of extracting a place-
based analysis vector 2223 from section A 2219a of a cochlear model output 2215. In
particular, Figure 22 illustrates an example of extracting a place-based (e.g., “type 27)
analysis vector based on section A 2219a of the cochlear model output 2215 for modified
(e.g., degraded) speech. It should be noted that a similar approach may be utilized to extract
a place-based analysis vector for original speech. One or more of the operations described
in connection with Figure 22 may be performed by the electronic device 1507 (e.g., feature

extraction module 1529) described in connection with Figure 15.
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[00248] Specifically, this example illustrates an output 2215 of a cochlear model that is
based on a modified speech signal. The output 2215 includes sections A-D 2219a—d. The
section analysis module 2217 splits the output 2215 into sections A-D 2219a-d and
provides section A 2219a to the averaging module 2259. In other words, the section
analysis module 2217 provides K1xN samples (e.g., section A 2219a) of the cochlear
model output 2215 to the averaging module 2259. The averaging module 2259 averages

section A 2219a over time. This average is provided to the logarithm module 2261, which
performs a logj operation on the average. The logarithm of the average (e.g., log average)

is the analysis vector 2223 (e.g., “type 2" analysis vector). This analysis vector 2263 (e.g.,
“type 27 analysis vector) may be referred to as a place-based analysis vector or a non-
intrusive place-based analysis vector. For instance, place-based analysis vectors 2223 may
be determined in a non-intrusive approach, which utilizes the modified speech signal (and
not the original speech signal, for example). Although these operations are illustrated for
the first section (section A 2219a) of the output 2215, an analysis vector 2223 may be
determined for any and/or all of the four sections illustrated in one or more of Figures 20
and 22.

[00249] Figure 23 is a block diagram illustrating one example of extracting a time-based
analysis vector 2323 from sections 2319 of cochlear model outputs 2315. In particular,
Figure 23 illustrates an example of extracting a time-based (e.g., “type 3”) analysis vector
based on section A 2319a of the cochlear model output A 2315a for original speech and
section E 2319¢ of the cochlear model output B 2315b for modified (e.g., degraded) speech.
One or more of the operations described in connection with Figure 23 may be performed by
the electronic device 1507 (e.g., feature extraction module 1529) described in connection
with Figure 15.

[00250] Specifically, this example illustrates output A 2315a of a cochlear model that is
based on an original speech signal. Output A 2315a includes sections A-D 2319a-d.
Furthermore, this example illustrates output B 2315b of a cochlear model that is based on a
modified speech signal. Output B 2315b includes sections E-H 2319e-h.

[00251] Section analysis module A 2317a splits output A 2315a into sections A-D
2319a—d and provides section A 2319a to averaging module A 2359a. In other words,
section analysis module A 2317a provides K1xN samples (e.g., section A 2319a) of the
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cochlear model output A 2315a to averaging module A 2359a. Averaging module A 2359a

averages section A 2319a over place. This average is provided to logarithm module A
2361a, which performs a logj( operation on the average. The logarithm of the average (e.g.,

first log average) is provided to a summer 2363.

[00252] Section analysis module B 2317b splits output B 2315b into sections E-H
2319e-h and provides section E 2319¢ to averaging module B 2359b. In other words,
section analysis module B 2317b provides K1xN samples (e.g., section E 2319¢) of the
cochlear model output B 2315b to averaging module B 2359b. Averaging module B 2359b
averages section E 2319¢ over place (e.g., place along the cochlea, which may correspond

to frequency). This average is provided to logarithm module B 2361b, which performs a
logg operation on the average. The logarithm of the average (e.g., second log average) is

provided to the summer 2363.

[00253] The summer takes the difference of the first log average and the second log
average to produce the analysis vector 2323 (e.g., “type 3" analysis vector). This analysis
vector 2323 (e.g., “type 37 analysis vector) may be referred to as a time-based analysis
vector or an intrusive time-based analysis vector. For instance, time-based analysis vectors
2323 may be determined in an intrusive approach, which utilizes the original speech signal
and a modified speech signal. Although these operations are illustrated for the first sections
(section A 2319a and section E 2319¢) of outputs A-B 2315a-b, an analysis vector 2323
may be determined for any and/or all of the four sections illustrated in one or more of
Figures 20 and 23.

[00254] Figure 24 is a block diagram illustrating another example of extracting a time-
based analysis vector 2423 from section A 2419a of a cochlear model output 2415. In
particular, Figure 24 illustrates an example of extracting a time-based (e.g., “type 4”)
analysis vector based on section A 2419a of the cochlear model output 2415 for modified
(e.g., degraded) speech. It should be noted that a similar approach may be utilized to extract
a time-based analysis vector for original speech. One or more of the operations described in
connection with Figure 24 may be performed by the electronic device 1507 (e.g., feature

extraction module 1529) described in connection with Figure 15.
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[00255] Specifically, this example illustrates an output 2415 of a cochlear model that is
based on a modified speech signal. The output 2415 includes sections A-D 2419a—d. The
section analysis module 2417 splits the output 2415 into sections A-D 2419a-d and
provides section A 2419a to the averaging module 2459. In other words, the section
analysis module 2417 provides K1xN samples (e.g., section A 2419a) of the cochlear
model output 2415 to the averaging module 2459. The averaging module 2459 averages

section A 2419a over place (e.g., place along the cochlea, which may correspond to
frequency). This average is provided to the logarithm module 2461, which performs a logyg

operation on the average. The logarithm of the average (e.g., log average) is the analysis
vector 2423 (e.g., “type 47 analysis vector). This analysis vector 2463 (e.g., “type 4”
analysis vector) may be referred to as a time-based analysis vector or a non-intrusive time-
based analysis vector. For instance, time-based analysis vectors 2423 may be determined in
a non-intrusive approach, which utilizes the modified speech signal (and not the original
speech signal, for example). Although these operations are illustrated for the first section
(section A 2419a) of the output 2415, an analysis vector 2423 may be determined for any
and/or all of the four sections illustrated in one or more of Figures 20 and 24.

[00256] Figure 25 includes a block diagram illustrating configurations of a feature
determination module 2525. The feature determination module 2525 described in
connection with Figure 25 may be one example of one or more of the feature determination
modules 1525, 1825, 1925 described herein. The feature determination module 2525 may
include a feature calculation module 2563, a positive module 2565 and/or a negative
module 2569. In some configurations, the positive module 2565 and the negative module
2569 may be implemented and/or utilized in intrusive approaches. In some configurations,
the positive module 2565 and the negative module 2569 are optional and/or may not be
implemented and/or utilized in non-intrusive approaches.

[00257] A vector 2523a may be provided to the feature determination module 2525. In
particular, the vector 2523a may be provided to the feature calculation module 2563, to the
positive module 2565 and/or to the negative module 2569.

[00258] The positive module 2565 may determine a positive part 2567 of the vector

2523a. For example, the positive module 2565 may change any negative values in the
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vector 2523a to zero. The positive module 2565 may also leave any positive values in the
vector 2523a unchanged.

[00259] The negative module 2569 may determine a negative part 2571 of the vector
2523a. For example, the negative module 2569 may change any positive values in the
vector 2523a to zero. The negative module 2569 may also leave any negative values in the
vector 2523a unchanged.

[00260] The vector 2523a, the positive part 2567 and/or the negative part 2571 may be
provided to the feature calculation module 2563. The feature calculation module 2563 may
determine (e.g., calculate) one or more features for each of the vector 2523a, the positive
part 2567 and/or the negative part 2571. For example, the feature calculation module 2563
may calculate an average (e.g., mean), median, geometric shift, harmonic mean, standard
deviation, skewness and/or other feature for each of the vector 2523a, the positive part 2567
and/or the negative part 2571.

[00261] One approach for determining the positive part and the negative part of a vector
2523b is illustrated in Figure 25. In particular, Figure 25 provides one example of a positive
part and negative part determination 2573. A vector 2523b (e.g., analysis vector or analysis
serial) may have n values or entries: P1-Pn. A positive part 2575 (e.g., positive vector,
analysis serial positive) and a negative part 2577 (e.g., negative vector, analysis serial
negative) may be created. Each value in the positive part 2575 may be created based on the
corresponding value in the vector 2523b with the same index (e.g., the first entry in the
positive part 2575 is based on the first entry in the vector 2523b). For example, if P1 > 0 in
the vector 2523b, P1 in the positive part 2575 is P1. However, if P1 <= 0 in the vector
2523b, P1 in the positive part 2575 is 0. Conversely, if P < 0 in the vector 2523b, P1 in the
negative part 2577 is P1. However, if P1 >= 0 in the vector 2523b, P1 in the negative part
2577 is 0. This may be done for every value or entry in the vector 2523b to populate the
positive part 2575 and/or the negative part 2577, from which features (e.g., features 2527)
may be extracted.

[00262] Figure 26 illustrates an example of feature determination. In some
configurations, the feature determination illustrated in Figure 26 may be performed by one
or more of the feature determination modules 1525, 1825, 2525 described herein. In

particular, the feature determination illustrated in Figure 26 may be performed in intrusive



WO 2014/210208 PCT/US2014/044168

- 66 -

approaches (e.g., for intrusive place-based vectors (“type 1) and for intrusive time-based
vectors (“type 37)). In this example, a single intrusive place-based vector or a single
intrusive time-based vector may produce 18 features (e.g., feature values): 6 from the
vector 2623 itself, 6 from the positive part 2667 of the analysis vector 2623 and 6 from the
negative part 2671 of the analysis vector 2623. In some configurations, each of the features
or feature values may be determined (e.g., calculated) by a corresponding module. For
example, each module may yield a single feature or feature value.

[00263] In some configurations, a feature determination module (e.g., feature
determination module 2525 described in connection with Figure 25) may determine
average A 2679a, median A 2681a, geometric shift A 2683a, harmonic mean A 2685a,
standard deviation A 2687a and skewness A 2689a for the positive part 2667 of the vector
2623. Additionally or alternatively, the feature determination module may determine
average B 2679b, median B 2681b, geometric shift B 2683b, harmonic mean B 2685b,
standard deviation B 2687b and skewness B 2689b for the vector 2623 itself. Additionally
or alternatively, the feature determination module may determine average C 2679¢, median
C 2681c, geometric shift C 2683c, harmonic mean C 2685c, standard deviation C 2687c¢
and skewness C 2689c for the negative part 2671 of the vector 2623.

[00264] For the positive part 2667, the feature determination module may determine one
or more other A 2691a features or feature values. For the vector 2623, the feature
determination module may additionally or alternatively determine one or more other B
2691b features or feature values. For the negative part 2671, the feature determination
module may additionally or alternatively determine one or more other C 2691c¢ features or
feature values. One or more features or features values may be grouped together in a feature
set. For example, average B 2679b, median B 2681b, geometric shift B 2683b, harmonic
mean B 2685b, standard deviation B 2687b and skewness B 2689b may be grouped into a
feature set.

[00265] Figure 27 illustrates another example of feature determination. In some
configurations, the feature determination illustrated in Figure 27 may be performed by one
or more of the feature determination modules 1525, 1825, 1925, 2525 described herein. In
particular, the feature determination illustrated in Figure 27 may be performed in non-

intrusive approaches (e.g., for non-intrusive place-based vectors (“type 2”) and for non-
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intrusive time-based vectors (“type 4”)) and/or in intrusive approaches (e.g., for intrusive
place-based vectors (“type 1) and for intrusive time-based vectors (“type 3”)). In this
example, a single intrusive place-based vector or a single intrusive time-based vector may
produce 6 features (e.g., feature values) from the vector 2723. In some configurations, each
of the features or feature values may be determined (e.g., calculated) by a corresponding
module. For example, each module may yield a single feature or feature value.

[00266] In some configurations, a feature determination module (e.g., feature
determination module 2525 described in connection with Figure 25) may determine an
average 2779, a median 2781, a geometric shift 2783, a harmonic mean 2785, a standard
deviation 2787 and a skewness 2789 for the vector 2723. For the vector 2723, the feature
determination module may additionally or alternatively determine one or more other 2791
features or feature values. One or more features or features values may be grouped together
in a feature set. For example, an average 2779, a median 2781, a geometric shift 2783, a
harmonic mean 2785, a standard deviation 2787 and a skewness 2789 may be grouped into
a feature set.

[00267] Figure 28 illustrates one example of objective prediction in accordance with the
systems and methods disclosed herein. Specifically, Figure 28 includes graph A 2893a and
graph B 2893b. Graph A 2893a is illustrated with a vertical axis of S-MOS prediction 2895
scores, which has a range of 1-5 and illustrates objective prediction scores for foreground
quality of a speech signal or prediction of S-MOS (e.g., SIG means prediction of
foreground score). Graph A 2893a is also illustrated with a horizontal axis of subjective S-
MOS 2897 scores, which also has a range of 1-5 and is an example of a measure for
foreground quality using a known approach. Graph A 2893a is a scatter plot of P.835 SIG
scores versus objective prediction in a known approach. As can be observed, the known
approach does not predict well for subjective scores less than 2.5. In Figures 28-30, the
closer the points are to the diagonal line, the more accurate prediction they represent. It
should be noted that all of the A graphs in Figures 28-30 are for one database (e.g., SIG
(2893a), BAK (2993a) and OVR (3093a)). It should also be noted that all of the B graphs in
Figures 28-30 are for another database (e.g., SIG (2893b), BAK (2993b) and OVR
(3093b)).



WO 2014/210208 PCT/US2014/044168

- 68 -

[00268] Graph B 2893b is illustrated with a vertical axis of objective SIG 2899 scores,
which has a range of 1-5 and are the prediction score for foreground quality of a speech
signal using ITU standard P.835. Graph B 2893b is also illustrated with a horizontal axis of
subjective SIG 2802 scores, which also has a range of 1-5 and is an example of an objective
predictor in accordance with the systems and methods disclosed herein. As can be
observed, the systems and methods disclosed herein may predict the subjective MOS with
greater accuracy than the known approach.

[00269] Figure 29 illustrates another example of objective prediction in accordance with
the systems and methods disclosed herein. Specifically, Figure 29 includes graph A 2993a
and graph B 2993b. Graph A 2993a is illustrated with a vertical axis in objective P.835
BAK 2904 scores, which has a range of 1-5 and are a prediction score for background noise
of a speech signal using ITU standard P.835. Graph A 2993a is also illustrated with a
horizontal axis in subjective N-MOS 2906 scores, which also has a range of 1-5 and is an
example of a measure for background noise using a known approach. Graph A 2993a is a
scatter plot of P.835 BAK scores versus objective prediction in a known approach. As can
be observed, the known approach predicts the subject scores fairly closely.

[00270] Graph B 2993b is illustrated with a vertical axis in objective P.385 NMOS
(BAK) 2908 scores, which has a range of 1-5 and are the prediction score for background
noise of a speech signal using ITU standard P.835. Graph B 2993b is also illustrated with a
horizontal axis in subjective NMOS 2910 scores, which also has a range of 1-5 and is an
example of an objective predictor in accordance with the systems and methods disclosed
herein. As can be observed, the systems and methods disclosed herein may predict the
scores with slightly less accuracy than the known approach, although both results are fairly
close to the subjective scores.

[00271] Figure 30 illustrates another example of objective prediction in accordance with
the systems and methods disclosed herein. Specifically, Figure 30 includes graph A 3093a
and graph B 3093b. Graph A 3093a is illustrated with a vertical axis in objective OVRL
P.835 3012 scores, which has a range of 1-5 and are a prediction score for overall quality of
a speech signal using ITU standard P.835. Graph A 3093a is also illustrated with a
horizontal axis in subjective G-MOS 3014 scores, which also has a range of 1-5 and is an

example of a measure for overall quality using a known approach. Graph A 3093a is a
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scatter plot of P.835 BAK scores versus objective prediction in a known approach. As can
be observed, the known approach predicts the subject scores fairly closely.

[00272] Graph B 3093b is illustrated with a vertical axis in objective GMOS (OVR)
3016 scores, which has a range of 1-5 and are the prediction score for overall quality of a
speech signal using ITU standard P.835. Graph B is also illustrated with a horizontal axis in
subjective GMOS (OVR) 3018 scores, which also has a range of 1-5 and is an example of
an objective predictor in accordance with the systems and methods disclosed herein. As can
be observed, the systems and methods disclosed herein may predict the scores with greater
accuracy than the known approach.

[00273] Some preliminary results of the ability of the systems and methods disclosed
herein to predict P.835 scores are given in Table 2. For example, the systems and methods
disclosed herein may be applied to a model for P.ONRA. In the approaches described
herein, a hydro-mechanical cochlear model may be used to convert speech into the
perceptual domain. The cochlear model output, the Inner Hair Cell (IHC) voltage, may be
essentially a representation of a speech signal in the time and space (e.g., distance along the
Basilar membrane) axis. As compared to traditional psychoacoustic models, the
representation has higher temporal resolution and more accurate spatial accuracy. Further
processing of the IHC voltage yields ‘salient feature sets” which may be subsequently fed
through simple linear European Telecommunications Standards Institute (ETSI) TS 103
106 regression models to predict SMOS, NMOS and GMOS, for example.

[00274] In the preliminary results presented herein, the approaches described herein
were trained with only 3 subjective databases (each having 60 conditions); while a known
approach in comparison was trained with 7 databases. For example, the systems and
methods disclosed herein have been tested on some P.835 databases for validation
purposes. Four databases were used. Each database included 60 conditions, 2 speakers and
4 sentences. Three databases were used for training and one was used for testing. As is
described herein, training and/or prediction may be performed with a linear regression of
features. It should be noted that a complicated training model (e.g., neural network) could
also be applied in accordance with the systems and methods disclosed herein. For example,

the training process may be improved. Table 2 provides examples of some preliminary
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approach (“Known”). “RMSE” denotes “Root Mean Square Error.”

S-MOS N-MOS G-MOS
Known New Known New Known New
p 0.87 0.96 0.99 0.99 0.97 0.99
RMSE 0.45 0.24 0.13 0.22 0.36 0.16
RMSE* | 0.33 0.13 0.04 0.12 0.23 0.09
Table 2
[00275] Table 2 illustrates prediction results for one subjective test database. Predictions

by TS 103 106 (retrained with 7 subjective databases) on the same database are listed here
as the “Known” approach for comparison. The results show that the systems and methods
disclosed herein are better at being able to predict S-MOS and G-MOS. Detailed
comparisons are shown in Figure 28. The performance of TS 103 106 drops for conditions
with subjective S-MOS less than 3. A detailed comparison for N-MOS performance is
shown in Figure 29. There is no difference in terms of correlation coefficients (both
showing 0.99). The G-MOS may be synthesized from S-MOS and N-MOS. The systems
and methods disclosed herein provide slightly better prediction than TS 103 106. The
correlation coefficients between subjective and objective scores are 0.99 vs 0.97. The
current model also shows smaller RMSE (0.16 vs 0.36) and RMSE* (0.09 vs 0.23). A
comparison of G-MOS is shown in Figure 30.

[00276]
corresponding to Figures 31A-31D. Figures 31A-D show a block diagram illustrating one

Figure 31 is a block diagram illustrating multiple parts of an example

example of estimating or predicting a roughness distortion using intrusive feature
extraction. Although specific numbers may be used for illustration, the actual size of
various data at any point of the present systems and methods may vary.

[00277]
degraded) speech signal 3111 (each illustrated as 1000 samples long) may be fed to a

An original speech signal 3109 as shown in Figure 31A and a modified (e.g.,

cochlear model. The cochlear model may output 512 samples for every sample input. In
particular, output A 3115a may correspond to the original speech signal 3109 and output B
3115b may correspond to the modified speech signal 3111.
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[00278] From the outputs A-B 3115a-b, a first voiced portion may be split into four
sections 3119a-b (e.g., four sections 3119a for output A 3115a of the cochlear model based
on the original speech signal 3109 and four sections 3119b based on output B 3119b of the
cochlear model based on the modified speech signal 3111).

[00279] One or more analysis vectors or analysis serials (AS) 3123 may be determined
from the sections 3119a-b. As illustrated, R1 AS1 may be determined from the first
sections, where R1 refers to the fact that it was determined from the first sections of the
first voiced portion and AS1 refers to the fact that it is a type 1 analysis vector. In addition
to R1 AS1, the following analysis vectors 3123 may be determined: R1 AS3, R2 AS1, R2
AS3, R3 AS1, R3 AS3, R4 AS1, R4 AS3, R3 AS2 and R3 AS4. These vectors may be
determined as described in connection with one or more of Figures 15-16, 18 and 21-24.
Therefore, the types of analysis vectors 3123 extracted for each selected section may be

determined according to Table 3, which illustrated types for intrusive measurement of

speech quality:

Section Input Signal Extracted Analysis Vector
Section A (R1) Original and Modified Types 1 and 3

Section B (R2) Original and Modified Types 1 and 3

Section C (R3) Original and Modified Types 1 and 3

Section D (R4) Original and Modified Types 1 and 3

Section C (R3) Original Types 2 and 4

SFP Original and Modified Type 1

Table 3
[00280] Furthermore, a type 1 analysis vector may be extracted for a salient feature point
(SFP) vector 3124 that is determined from the original speech and modified (e.g., degraded)
speech. SFP vectors are related to temporally localized distortions. The process to obtain an
SFP vector may be: (1) obtain a CM output and take a voiced portion; (2) find one or more
(e.g., all) tracks in the voiced portion; (3) use one or more sections where the amplitude is
high; and (4) calculate SFP vector 3124 from the one or more track in the voiced portion.
Therefore, 11 vectors may be used (10 analysis vectors 3123 and the SFP 3124), each
producing 6 or 18 features, to determine features 3127 (e.g., a feature vector) for a selected

section. An SFP may be considered “perceptual pitch” and may be different than a
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traditional pitch concept. This is because the SFP may be three dimensional, meaning each
point in an SFP has time, place and amplitude. The traditional pitch concept may not have
amplitude in the perceptual domain.

[00281] Specifically, each type 1 or type 3 analysis vector may produce 18 features 3127
(as described in connection with Figures 25-26, for example). As illustrated, AS1 and AS3
vectors may be utilized to obtain positive parts (e.g., RS1 AS1 positive) and negative parts
(e.g., RS1 AS1 negative).

[00282] Each type 2 or type 4 analysis vector may produce 6 features (as described in
connection with Figures 25 and 27, for example). The features 3127 may be placed in a
feature vector that, in this example, has 174 entries. The same process of feature extraction
may be performed on a second portion (e.g., voiced portion) of the cochlear output for the
original speech and the modified speech to produce another 174 entry feature vector. The
same process may be repeated for any suitable number of portions (e.g., voiced portions),
each producing a feature vector similar to that of the first selected section.

[00283] Once the feature vectors for all selected sections are determined, the features
3127 may be averaged, as illustrated in Figure 31B and Figure 31C. In other words, the first
entries (shown as averages) in each of the feature vectors may be averaged. Similarly, the
entries at every index are averaged with each other to produce a single average feature
vector 3120, shown as a 174 entry vector in this example. The single average feature vector
3120 multiplied by a weighting 3153 (e.g., may be weighted using weights) learned
beforehand during training (as described in connection with one or more of Figures 8-9, for
example). After weighting, each of the features in the single average feature vector may be
summed to produce a roughness distortion 3149 as shown in Figure 31D (e.g., prediction
score). Similar procedures may be followed for other distortions.

[00284] A known approach for objective measurement of speech quality is to tackle the
overall quality directly, such as ITU standards PESQ/P.OLQA. In known approaches,
features were extracted from a psychoacoustic masking model or similar, which are rough
approximations of human's perception. Perceptual formant-like features have been
extracted from the output of a hydro-mechanical Cochlear Model, and used for Temporally

Localized Distortions measurement.
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[00285] In some configurations, one or more procedures of the systems and methods
may be carried out at follows. In one approach, the new feature sets introduced here are

intrusive (using both a degraded and an original speech signal). Assume an original and

corresponding degraded speech (S and S%* | aligned and leveled). The S and §%°
may be passed through a computational model of hearing (such as hydro-mechanical

Cochlear Models or psychoacoustic model). Such models may be referred to as CM and the

outputs due to the original and distorted signals will be referred to as CM °"* and CM 5 .
[00286] The original and distorted speech may be passed through a hydro-mechanical
Cochlear Model (CM), and the output has high precision along both the time and frequency
domains. The output represents the speech in the perceptual domain.

[00287]  Analysis Serials (AS) may be extracted from interested sections. The feature V
SF144 can be extracted from voiced sections (VS) and silence (SIL) sections of the speech
with same algorithms described herein, depending on the purpose of analysis. Suppose
there are K interested sections.

[00288] Frequency related Analysis Serials may be described as follows. For a kth

interested region, the degraded CM output CM ]fis (p,t) and corresponding original CM

ori

output CM (p, 1), each has a size of P * T.
r dis
. CM % (p, 1)
= k ?
CMOdels (p) = logl() = T (56)
T ori
. Z CM ( p t)
= k ?
CMOTkorl (p): logl() (=1 T (57)
cmor M (p)= cmor I (p)- cmoT " (p) (58)
[00289] For a different perceptual model, the CM may have a different size. In the

following part, we take a Cochlear Model. It should be noted that numbers may be adjusted

for a certain output. The P in this example has a range 1-512, and is cut into four regions:
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(A) 1-150, (B) 151-275, (C) a276-450 and (D) 450-512. So there are four difference

functions as a function of place:

Pli(p)=cMOTM (p), p=1..150

P2 (p)=cMOT (p), p=151..275

( (59)
(p), p=276..450

P3,(p)=cmor
P4 (p)=cMOT™ (p), p=451..512
[00290] Another is described for the original speech but only in the salient region
(region C):
P5;(p-275)=CMOT{" (p), p = 276...450 (60)

The P1, (p) (with a length of N) may be separated into

ii Pl (p).if P1x(p)>0
Pllfosmve(p):{ k k

0, otherwise
(61)

Plnegative( ) _ {Plk (p)’ if Pl (p) <0
k pPl= .
0, otherwise

The same procedure may be applied on P2, (p), P3 r (p). P4 r (p) to yield

Pl I}{Jositive (p ), Pl Zegative (p), Plk (p),
lefositive (p ), Pzzegative (p ), sz (p ),
P3P (p), P38 (p), P31 (p), 62)

P4I]<70sitive (p ), P4zegative (p ), P4k (p)
and P5;, (p) only itself .

These may be called Analysis Serials.
[00291] Time related Analysis Serials may be obtained as follows. For each Voiced

Section (VS), there is the degraded CM output CM ]fis (p,t) and corresponding original

CM ]f ri ( D, t) , where each has a size of P * T. The following may be calculated:
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2 di
p’=r1,1CMkls(p’ 1)

dis
71" (t) =10
k ( ) 210 T 11

2 M (1)

T177(¢) = 1o
k () £10 "2 -ni 11

11980 (0) = 7195 (1) - 7197 (1)

222, ()

T2dl5 t :1 P:”Z,l
P ( ) 0210 Fan—rag +1
mn2 ori
. -2 CM " (p, 1)
12970) = togyg 222 M
2= +1

728 (1) =125 (1)~ 729" (1)

B2 M (p.r)

dis p=r3]1
T377(t)=1o
k ( ) £10 ra—r3p+1
B2 oM (p, 1) (63)
; = k p,
157 )= gy 212
I’3,2 - I’3,1 +1

T3 (1) =135 (1)~ 139" (¢)

2, M)

7495 (1) =1 p=rt
P () 08210 PP 1
4.2 ori
. 2 CM " (p.t)
1) <oy 22
T4 — 7141 +1

T4 (1) =745 (1)~ 749" (1)

1 2

1 150
151 275
276 450
450 512

B~ W D = N

where r| 2 means “first row, second column” (e.g., 150). It should be noted that more

regions (than just region C, for example) may be utilized. Accordingly, there are four



WO 2014/210208 PCT/US2014/044168

-76 -
difference functions as a function of place. Another is described for the original speech, but
only in a salient region (region C).
75, (6)=13" (1) (64)
The T1;, (r) (with a length of T) may be separated into

T1,(t), if T1;(r)>0

Tlpositive )=
k ( ) 0, otherwise

: (65)
leegative (t) _ {le (t)’ if le (p) <0

0, otherwise
The same procedure may be applied on72, (p). T3, (p). T4, (p) to yield

1 lfositive , leegative, T1,,
T lfositive , Tzzegative, T2, -
73 lfositive , T3Zegan've T3y,
T4 lfositive T 4zegative, T4,
These may also be called Analysis Serials.

[00292] The SFP may also be obtained. If the interested section is a voiced section,

SFP;. are extracted from the kth voiced section’s CM output. In some configurations, the

SFT may be obtained as described in European Patent Application Publication No.
EP2329399 A4. Three AS are formed here:

SFPkPOSlthE , SFPknegatlve , SFPk , (67)
[00293] Feature extraction from the AS may proceed as follows. For each AS (e.g.,
P2Z€g ative (p) and T3 i » Which has a length of N, features are extracted as follows:

FT1=mean(AS)

N
>0 AS(p)xp
Fro="=r=1 _5

P
ZZZIAS (p) (68)

geometric shift.

FT3= median(AS ) ,
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where the median function here means p(AS > F3)>— and

1
2
p(AS < F3)2%.

T4 = !

I
P=1AS(p)
harmonic mean.

FT5 = std(AS),

standard deviation (std).

——.3
TN (AS(p)—AS)

FT6 = 3

-2
FEV_, (AS(p)—AS)

[00294]  Features extracted from P17 ositive ' py - a@ive py ¢ are F1-F18. Features
extracted from P2 ]f ositive , P2Z€g ative , P2, are F19-I36. Features extracted from
P3 ]f ositive , P3 Zeg ative , P3 are F37-F54, Features extracted from

P4 ]f OSitive, P4Z€gmive, P4, are F55-F72. For P5; , which is the original values in region
C, there are only 6 features: F'73—F78.

catures extracte rom i , : , are — . Peatures
[00295] F d from 717%™ 114 11, F79-F96. F

extracted from 72 ]fOSitive, T2Z€gmive, T2, are F97-F114. Features extracted from
T3 ]f ositive , T3Z€g ative , T3 are F115-F132. Features extracted from

T4FOSHVe T4nesae 1y, are F133-F150. For P5;, which is the original values in
region C, there are only 6 features: F151-F156. Features extracted from
SEPFO | SFP] 8™ | SFP, are F157-F174.

[00296] It should be noted that the final feature score may include means of that feature

for all voiced sections (e.g., FS1= &ZZZIF 1; ). Feature F'175 may be a binary indicator
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of whether the speaker is male or female (e.g., O for male, and -1 for female). Feature F'176
may be a constant (usually set to 1, for example) for convenient of linear regression.
[00297] The systems and methods disclosed herein may provide a speech quality
measurement output. Feedback (e.g., real-time feedback) for coding and/or transmission
developer may additionally or alternatively be provided. Characteristics and/or insight of
speech distortions may additionally or alternatively be provided. The systems and methods
disclosed herein may provide many parameters to describe given speech's characteristics
(e.g., distortions) in a perceptual domain. These features may be built into a general toolbox
and combined for specific aims (e.g., frequency-localized distortions measurement). In
other words, the systems and methods described herein may provide high accuracy in
speech quality measurement, insight into a description on various types of speech
distortions, a human-perceptually oriented approach. It should be noted that other known
approaches may not use a hydro-mechanical Cochlear Model output.

[00298] Figure 32 Figure 32 is a block diagram illustrating multiple parts of an example
corresponding to Figures 32A-32D. Figures 32A-D are a block diagram illustrating one
example of estimating or predicting a roughness distortion using non-intrusive feature
extraction. Although specific numbers may be used for illustration, the actual size of
various data at any point of the present systems and methods may vary.

[00299] A modified (e.g., degraded) speech signal 3211 as shown in Figure 32A
(illustrated as 1000 samples long) may be fed to a cochlear model. The cochlear model may
output 512 samples for every sample input. In particular, the output 3215 may correspond
to the modified speech signal 3211. From the output 3215, a first voiced portion may be
split into four sections 3219 (e.g., four sections 3219 based on the output 3215 of the
cochlear model based on the modified speech signal 3211).

[00300] One or more analysis vectors or analysis serials (AS) 3223 may be determined
from the sections 3219. As illustrated, R1 AS2 may be determined from the first section,
where R1 refers to the fact that it was determined from the first section of the first voiced
portion and AS2 refers to the fact that it is a type 2 analysis vector. In addition to R1 AS2,
the following analysis vectors 3223 may be determined: R1 AS4, R2 AS2, R2 AS4, R3
AS2, R3 AS4, R4 AS2 and R4 AS4. These vectors may be determined as described in

connection with one or more of Figures 15-16, 19, 22 and 24. Therefore, the types of
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analysis vectors extracted for each selected section may be determined according to Table

4, which illustrates types for non-intrusive measurement of speech quality:

Section Input Signal Extracted Analysis vector
Section A (R1) Modified Types 2 and 4
Section B (R2) Modified Types 2 and 4
Section C (R3) Modified Types 2 and 4
Section D (R4) Modified Types 2 and 4
SFP Modified Type 2
Table 4

[00301] Furthermore, a type 2 analysis vector may be extracted for a salient feature point
(SEFP) vector 3224 that is determined from the modified speech. SFP vectors are related to
temporally localized distortions. Therefore, 9 vectors may be used (8 analysis vectors 3223
and the SFP 3224), each producing 6 features, to determine a feature vector for a selected
section.

[00302] Specifically, each type 2 or type 4 analysis vector may produce 6 features 3227
(as described in connection with Figures 25 and 27, for example). The features 3227 may
be placed in a feature vector that, in this example, has 54 entries. The same process of
feature extraction may be performed on a second portion (e.g., voiced portion) of the
cochlear output 3215 to produce another 54 entry feature vector. The same process may be
repeated for any suitable number of portions (e.g., voiced portions), each producing a
feature vector similar to that of the first selected section.

[00303] Once the feature vectors for all selected sections are determined, the features
3227 may be averaged, as illustrated in Figure 32B and Figure 32C. In other words, the first
entries (shown as averages) in each of the feature vectors may be averaged. Similarly, the
entries at every index are averaged with each other to produce a single average feature
vector 3220, shown as a 54 entry vector in this example. The single average feature vector
3220 may be multiplied by a weighting 3253 (e.g., may be weighted using weights) learned
beforehand during training (as described in connection with one or more of Figures 89, for
example). After weighting, each of the features in the single average feature vector may be
summed to produce a roughness distortion 3249 as shown in Figure 32D (e.g., prediction

score). Similar procedures may be followed for other distortions.
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[00304] Figures 31-32 illustrate a prediction score for the roughness distortion 3149,
3249, however, the prediction score may be for any of the distortion dimensions. For
example, when determining a prediction score for the dullness/muffledness distortion
dimension, the weights used may correspond to subjective scores for dullness/muffledness
distortion dimension instead of the roughness distortion dimension. The prediction scores
for each distortion dimension may be used by an objective speech quality module (as
described in connection with Figures 67, for example) to determine a foreground quality
and a background quality. An overall quality may then be determined. The overall quality
may be used instead of or in addition to a mean opinion score (MOS) that is determined
from human listeners subjectively scoring a portion of speech.

[00305] In some configurations, one or more procedures of the systems and methods

may be carried out at follows. In one approach, the new feature sets introduced here are

non-intrusive (using a degraded speech signal). Assume a degraded speech (§ dis ). The
g dis may be passed through a computational model of hearing (such as a hydro-mechanical

Cochlear Model or psychoacoustic model). Such models may be referred to as CM and the

output due to distorted signal will be referred to asCM dis The output has high precision
along both the time and frequency domains. The output represents the speech in the
perceptual domain.

[00306] Analysis Serials (AS) may be extracted from voiced sections (VS) and silence
(SIL) sections of the speech with same algorithms described herein, depending on the
purpose of analysis. Suppose there are K interested sections.

[00307] Frequency related Analysis Serials may be described as follows. For a kth
interested region, the degraded CM output CM gis (p, ) has a size of P * T.

T dis
2 M (po1) 69)

cMOT{"™ (p) =1logyg "

[00308] For a different perceptual model, the CM may have a different size. In the
following part, we take a Cochlear Model. It should be noted that numbers may be adjusted

for a certain output. The P in this example has a range 1-512, and is cut into four regions:
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(A) 1-150, (B) 151-275, (C) a276-450 and (D) 450-512. So there are four difference

functions as a function of place:

Pl (p)=cMOT (p). p=1..150

P2, (p)=CcMOTIS (p). p=151..275
P3;(p)=CcMOT ™ (p). p=276..450
P4y (p)=CMOTI (p), p=451..512

These may be called Analysis Serials.

(70)

[00309] Time related Analysis Serials may be obtained as follows. For each Voiced

Section (VS), there is the degraded CM output CM ]fis (p,t) has a size of P * T. The

following may be calculated:

12, )

Tldls t :1 P:rl,l
k ( ) 0210 "2 A1 11
mn2 dis
. -2 M (p, 1)
T2 (1) =log L= i
mn2—nj +1

32 M I (p,1)

73% (1) = 1o p=r3l
k ( ) £10 o 11
42 dis
Z ’ CM (p t)
. — k ?
T4z” (r)=1og; p=ral
42 — 141 +1
r 1 2
1 1 150
2 151 275
3 276 450
4 450 512

(71)

where rj 2 means “first row, second column” (e.g., 150). These may also be called Analysis

Serials.

[00310] The SFP may also be obtained. If the interested section is a voiced section,

SFP;, are extracted from the kth voiced section’s CM output. Feature extraction from the
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AS may proceed as follows. For each AS (e.g., T3 K which has a length of N, features are

extracted as follows:

FT1=mean(AS)

N
T2 = -p

N
> =1 A8(p)
geometric shift.

FT3= median(AS ) ,

where the median function here means p(AS > F3)>— and

1
2
1
p(AS < F3)>=.
2 (72)
FT4= ;,
ZN 1
P=1AS(p)
harmonic mean.

FT5 = std(AS),

standard deviation (std).
1 oN —_—
~ Lp=1(AS(p)—AS)®

[% Tp=1(AS (p)—A_S)Z]3

FT6 =

[00311] Features extracted from P1; are FF1-I'6. Features extracted from P2j are F7—

F12. Features extracted from P3j are FF13-F18. Features extracted from P4 are F19-
F24.

[00312] Features extracted from 71; are F25-F30. Features extracted from 7°2j are
F31-F36. Features extracted from 73, are I37-F42. Features extracted from 7'4; are
FA43-F48. Features extracted from SFP; are F49-F54.

[00313] It should be noted that the final feature score may include means of that feature

for all voiced sections (e.g. F'S1= éZX:IF 14 ). Feature F'S5 may be a binary indicator of
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whether the speaker is male or female (e.g., O for male, and -1 for female). Feature F56
may be a constant (usually set to 1, for example) for convenient of linear regression.
[00314] The systems and methods disclosed herein may provide a speech quality
measurement output. Feedback (e.g., real-time feedback) for coding and/or transmission
developer may additionally or alternatively be provided. Characteristics and/or insight of
speech distortions may additionally or alternatively be provided. The systems and methods
disclosed herein may provide many parameters to describe given speech's characteristics
(e.g., distortions) in a perceptual domain. These features may be built into a general toolbox
and combined for specific aims (e.g., frequency-localized distortions measurement). In
other words, the systems and methods described herein may provide high accuracy in
speech quality measurement, insight into a description on various types of speech
distortions, a human-perceptually oriented approach. It should be noted that other known
approaches may not use a hydro-mechanical Cochlear Model output.

[00315] Figure 33 is a flow diagram illustrating a more specific configuration of a
method 3300 for feature extraction. The electronic device 1507 (e.g., a speech evaluator
and/or a feature extraction module) may perform one or more steps, functions and/or
procedures of the method 3300.

[00316] The electronic device may obtain an original speech signal and a modified (e.g.,
degraded) speech signal. The original speech signal and a modified speech signal may be
recorded over the same period for intrusive feature extraction. In other words, the modified
speech signal may be a processed version of the original speech signal. Alternatively, only
a modified speech signal may be obtained for non-intrusive feature extraction.

[00317] The electronic device may process 3302 the speech using a physiological
cochlear model. This may be accomplished as described above in connection with one or
more of Figures 15-19 and 31-32, for example.

[00318] The electronic device may select 3304 a portion from the output of the cochlear
model. This may be accomplished as described above in connection with one or more of
Figures 18-19 and 31-32, for example. The portion may be a portion of the physiological
cochlear model output for the original speech signal and/or a portion of the cochlear model
output for the modified speech signal that significantly affects the perceptual quality of the

speech (e.g., voiced portions, vowels, etc.). For instance, selecting 3304 the portion may
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include computing the energy of one or more signals and selecting a portion where the
energy is above a threshold.

[00319] The electronic device may analyze 3306 sections of the output of the
physiological cochlear model. This may be accomplished as described above in connection
with one or more of Figures 15-16, 18-24 and 31-32, for example. For instance, the
electronic device may group (e.g., split) portions of the output into multiple sections (e.g.,
four sections or another number of sections). Each of the sections may have a particular
size (e.g., a number of place points by a number of N samples).

[00320] The electronic device may extract 3308 vectors for each section. In particular,
the electronic device may extract a place-based analysis vector and a time-based analysis
vector for each section. This may be accomplished as described above in connection with
one or more of Figures 15-16, 18-19, 21-24 and 31-32, for example. For instance, the
electronic device may average a section over time to produce a place-based analysis vector
and/or may average a section over place to produce a time-based analysis vector. In some
configurations, analysis vectors may be extracted 3308 per section number as shown in
Table 3 above. In other words, at least one place-based analysis vector and one time-based
analysis vector may be extracted 3308 for each section.

[00321] The electronic device may determine 3310 one or more features from each
vector (e.g., analysis vector). This may be accomplished as described in connection with
one or more of Figures 15-16, 18—19, 25-27 and 31-32, for example.

[00322] The electronic device may estimate 3312 (e.g., predict) a distortion based on the
one or more features and a weighting (e.g., weight set) that corresponds to the distortion
dimension. This may be accomplished as described above in connection with one or more
of Figures 15, 18-19 and 31-32. For example, the electronic device may use a weighting
(e.g., a weight set that was previously determined offline) for the roughness distortion to
weight the features to produce the roughness distortion (e.g., a prediction score for the
roughness dimension). One or more distortions may be estimated 3312. For example, the
electronic device may estimate 3312 one or more of roughness, discontinuity, dullness,
thinness, hissing and variability as described above. The electronic device may estimate
3312 additional and/or alternative distortions. In some configurations, distortions (e.g.,

prediction scores) may be determined for all four foreground distortion dimensions and
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both background distortion dimensions described above in connection with Figures 4-7. In
some configurations, the electronic device may estimate a foreground quality and/or a
background quality based on the distortions (e.g., objective distortions). This may be
accomplished as described above in connection with one or more of Figures 4-7.
Additionally or alternatively, an overall quality may be estimated from the foreground
quality and background quality. This may be accomplished as described above in
connection with one or more of Figures 4—7. The overall quality may serve as an overall
objective quality score of the modified speech signal, which may be utilized in place of a
subjective mean opinion score (MOS).

[00323] Figure 34 is a flow diagram illustrating a configuration of a method 3400 for
intrusive feature extraction. The electronic device 1507 (e.g., a speech evaluator and/or a
feature extraction module) may perform one or more steps, functions and/or procedures of
the method 3400.

[00324] The electronic device may obtain 3402 an original speech signal and a modified
(e.g., degraded) speech signal. This may be accomplished as described above in connection
with Figure 15. For example, the electronic device may obtain one or more frames or time
periods of the original speech signal and the modified speech signal. The original speech
signal and a modified speech signal may be recorded over the same time period for
intrusive feature extraction. In other words, the modified speech signal may be a processed
version of the original speech signal.

[00325] The electronic device may process 3404 the speech using a physiological
cochlear model. This may be accomplished as described above in connection with one or
more of Figures 15-19 and 31-32, for example. In particular, the electronic device may
process 3404 the original speech signal and the modified speech signal using one or more
cochlear models.

[00326] The electronic device may select 3406 a portion from the output of the
physiological cochlear model. This may be accomplished as described above in connection
with one or more of Figures 18—19 and 31-32, for example. The portion may be a portion
of the physiological cochlear model output for the original speech signal and/or a portion of
the cochlear model output for the modified speech signal that significantly affects the

perceptual quality of the speech (e.g., voiced portions, vowels, etc.). For instance, selecting
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3406 the portion may include computing the energy of one or more signals and selecting a
portion where the energy is above a threshold.

[00327] The electronic device may analyze 3408 sections of the output of the
physiological cochlear model. This may be accomplished as described above in connection
with one or more of Figures 15-16, 18-24 and 31-32, for example. For instance, the
electronic device may group (e.g., split) portions of the output into multiple sections (e.g.,
four sections or another number of sections). Each of the sections may have a particular
size (e.g., a number of place points by a number of N samples).

[00328] The electronic device may extract 3410 vectors for each section. In particular,
the electronic device may extract 3410 a place-based analysis vector and a time-based
analysis vector for each section. This may be accomplished as described above in
connection with one or more of Figures 15-16, 18-19, 21-24 and 31-32, for example. For
instance, the electronic device may average a section over time to produce a place-based
analysis vector and/or may average a section over place to produce a time-based analysis
vector. In some configurations, analysis vectors may be extracted 3410 per section number
as shown in Table 3 above. In other words, at least one intrusive place-based analysis
vector (e.g., type 1) and one time-based analysis vector (e.g., type 3) may be extracted 3410
for each section. As illustrated in Table 3, the electronic device may optionally and
additionally extract a non-intrusive place-based vector (e.g., type 2) and/or a non-intrusive
time-based vector (e.g., type 4) for one or more sections (e.g., section C).

[00329] The electronic device may determine 3412 one or more features from each
vector (e.g., analysis vector). This may be accomplished as described in connection with
one or more of Figures 15-16, 18-19, 25-27 and 31-32, for example. In some
configurations, 6 and/or 18 features may be determined 3412 based on each vector.

[00330] The electronic device may estimate 3414 (e.g., predict) a distortion based on the
one or more features and a weighting (e.g., weight set) that corresponds to the distortion
dimension. This may be accomplished as described above in connection with one or more
of Figures 15, 18-19 and 31-32. For example, the electronic device may use a weighting
(e.g., a weight set that was previously determined offline) for the roughness distortion to
weight the features to produce the roughness distortion (e.g., a prediction score for the

roughness dimension). One or more distortions may be estimated 3414. For example, the
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electronic device may estimate 3414 one or more of roughness, discontinuity, dullness,
thinness, hissing and variability as described above. The electronic device may estimate
3414 additional and/or alternative distortions. In some configurations, distortions (e.g.,
prediction scores) may be determined for all four foreground distortion dimensions and
both background distortion dimensions described above in connection with Figures 4-7. In
some configurations, the electronic device may estimate a foreground quality and/or a
background quality based on the distortions (e.g., objective distortions). This may be
accomplished as described above in connection with one or more of Figures 4-7.
Additionally or alternatively, an overall quality may be estimated from the foreground
quality and background quality. This may be accomplished as described above in
connection with one or more of Figures 4—7. The overall quality may serve as an overall
objective quality score of the modified speech signal, which may be utilized in place of a
subjective mean opinion score (MOS).

[00331] Figure 35 is a flow diagram illustrating a configuration of a method 3500 for
non-intrusive feature extraction. The electronic device 1507 (e.g., a speech evaluator and/or
a feature extraction module) may perform one or more steps, functions and/or procedures of
the method 3500.

[00332] The electronic device may obtain 3502 a modified (e.g., degraded) speech
signal. This may be accomplished as described above in connection with Figure 15. For
example, the electronic device may obtain one or more frames or time periods of the
modified speech signal. The modified speech signal may be a processed (e.g., degraded)
version of the original speech signal. In the non-intrusive approach, the electronic device
may not obtain an original speech signal. This may allow for speech quality evaluation in a
variety of devices without having to obtain, transmit or receive the original speech signal.
[00333] The electronic device may process 3504 the modified speech using a
physiological cochlear model. This may be accomplished as described above in connection
with one or more of Figures 15-17, 19 and 32, for example. In particular, the electronic
device may process 3504 the only the modified speech signal (and not the original speech
signal) using a cochlear model.

[00334] The electronic device may select 3506 a portion from the output of the

physiological cochlear model. This may be accomplished as described above in connection
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with one or more of Figures 19 and 32, for example. The portion may be a portion of the
physiological cochlear model output for the modified speech signal that significantly
affects the perceptual quality of the speech (e.g., voiced portions, vowels, etc.). For
instance, selecting 3506 the portion may include computing the energy of the modified
speech signal and selecting a portion where the energy is above a threshold.

[00335] The electronic device may analyze 3508 sections of the output of the
physiological cochlear model. This may be accomplished as described above in connection
with one or more of Figures 15-16, 19-20, 22, 24 and 32, for example. For instance, the
electronic device may group (e.g., split) portions of the output into multiple sections (e.g.,
four sections or another number of sections). Each of the sections may have a particular
size (e.g., a number of place points by a number of N samples).

[00336] The clectronic device may extract 3510 vectors for each section. In particular,
the electronic device may extract 3510 a non-intrusive place-based analysis vector and a
non-intrusive time-based analysis vector for each section. This may be accomplished as
described above in connection with one or more of Figures 15-16, 19, 22, 24 and 32, for
example. For instance, the electronic device may average a section over time to produce a
place-based analysis vector and/or may average a section over place to produce a time-
based analysis vector. In some configurations, analysis vectors may be extracted 3510 per
section number as shown in Table 4 above. In other words, at least one non-intrusive place-
based analysis vector (e.g., type 2) and one non-intrusive time-based analysis vector (e.g.,
type 4) may be extracted 3510 for each section.

[00337] The electronic device may determine 3512 one or more features from each
vector (e.g., analysis vector). This may be accomplished as described in connection with
one or more of Figures 15-16, 19, 25, 27 and 32, for example. In some configurations, 6
features may be determined 3512 based on each vector.

[00338] The electronic device may estimate 3514 (e.g., predict) a distortion based on the
one or more features and a weighting (e.g., weight set) that corresponds to the distortion
dimension. This may be accomplished as described above in connection with one or more
of Figures 15, 19 and 32. For example, the electronic device may use a weighting (e.g., a
weight set that was previously determined offline) for the roughness distortion to weight

the features to produce the roughness distortion (e.g., a prediction score for the roughness
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dimension). One or more distortions may be estimated 3514. For example, the electronic
device may estimate 3514 one or more of roughness, discontinuity, dullness, thinness,
hissing and variability as described above. The electronic device may estimate 3514
additional and/or alternative distortions. In some configurations, distortions (e.g., prediction
scores) may be determined for all four foreground distortion dimensions and both
background distortion dimensions described above in connection with Figures 4-7. In some
configurations, the electronic device may estimate a foreground quality and/or a
background quality based on the distortions (e.g., objective distortions). This may be
accomplished as described above in connection with one or more of Figures 4-7.
Additionally or alternatively, an overall quality may be estimated from the foreground
quality and background quality. This may be accomplished as described above in
connection with one or more of Figures 4—7. The overall quality may serve as an overall
objective quality score of the modified speech signal, which may be utilized in place of a
subjective mean opinion score (MOS).

[00339] Figure 36 is a block diagram illustrating a more specific configuration of
intrusive feature extraction. For example, Figure 36 provides an example of extracting the
salient features from the IHC voltage. It should be noted that more sophisticated statistical
models at the backend, such as neural networks, may improve performance and may be
additionally alternatively utilized. One or more of the components described in connection
with Figure 26 may be examples of one or more of the components and/or may perform one
or more of the procedures described in connection with one or more of Figures 15-27 and
31-35. In particular, Figure 36 illustrates examples of a delay estimation module 3637,
cochlear models A—B 3613a—b, a subtractor 3620, a portion selection module 3643, an
average over frequency module 3622, an average over time module 3624, a feature
determination module 3625 and/or a regression module 3651.

[00340] An original speech signal 3609 and a modified speech signal 3611 (e.g., a
degraded version of the original speech signal 3609) may be provided to the delay
estimation module 3637. The delay estimation module 3637 may align the original speech
signal 3609 and the modified speech signal 3611, which may be provided to cochlear
model A 3613a and cochlear model B 3613b. The output of cochlear model A 3613a may
be subtracted from the output of cochlear model B 3613b by the subtractor 3620. This
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difference may be provided to the portion selection module 3643. The portion selection
module 3643 may select portions from the difference. For example, voiced portions of the
difference may be selected.

[00341] The voiced portions may be provided to the average over frequency module
3622 and to the average over time module 3624. The average over frequency module 3622
and the average over time module 3624 may average the voiced portions over frequency
and time, respectively. The average over frequency module 3622 may produce one or more
time regions. The average over time module 3624 may produce one or more frequency
regions 3626. The one or more frequency regions 3626 may be another expression of the
place-based vectors described above. The average over frequency module 3622 may
produce one or more time regions 3628. The one or more time regions 3628 may
correspond to the time-based vectors described above.

[00342] The frequency region(s) 3626 and/or the time region(s) 3628 may be provided to
the feature determination module 3625. The feature determination module 3625 may
determine (e.g., extract) features 3627 (e.g., statistical features) from each region. The
features 3627 may be grouped into feature sets.

[00343] In some configurations, the features 3627 may be provided to the regression
module 3651. The regression module 3651 may perform a linear regression based on one or
more of the features 3627 and a weighting 3653 (e.g., one or more weights) to estimate one
or more distortions 3649. In some configurations, the regression module 3651 may
alternatively perform a polynomial regression, second order regression, non-linear
regression, etc., in order to estimate the distortion(s) 3649. In some configurations, one or
more qualities (e.g., foreground quality, background quality, overall quality, etc.) may be
estimated based on the one or more distortions 3649 as described herein.

[00344] Figure 37 is a block diagram illustrating one configuration of a wireless
communication device 3730 in which systems and methods for measuring speech signal
quality and/or feature extraction may be implemented. The wireless communication device
3730 illustrated in Figure 37 may be an example of one or more of the electronic devices
556, 1507 described herein. The wireless communication device 3730 may include an

application processor 3742. The application processor 3742 generally processes instructions
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(e.g., runs programs) to perform functions on the wireless communication device 3730. The
application processor 3742 may be coupled to an audio coder/decoder (codec) 3740.
[00345] The audio codec 3740 may be used for coding and/or decoding audio signals.
The audio codec 3740 may be coupled to at least one speaker 3732, an earpiece 3734, an
output jack 3736 and/or at least one microphone 3738. The speakers 3732 may include one
or more electro-acoustic transducers that convert electrical or electronic signals into
acoustic signals. For example, the speakers 3732 may be used to play music or output a
speakerphone conversation, etc. The earpiece 3734 may be another speaker or electro-
acoustic transducer that can be used to output acoustic signals (e.g., speech signals) to a
user. For example, the earpiece 3734 may be used such that only a user may reliably hear
the acoustic signal. The output jack 3736 may be used for coupling other devices to the
wireless communication device 3730 for outputting audio, such as headphones. The
speakers 3732, earpiece 3734 and/or output jack 3736 may generally be used for outputting
an audio signal from the audio codec 3740. The at least one microphone 3738 may be an
acousto-electric transducer that converts an acoustic signal (such as a user’s voice) into
electrical or electronic signals that are provided to the audio codec 3740.

[00346] In some configurations, the audio codec 3740 may include speech evaluator A
3768a. Speech evaluator A 3768a may perform one or more of the procedures and/or
functions and/or may include one or more of the modules and/or components described in
connection with one or more of Figures 4-27 and 31-36. In particular, speech evaluator A
3768a may extract one or more features and/or may measure speech signal quality.
Additionally or alternatively, the application processor 3742 may include speech evaluator
B 3768b. Speech evaluator B 3768b may perform one or more of the procedures and/or
functions and/or may include one or more of the modules and/or components described in
connection with speech evaluator A 3768a.

[00347] The application processor 3742 may also be coupled to a power management
circuit 3752. One example of a power management circuit 3752 is a power management
integrated circuit (PMIC), which may be used to manage the electrical power consumption
of the wireless communication device 3730. The power management circuit 3752 may be
coupled to a battery 3754. The battery 3754 may generally provide electrical power to the

wireless communication device 3730. For example, the battery 3754 and/or the power



WO 2014/210208 PCT/US2014/044168

-92 -

management circuit 3752 may be coupled to at least one of the elements included in the
wireless communication device 3730.

[00348] The application processor 3742 may be coupled to at least one input device
3756 for receiving input. Examples of input devices 3756 include infrared sensors, image
sensors, accelerometers, touch sensors, keypads, etc. The input devices 3756 may allow
user interaction with the wireless communication device 3730. The application processor
3742 may also be coupled to one or more output devices 3758. Examples of output devices
3758 include printers, projectors, screens, haptic devices, etc. The output devices 3758 may
allow the wireless communication device 3730 to produce output that may be experienced
by a user.

[00349] The application processor 3742 may be coupled to application memory 3760.
The application memory 3760 may be any electronic device that is capable of storing
electronic information. Examples of application memory 3760 include double data rate
synchronous dynamic random access memory (DDR SDRAM), synchronous dynamic
random access memory (SDRAM), flash memory, etc. The application memory 3760 may
provide storage for the application processor 3742. For instance, the application memory
3760 may store data and/or instructions for the functioning of programs that are run on the
application processor 3742.

[00350] The application processor 3742 may be coupled to a display controller 3762,
which in turn may be coupled to a display 3764. The display controller 3762 may be a
hardware block that is used to generate images on the display 3764. For example, the
display controller 3762 may translate instructions and/or data from the application
processor 3742 into images that can be presented on the display 3764. Examples of the
display 3764 include liquid crystal display (LLCD) panels, light emitting diode (LED)
panels, cathode ray tube (CRT) displays, plasma displays, etc.

[00351] The application processor 3742 may be coupled to a baseband processor 3744.
The baseband processor 3744 generally processes communication signals. For example, the
baseband processor 3744 may demodulate and/or decode received signals. Additionally or
alternatively, the baseband processor 3744 may encode and/or modulate signals in

preparation for transmission.
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[00352] The baseband processor 3744 may be coupled to baseband memory 3766. The
baseband memory 3766 may be any electronic device capable of storing electronic
information, such as SDRAM, DDRAM, flash memory, etc. The baseband processor 3744
may read information (e.g., instructions and/or data) from and/or write information to the
baseband memory 3766. Additionally or alternatively, the baseband processor 3744 may
use instructions and/or data stored in the baseband memory 3766 to perform
communication operations.

[00353] The baseband processor 3744 may be coupled to a radio frequency (RF)
transceiver 3746. The RF transceiver 3746 may be coupled to a power amplifier 3748 and
one or more antennas 3750. The RF transceiver 3746 may transmit and/or receive radio
frequency signals. For example, the RF transceiver 3746 may transmit an RF signal using a
power amplifier 3748 and at least one antenna 3750. The RF transceiver 3746 may also
receive R signals using the one or more antennas 3750.

[00354] Figure 38 illustrates certain components that may be included within an
electronic device/wireless device 3868. The electronic device/wireless device 3868 may be
an access terminal, a mobile station, a user equipment (UE), a base station, an access point,
a broadcast transmitter, a node B, an evolved node B, a server, computer, router, switch,
etc. The electronic device/wireless device 3868 may be implemented in accordance with
one or more of the electronic devices 556, 1507 described herein. The electronic
device/wireless device 3868 includes a processor 3884. The processor 3884 may be a
general purpose single- or multi-chip microprocessor (e.g., an ARM), a special purpose
microprocessor (e.g., a digital signal processor (DSP)), a microcontroller, a field
programmable gate array (FPGA), etc. The processor 3884 may be referred to as a central
processing unit (CPU). Although just a single processor 3884 is shown in the electronic
device/wireless device 3868, in an alternative configuration, a combination of processors
(e.g., an ARM, DSP and FPGA) could be used.

[00355] The electronic device/wireless device 3868 also includes memory 3870. The
memory 3870 may be any electronic component capable of storing electronic information.
The memory 3870 may be embodied as random access memory (RAM), read-only memory

(ROM), magnetic disk storage media, optical storage media, flash memory devices in
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RAM, on-board memory included with the processor 3884, EPROM memory, EEPROM
memory, registers, and so forth, including combinations thereof.

[00356] Data 3874a and instructions 3872a may be stored in the memory 3870. The
instructions 3872a may be executable by the processor 3884 to implement one or more of
the methods disclosed herein. Executing the instructions 3872a may involve the use of the
data 3874a that is stored in the memory 3870. When the processor 3884 executes the
instructions 3872a, various portions of the instructions 3872b may be loaded onto the
processor 3884, and various pieces of data 3874b may be loaded onto the processor 3884.
[00357] The electronic device/wireless device 3868 may also include a transmitter 3876
and a receiver 3878 to allow transmission and reception of signals to and from the
electronic device/wireless device 3868. The transmitter 3876 and receiver 3878 may be
collectively referred to as a transceiver 3888. One or more antennas 3886a—n may be
electrically coupled to the transceiver 3888. The electronic device/wireless device 3868
may also include (not shown) multiple transmitters, multiple receivers, multiple
transceivers and/or additional antennas.

[00358] The electronic device/wireless device 3868 may include a digital signal
processor (DSP) 3880. The electronic device/wireless device 3868 may also include a
communications interface 3882. The communications interface 3882 may allow a user to
interact with the electronic device/wireless device 3868.

[00359] The various components of the electronic device/wireless device 3868 may be
coupled together by one or more buses, which may include a power bus, a control signal
bus, a status signal bus, a data 3874 bus, etc. For the sake of clarity, the various buses are
illustrated in Figure 38 as a bus system 3890.

[00360] In the above description, reference numbers have sometimes been used in
connection with various terms. Where a term is used in connection with a reference
number, this may be meant to refer to a specific element that is shown in one or more of the
Figures. Where a term is used without a reference number, this may be meant to refer
generally to the term without limitation to any particular Figure.

[00361] The term “determining” encompasses a wide variety of actions and, therefore,
“determining” can include calculating, computing, processing, deriving, investigating,

looking up (e.g., looking up in a table, a database or another data structure), ascertaining
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and the like. Also, “determining” can include receiving (e.g., receiving information),
accessing (e.g., accessing data in a memory) and the like. Also, “determining” can include
resolving, selecting, choosing, establishing and the like.

[00362] The phrase “based on” does not mean “based only on,” unless expressly
specified otherwise. In other words, the phrase “based on” describes both “based only on”
and “based at least on.”

[00363] It should be noted that one or more of the features, functions, procedures,
components, elements, structures, etc., described in connection with any one of the
configurations described herein may be combined with one or more of the functions,
procedures, components, elements, structures, etc., described in connection with any of the
other configurations described herein, where compatible. In other words, any compatible
combination of the functions, procedures, components, elements, etc., described herein may
be implemented in accordance with the systems and methods disclosed herein.

[00364] The functions described herein may be stored as one or more instructions on a
processor-readable or computer-readable medium. The term *“computer-readable medium”
refers to any available medium that can be accessed by a computer or processor. By way of
example, and not limitation, such a medium may comprise RAM, ROM, EEPROM, flash
memory, CD-ROM or other optical disk storage, magnetic disk storage or other magnetic
storage devices, or any other medium that can be used to store desired program code in the
form of instructions or data structures and that can be accessed by a computer. Disk and
disc, as used herein, includes compact disc (CD), laser disc, optical disc, digital versatile
disc (DVD), floppy disk and Blu-ray® disc where disks usually reproduce data
magnetically, while discs reproduce data optically with lasers. It should be noted that a
computer-readable medium may be tangible and non-transitory. The term “computer-
program product” refers to a computing device or processor in combination with code or
instructions (e.g., a “program”) that may be executed, processed or computed by the
computing device or processor. As used herein, the term “code” may refer to software,
instructions, code or data that is/are executable by a computing device or processor.

[00365] Software or instructions may also be transmitted over a transmission medium.
For example, if the software is transmitted from a website, server, or other remote source

using a coaxial cable, fiber optic cable, twisted pair, digital subscriber line (DSL), or
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wireless technologies such as infrared, radio, and microwave, then the coaxial cable, fiber
optic cable, twisted pair, DSL, or wireless technologies such as infrared, radio, and
microwave are included in the definition of transmission medium.

[00366] The methods disclosed herein comprise one or more steps or actions for
achieving the described method. The method steps and/or actions may be interchanged with
one another without departing from the scope of the claims. In other words, unless a
specific order of steps or actions is required for proper operation of the method that is being
described, the order and/or use of specific steps and/or actions may be modified without
departing from the scope of the claims.

[00367] It is to be understood that the claims are not limited to the precise configuration
and components illustrated above. Various modifications, changes and variations may be
made in the arrangement, operation and details of the systems, methods, and apparatus

described herein without departing from the scope of the claims.
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CLAIMS

1. A method for feature extraction by an electronic device, comprising:
processing speech using a physiological cochlear model;
analyzing sections of an output of the physiological cochlear model;
extracting a place-based analysis vector and a time-based analysis vector for each
section; and

determining one or more features from each analysis vector.

2. The method of claim 1, further comprising selecting a voiced portion in the output

of the cochlear model.

3. The method of claim 1, further comprising estimating a distortion based on the one

or more features and a weighting that corresponds to a distortion dimension.

4. The method of claim 3, further comprising:
determining multiple foreground distortions and multiple background distortions
based on the features and multiple weightings;
determining a foreground quality and a background quality based on the foreground
distortions and the background distortions; and
determining an overall quality for a modified speech signal based on the foreground

quality and the background quality.

5. The method of claim 4, further comprising displaying the overall quality, wherein a

window over which the overall quality is determined is configurable.

6. The method of claim 1, wherein the electronic device is a wireless communication

device or a network device.
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7. The method of claim 1, wherein extracting a place-based analysis vector comprises
averaging a section over time, and wherein extracting a time-based analysis vector

comprises averaging the section over place.

8. The method of claim 1, wherein extracting the place-based analysis vector and the
time-based analysis vector is based on both an original speech signal and a modified speech

signal.

9. The method of claim 1, wherein extracting the place-based analysis vector and the
time-based analysis vector is based on a modified speech signal and is not based on an

original speech signal.

10. The method of claim 1, wherein determining one or more features comprises

determining a positive part and a negative part for each analysis vector.

11. An electronic device for feature extraction, comprising:

physiological cochlear model circuitry configured to process speech;

section analysis circuitry coupled to the physiological cochlear model circuitry,
wherein the section analysis circuitry is configured to analyze sections of an
output of the physiological cochlear model circuitry;

vector extraction circuitry coupled to the section analysis circuitry, wherein the
vector extraction circuitry is configured to extract a place-based analysis
vector and a time-based analysis vector for each section; and

feature determination circuitry coupled to the vector extraction circuitry, wherein
the feature determination circuitry is configured to determine one or more

features from each analysis vector.

12. The electronic device of claim 11, further comprising portion selection circuitry

configured to select a voiced portion in the output of the cochlear model.
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13. The electronic device of claim 11, further comprising distortion estimation circuitry
configured to estimate a distortion based on the one or more features and a weighting that

corresponds to a distortion dimension.

14. The electronic device of claim 13, wherein the distortion estimation circuitry is
further configured to determine multiple foreground distortions and multiple background
distortions based on the features and multiple weightings, and wherein the electronic device
further comprises a foreground quality estimator configured to estimate a foreground
quality based on the foreground distortions and a background quality estimator configured
to estimate a background quality based on the background distortions, and wherein the
electronic device further comprises an overall quality estimator configured to estimate an
overall quality for a modified speech signal based on the foreground quality and the

background quality.

15. The electronic device of claim 14, further comprising a display configured to
display the overall quality, wherein a window over which the overall quality is determined

is configurable.

16. The electronic device of claim 11, wherein the electronic device is a wireless

communication device or a network device.

17. The electronic device of claim 11, wherein extracting a place-based analysis vector
comprises averaging a section over time, and wherein extracting a time-based analysis

vector comprises averaging the section over place.

18. The electronic device of claim 11, wherein extracting the place-based analysis
vector and the time-based analysis vector is based on both an original speech signal and a

modified speech signal.
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19. The electronic device of claim 11, wherein extracting the place-based analysis
vector and the time-based analysis vector is based on a modified speech signal and is not

based on an original speech signal.

20. The electronic device of claim 11, wherein determining one or more features

comprises determining a positive part and a negative part for each analysis vector.

21. An apparatus for feature extraction, comprising:
means for processing speech using a physiological cochlear model;
means for analyzing sections of an output of the physiological cochlear model;
means for extracting a place-based analysis vector and a time-based analysis vector
for each section; and

means for determining one or more features from each analysis vector.

22. The apparatus of claim 21, further comprising means for selecting a voiced portion

in the output of the cochlear model.

23. The apparatus of claim 21, further comprising means for estimating a distortion
based on the one or more features and a weighting that corresponds to a distortion

dimension.

24. The apparatus of claim 21, wherein extracting a place-based analysis vector
comprises averaging a section over time, and wherein extracting a time-based analysis

vector comprises averaging the section over place.

25. The apparatus of claim 21, wherein determining one or more features comprises

determining a positive part and a negative part for each analysis vector.

26. A computer-program product for feature extraction, comprising a non-transitory

computer-readable medium having instructions thereon, the instructions comprising:
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code for causing an electronic device to process speech using a physiological
cochlear model;

code for causing the electronic device to analyze sections of an output of the
physiological cochlear model;

code for causing the electronic device to extract a place-based analysis vector and a
time-based analysis vector for each section; and

code for causing the electronic device to determine one or more features from each

analysis vector.

27. The computer-program product of claim 26, further comprising code for causing the

electronic device to select a voiced portion in the output of the cochlear model.

28. The computer-program product of claim 26, further comprising code for causing the
electronic device to estimate a distortion based on the one or more features and a weighting

that corresponds to a distortion dimension.

29. The computer-program product of claim 26, wherein extracting a place-based
analysis vector comprises averaging a section over time, and wherein extracting a time-

based analysis vector comprises averaging the section over place.

30. The computer-program product of claim 26, wherein determining one or more

features comprises determining a positive part and a negative part for each analysis vector.
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