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DESCRIPTION

SYSTEMS AND METHODS FOR GENERATING A CODEBOOK. - . .. .

TO ENCODE EMBEDDED INFORMATION -

TECHNICAL FIELD

The present invention relates generally to wireless
communications ~~and Wireless communications-related
technology. More specifically, t.he present invention relates
to systems and methods for generating a codebook to encode

embedded information.

BACKGROUND ART

This application is related to U.S. Patent Application No.
11/768,789 entitled “Systems and Methods for Embedding a
First Signal in the Coding of a Second Signal,” which was filed
on June 26, 2007.

A wireless communication system typically includes a
base station in wireless communication with a plurality of
user devices (which may also be referred to as user equipment,
mobile stations, subscriber units, access terminals, etc.).
The base station transmits data to the user devices over a
radio frequency (RF) communication channel. The terms
“downlink” and “forward link” refer to transmission from a

base station to a user device, while the terms “uplink” and
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“reverse link” refer to transmission from a user device to a
base station.

The 3rd Generation Partnership Project (3GPP) is a
collaboration of standards. organizations throughout the world:.
The goal of 3GPP is to make a globally applicable third
generation (3QG) mobile phone system specificai;ion within the
scope of the IMT-2000 (International Mobile
Telecommunications-2000) standard as defined by the
International Telecommunication Union. The 3GPP Long
Term Evolution (“LTE”) Committee is considering Orthogonal
Frequénéy Division Multiplexing (OFDM) as well as
OFDM/OQAM (Orthogonal - Frequency Division
Multiplexing/Offset Quadrature Amplitude Modulation), as a
method for downlink transmission, as well as OFDM
transmission on the uplink.

Wireless communications systems (e.g., Time Division
Multiple Access (TDMA), OFDM, Code Division Multiple Access
(CDMA), Frequency Division Multiple Access (FDMA), etc.)
usually calculate an estimation of a channel impulse response

' between the antennas of a user device and the antennas of a
base station for coherent receiving. Channel estimation may
involve transmitting known reference signals that are
multiplexed with the data. Reference signals may include a
single frequency and are transmitted dver the communication

systems for supervisory, control, equalization, continuity,
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synchronization, etc..

Wireless communication systems may include one or
‘more mobile stations and one or more base stations that each
transmits a - reference signal. In addition, wireless
communication systems may transmit control signals such as
a channel quality indicator signal (CQI), acknowledgment
signals (ACK) and negative acknowledgment signals (NACK).
The control signals may be coded jointly or separately.
However, performance may diminish and/or the acceptable
error rates may increase if the control signals are jointly or
separately coded. As such, benefits may be realized
embedding one control signal in the coding of a second
control signal. Codebook generation schemes do not exist that
properly generate a codebook to encode a second control
signal with a first control signal embedded in the coding of
the second signal. As such, benefits may be realized by
providing systems and methods for generating a codebook
that can be utilized for embedding one type of information in

the coding of another type of information.

DISCLOSURE OF THE INVENTION

According to a first aspecf of the present invention,
there is provided a method for generating a codebookb to
encode embedded information, and the method comprises the

steps of determining a distribution pattern of symbols;
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determining a first number of codewords associated with the

distribution pattern of symbols; . selecting a subset  of

codewords from the first number of codewords; and including

the 'subset of codewords in the codebook if the subset of
codewords satisfies predetermined performance criteria.

According to a second aspect of the present invention,
there is provided a communications device that is configured
to generate a codebook to encode embedded information, and
the communications device comprises a determination unit
determining a distribution pattern of symbols and determine a
first number of codewords associated with the distribution
pattern of symbols; a selection unit selecting a subset of
codewords from the first number of codewords; and a
grouping unit including the subset of codewords in the
codebook if the subset of codewords satisfies predetermined
performance criteria.

According to a third aspect of the present invention,
there is provided a communications device that is configured
to generate a codebook to encode embedded information, and
the communications device comprises: a processor; memory in
electronic communication with the processor; instructions
stored in the memory, the instructions being executable to:
determine a distribution pattern of symbols; determine a first
number of codewords associated with the distribution pattern

of symbols; selece a subset of codewords from the first
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number of codewords; and.include the subset of codewords in
the ~codebook ifA'-the . subset . ;of codewords satisfies
predetermined performance criteria.:

- According to a forth aspect of the present invention, .
there is provided a computer-readable medium which
comprises executable instructions for: determining a
distribution pattern of symbols; determining a first number of
codewords associated with the distribution pattern of
symbols; selecting a subset of codewords from the first
number of codewords; and including the subset of codewords
in the codebook if the subset of codewords satisfies
predetermined performance cri;ceria.

The foregoing and other objectives, features, and
advantages of the invention will be more readily understood
upon consideration of the following detailed description of the
invention, taken in conjunction with the accompanying

drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 illustrafes an exemplary wireless
communication system in which the present systems and
methods may be practiced;

Figure 2 illustrates communication channels that may
exist between a transmitter and a receiver;

Figure 3 is one embodiment of a constellation diagram
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for Quadrature Phase Shift Keying (QPSK) modulation;

Figure 4 is an example of a method for embedding a first:

méssage of .information type A into-the coding of .a second.. . ..

message of information type B;

Figure 5 is a block diagram illustrating one example of a
transmitter that includes a codebook generator;

Figure 6 is a flow diagram illustrating one example of a
method for generating a codebook that may be utilized for
embedded coding of information;

Figure 7 is a flow diagram illustrating one example of a
method for generating a codebook by selecting codewords to
be included in the codebook;

Figure 8 is a flow diagram illustrating another example
of a method for generating a codebook that may be used for
embedded coding;

Figure 9 is a flow diagram illustrating a further example
of a method for generating a codebook;

Figure 10 is a block diagram of a base station in
accordance with one example o‘f the disclosed apparatus; and

Figure 11 illustrates various components that may be

utilized in a communications device.

BEST MODE FOR CARRYING OUT THE INVENTION
A method for generating a codebook to encode embedded

information is described. A distribution pattern of symbols is
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determined. A first number of codewords associated with the
distribution pattern of symbols is determined. A subset of
codewords is selected from the first number of codewords.
The subset of codewords is included in the codebook if the
subset of codewords satisfies predetermined performance
criteria.

In one example, a second number of codewords is
calculated. The second number may indicate the quantity of
codewords to be included in the codebook. Possible
combinations of codewords may be calculated based on the
first number of codewords and the second number of
codewords. A performance metric for each of the possible
combinations of codewords may be calculated.

A determination may be made as to whether a
performance metric of a combination of codewords is better
than the performance metric of other combinations of
codewords. Codewords associated with a combination may be
included if the combination’s performance metric is better
‘than the performance metrics of other combinations.

The performance criteria may include a minimum
~average Euclidean distance among the codewords of the
subset of codewords. The performance criteria may include a
minimum average Hamming distance among the codewords of
the suBset of codewords. The performance criteria may also

include a maximum of the smallest Hamming distance among
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the codewords.of the subset of codewords. The performance
criteria . may - further - include a -maximum of the smallest:
Euclidean distance 'ambng the ‘codewords of the subset of -
codewords.

In one configuration, an initial value of a codebook B
may be selected and an initial value of a codebook B* may be
selected. B* may be selected based on the value B. A set of
codewords may be determined. The sum distance of the
codewords to the codebook B* may be smaller than the sum
distance of other sets of codewords to the codebook B* In
one example, a new independent value Bnew may be generated.

A first performance criteria P(Brew) and a second
performance criteria P(B;) may be calculated. In one

‘Configuration, Bi+1 is set equal to Brew if performance criteria
are met. A condition to terminate the generation of the
codebook may also be set.

A communications device that is configured to generate
a codebook to encode embedded information is also described.
The communications device includes a processor and memory
in electronic communication with the processor. Instructions
are stored in the memory. The instructions are executable to
determine a distribution pattern of symbols and determine a
first number of codewords associated with the distribution
pattern of symbols. The instructions are further executable

to select a subset of codewords from the first number of
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codewords and include the subset of codewords in the
codebook :if the subset of codewords satisfies predetermined
performance criteria.

A computer-readable medium comprising executable
instructions is also described. The instructions are
executable for determining a distribution pattern of symbols
and determining a first number of codewords associated with
the distribution pattern ef symbols. The instructions are
further executable for selecting a subset of codewords from
the first number of codewords and including the subset of
codewords in the codebook if the subset of codewords
satisfies predetermined performance criteria.

The present systems and methods describe algorithms
used to generate a codebook that may be utilized to embed
one type of information into the coding of another type of
information. In one example, a first message of a first
information type is embedded in the coding of a second
message of a second information type. For example, the first
message may be embedded in the codeword that is used to
encode the second message.

As used herein, the term “information type” refers to a
type of signal that may be transmitted and/or received. The
term “message” refers to the string of bits for each
information type. Examples of information type may include

a channel quality indicator (CQI), an acknowledgment/non-
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acknowledgment (ACK/NACK), a pre-coding matrix indicator

(PMI), etc. The present systems and methods. may be

- implemented for additional types of information as well.

The desired quality for each of the multiple types of
information may be different. In one example, the desired
quality is a function of a message error rate and delay.
Examples of different information types include channel
quality indicator (CQI) information and acknowledgment/non-
acknowledgment (ACK/NACK) information.

Typically, each message of different types of information
are encoded separately and multiplexed in a Time Division
Multiplex (TDM) fashion. Following the example above, the
message fqr CQI information and the message for ACK/NACK
information may be placed in different time slots of a
sequence. An advantage of this typical approach is greater
control of the CQI and the ACK/NACK target qualities.
However, coding these messages separately may cause a
communications link to perform worse than a communications
link that includes joint coding of the CQI and the ACK/NACK.

Jointly coding messages for multiple types of
information involves multiplexing the messages together as a
single type of information. An advantage of jointly coding is
an improvement in performance. However, each type of
message may have the same error target quality, which may

not be desired. In other words, channel resources may be
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used inefficiently by overprotecting messages of one or more
types of information. . Converéely, insufficient -channel
‘resources' may be used. resulting in under protection of
messages of one or more of the types of information.

‘Embedding a message for one type of information into
the coding of a message for another type of information
provides unequal error protection to each of the information
types. In one example, embedded coding is implemented in
the design of uplink control signaling in a cellular system.
The present systems and methods provide an algorithm for
generating codebooks to embed a message of a first
information type into the coding of a message of a second
information type.

Figure 1 illustrates an exemplary wireless
communicafion system 100 in which the present systems and
methods may be practiced. A base station 102 is in wireless
communi‘cation with a plurality of user devices 104 (which
may also be referred to as user equipment, mobile stations,
subscriber units, access terminals, etc.). A first user device
104a, a second user device 104b, and an Nth user device
104n are shown in Figure 1. The base station 102 transmits
data to the user devices 104 over a radio frequency (RF)
communication channel 106.

As used herein, the term "transmitter" refers to any

component or device that transmits signals. A transmitter
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may be implemented in a base station 102 that transmits

‘signals to one or more user devices 104. Alternatively, . a ..

transmitter may be implemented in a user device 104 that-
transmits signals to one or moreAbase stations 102.

The term 'receiver" refers to any component or device
that receives signals. A receiver may be implemented in a
user device 104 that receives signals from one or more base
stations 102. Alternatively, a receiver may be implemented
in a base station 102 that receives signals frorﬁ one Oor more
user devices 104.

The communications system 100 may be an Orthogonal
Frequency Division Multiplexing (OFDM) system. In addition,
the system 100 may be a Code Division Multiple Access
(CDMA) system, a Time Division Multiple Access (TDMA)
system, a Frequency Division Multiple Access (FDMA) system,
a Wideband Code Division Multiple Access (W-CDMA) system,
etc.

Figure 2 illustrates communication channels 206 that
may exist between a transmitter 202 and a receiver 216. As
shown, communication from the transmitter 202 to the
receiver 216 may occur over a first communication channel
206a. Communication from the receiver 216 .to the
transmitter 202 may occur over a second  communication
channel 206b.

The first communication channel 206a and the second
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communication channel 206b may be separate communication

channels 206. For example, there may be no overlap between -

- the transmission band of the first communication channel ::

206a and the transmission band of the second communication
channel 206b. The first communication channel 206a may
also be referred to as a downlink, forward link, etc. The
second communication ch;annel 206b may be referred to as an
uplink, reverse. link, etc.

Figure 3‘ is one embodiment of a éonstellation diagram
300 for Quadrature Phase Shift Keying (QPSK) modulation,
which may be implemented with the present systems and
methods. QPSK modulatioh may use four points 302, 304,
306, 308 on the constellation diagram 300, equispaced
around a circle. With four points 302, 304, 306 and 308,
QPSK modulation may encode two bits of a message into a
symbol. For example, a message may include the bits “01”.
These bits may be encoded as the symbol “B”. In a similar
manner, the bits “00” may be ‘encoded as the symbol “A”, the
bits “11” may be encoded as the symbol “C” and. the bits “10”
may be encoded as the symbol “D”.

Figure 4 is an example of a method 400 for embedding a
first message of information type A 416 into the coding of a
second message of information type B 418. The method 400
may be implemented on a user device 104. The first message

416 may include k bits and the second message 418 may
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include b bits.

In one example; the first message of information type A~
416 may be an ACK/NACK. If the first message 416 is:an-
ACK/NACK, k may equal two. As such, the first message 416
may be “00”, “01”, “10” or “11”. 'In one configuration, the
second message of information type B 418 may be a CQI. As
such, the number of bits (b) of the second message 418 may
be eight.

A codebook generator 408 may generate a codebook 410
associated with messages of information type B. The
codebook 410 may be generated based on the value of the first
message 416. As used herein, the term “codeword” referé to
a set of bits (.m bits) that become a sequence of symbols (n
symbols). The sequence of symbols may be assembled in
accordance with specific rules and assigned a unique meaning.
A codeword may be represented as “ci”. Each codeword may
correépond to one information string of w bits and may be
used to encode a message. The term “codebook” may refer to
a set of codewords which may be in the form of a lookup table.
A codebook may be represented as B. As such, B = {c1, . . .,
co} where Q = 2w,

In one configuration, a first codebook with a first set of
codewords may be génerated if the first message 416 is “00”.
A second codebook with a second set of codewords may be

generated if the first message 416 is “01”, etc. The codeword
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412 may be an m bit codeword. In one example, the

codeword 412 may be a 20-bit codeword. Details regarding

. the ‘generation ‘of the codebook 410 will be further discussed-

below.

In one example, an encoded second message 420 (i.e.,
the codeword 412) may be modulated by a modulator 414 to
become n modulated symbols 422, where n depends on the
modulation scheme used. In one configuration, the
modulated symbols 422 are produced from the QPSK
modulation scheme. The symbols 422 may be a combination
of the symbols A 304, B 302, C 306 and D 308 from Figure 3.
The modulated symbols 422 may be inserted into time slots of
a sequence and transmitted to a receiver.

The following example further illustrates the method 400
for embedding a first message 416 (such as an ACK/NACK)
into the coding of a second message 418 (such as a CQI).
The first message 416 may have the value of “00” (where k =
2). The vsecond message 418 may have the value of
“00000000” (where w = 8). The codebook generator 408
generates a codebook 410 to encode the second message 418.
The codebook 410 may be based on the value of the first
message 416 (e.g, “00”). The generated codebook 410 may
include 2% codewords (e.g., 28 = 256 codewords). One of the
2w codewords is selected to encode the second message 418.

The encoded second message 420 (i.e., the codeword 412) is
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modulated by a modulator 414 to become the modulated
symbols 422.

Because the -value of the first message 416 in this
example is “00”, the generated codebook 410 may include
codewords that produce the symbol A 304 more than the
other symbols after modulation. In other words, based on.
the QPSK constellation diagram 300, the modulated symbols
422 may include more occurrences of the A 304 symbol than
any other symbol. To further explain, codewords within the
codebook 410 may include more occurrences of the
combination “00” than the combinations “01”, “10” or “11”.
When a codeword is modulated, the combinations “00” may be
represented by the A 304 symbol. The combin‘ations “017,
“10” and “11” may be represented by the B 302 symbol, the D
308 symbol and the C 306 symbol, respectively. Table 1
shows an example of a codebook 410 that may be used to
encode the second message 418 (such as the CQI) when the

first message 416 (such as the ACK/NACK) has the value “00”.

Second Message Codeword (m bits) Distribution of Symbols
(w bits)
00000000 00000000000000011110 AAAAAAABCD
11111111 10000000000001110000 DAAAAABCAA

Table 1:" Example codebook when first message is “00”
In a similar manner, a codebook with different

codewords may be generated when the first message 416 is
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“01”, “11” or “10”. These codebooks may include codewords

that produce more occurrences of the B 302 symbol, the C
306 symbol or the D 308 symbol after modulation, depending
on the value of the first message. Table 2 shows an examplé
of how the modulated symbols 422 may be distributed

depending on the value of the first message 416.

First Message (k bits) Distribution of Symbols
00 7A, 1B, 1C, 1D
01 - 1A, 7B, 1C, 1D
11 1A, 1B, 7C, 1D
10 1A, 1B, 1C, 7D

Table 2: Examples of Symbol Distributions

Figure 5 is a block diagram illustrating one example of a
transmitter 504 that includes a codebook generator 508. The
codebook generator 508 may be used to generate a codebook
510 that includes codewords. The codewords may be utilized
to encode a message that conveys a particular type of
information. In one configu‘ration, a codeword from the
generated codebook 510 may be uséd to encode a CQI
message. |

In one example, a first message of information type A
516 may be received by the codebook generator 508. The -
first message 516 may be an ACK/NACK. In addition, the
first message 516 may include k bits, where k may equal two.
An initialization module 502 receives the first message 516

and initializes the generation of the codebook 510. The
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initialization module 502 may provide possible codewords to

- be included in the codebook 510 .-to a comparator 506. The
possible codewords aré each associated with a sequence of .
symbols. .. The comparator 506 compares the sequence of.
symbols for a codeword with performance criteria P(B) 512.
Based on the results of the comparison, a codeword may be
included in the codebook 510. An output module 514 may
output the generated codebook 510 that includes codewords
whose sequence of symbols satisfied the performance criteria
512.

As an alternative configuration, the transmitter 504 may
also include a determination unit determining a distribution
pattern of symbols and determine a first number of codewords
associated with the distribution pattern of symbols; a
selection unit selecting a subset of codewords from the first
number of codewords_; and a grouping unit including the
subset of codewords in the codebook if the subset of
codewords satisfies predetermined performance criteria. The
transmitter also may comprises other units, for example, a
calculation unit calculating number of codewords may be
required to be included in the codebook (described later).

In one example, a Hamming distance for hard decision
decoding and a Euclidean distance for soft decision decoding
provide two possible performance criteria 512. The Hamming

distance may be the number of positions for which
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corresponding symbols are different between two codewords of
equal lengths. - 'The Hamming distance may be represented as
h. In one example, hij may represent the Hamming distance
between a first codeword (c;) and a second codeword (cj). The
Euclidean distance may be the distance between two
codewords of equal lengths. The Euclidean distance may be
represented as e. In one cenfiguratio.n, eij may represent the
Euclidean distance between the first codeword (c¢;) and the
second codeword (cj).

Multiple performance criteria P(B) 512 may be us_ed when
selecting codewords to be included in the codebook 510. A
first example of performance criterié. P(B) 512 may include
minimizing the average FEuclidean distance among the

codewords. This may be represented as:

. teria 1
argmin%ZZe;j,i,j e{l,...,0} Criteria
B Yo g

A second example of performance criteria P(B) 512 may

include minimizing the average Hamming distance among the

codewords. The second example may be represented as:

‘ ' Criteria 2
argmin%ZZhﬁ,i,j e{l,....0} "
p i

Yo i
A third example of performance criteria P(B) 512 may

include maximizing the smallest Euclidean distance among

the codewords. The third example may be represented as:

argmax(mine,), Vi, j €{l,...,0} Criteria 3
P i

In addition, a fourth example of performance criteria



10

15

20

25

WO 2009/107857 PCT/JP2009/054105

20

P(B) 512 may include maximizing the smallest Hamming

distance among the codewords. The fourth example may be

represented as:

_ arglrgnax(minhﬁ),‘v’z',je{l,...,Q} Criteria 4

Figure 6 is a flow diagram illustrating one example of a
method 600 for generating a codebook that may be utilized for
embedded coding of information. In one configuration, the
method 600 may be implemented by a user device 104. A
distribution pattern of éymbols may be determined 602. The
symbols may be associated with QPSK modulation schemes as
described in Figure 3. The distribution pattern may be
determined 602 based on the first message of information
type A 516 (e.g., an ACK/NACK message).

In one example, a total number of codewords that satisfy
the distribution pattern of symbols is determined 604. A
subset of codewords from the total number of codeWords is
selected 606 and a determination 608 is made as to whether
or not the codewords of the subset satisfy a condition. In
one configuration, the condition is one or more of the
performance criteria P(B) 512 previously described. If it is
determined 608 that the subset of codewords does not satisfy’
a condition, the method 600 returns to select 606 a different
subset of codewords. However, if the codewords of the subset
satisfy the condition, the subset of codewords is included 610

in the codebook.
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In one example, a determination 612 is made as to
whether or not the codebook includes a sufficient number of
codewords. If the codebook does not include ‘a sufficient
number of codewords, a different subset of codewords . may be
selected 606. If it is determined that the codebook incluldes a -
sufficient number of codewords, information may be encoded
614 using the codebook. In particular, the codebook may be
used to embed one type of information into another type of
information as previously; described.

Figure 7 is a flow diagram illustrating one example of a
method 700 for generating a codebook by selecting codewords
to be included in the codebook. In one example, a
distribution pattern of symbols is determined 702. For
example, QPSK modulation schemes may be implemented and
a distribution pattern of “3A 1B OC 1D” may be determined
702. The number of bits associated with the first message
416 and the second message 418 may be k = 1 and w = 4,

respectively. In addition, the number of symbols (n) may be n

= 5.

All the codewords that satisfy the distribution pattern of
symbols may be determined 704. The total number of
codewords may be represented as S. Using the above

example, the total number (‘)fAcodewords (S) that would satisfy

| 5) (2
the distribution of “3A 1B 0OC 1D” may be @x(l]:zo. In
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addition, a required number of codewords to be included in a

codebook is also determined 706. The required number of ...

codewords may be determined by calculating 2%. For example, .

since w = 4 in the above example, 24 = 16 codewords out of
the 20 codewords may be required to be included in the
codebook.

In one configuration, possible combinations of

codewords are calculated 708.  The possible combinations

may be based on the total number of codewords and the

required number of codewords. For example, the possible

combinations may be (16)=4845. A performance metric may

be calculated 710 for each of the possible combinations. In
one example, the performance metric may be selected as the
average Euclidean distance among the codewords associated
with a combination if criteria 1 (referenced above) is used.

A possible combination of codewords may be selected
712. In one example, a determination 714 may be made as to
whether the performance metric of the selected combination is
better than the performance metrics of other combinations.
If the performance metric of the selected combination is not
better, the method 700 may return to select 712 a different
combination of codewords. However, if the performance
metric of the selected combination is better than the

performance metrics of other combinations, the codeword(s)
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associated with the combination may be included 716 in the

- codebook.

Figure 8 is a flow diagram illustrating .another example
of a method 800 for generating a codebook that may be used
for embedded coding. In one example, an initial value of B
may' be selected 802. The value B may represent a codebook.
In one example, the selected value of B may be B,eS(where S
represents the total number of codewords that could satisfy a
determined distribution pattern of symbols). The initial value
of B may be selected 802 randomly or deterministically. If
the value of B is selected 802 randomly, a uniform
distribution on S may be implemented.

In one example, a counter value i may be set 804 to zero.
A new independent value for B may be generated 806. For
example, the new value may be B, eS according to a chosen
probability distribution. In one configuration, P(Bnew) and
P(Bi) may be calculated 808. A determination 810 may be
made as to whether or not a performance criterion is met.
For example, if P(Brew) < P(Bi) for criteria 1 and criteria 2
(referenced above) (or if P(Bnew) > P(B;) for criteria 3 and
criteria 4), Bi+1 may be set 814 equal to Brew. However, if the
performance criteria are not met Bi+; may be set 812 equal to
Bi.

A determination 816 may also be made as to whether a

stopping criteria is met. The stopping criteria may indicate
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the conditions to stop executing an algorithm to select -
codewords to-generate a codebook. . The stopping criteria may
include a threshold. Examples of a threshold may be a
number of trials T and the difference between the performance
metrics of two trials (r). The stopping criteria may further
include a maximum number of evaluations L. If it is
determined 816 that the maximum number of evaluations L
has been reached, or the threshold r<P(B;.+])—P(B,) is satisfied
with the current estimate for B, the method 800 ends 820.
However, if the stopping criteria are not met, i may be set 818
to i + 1 and the method 800 returns to generate 806 a new
independent value Brew.

The following example further illustrates one example of
the method 800. In one configuration, k = 2, w = 8 and n =
10. QPSK modulation may be utilized and the required
symbol distribution may be “7A 1B 1C 1D”. The total number

of codewords that satisfy this symbol distribution may be

10} (3) (2
(7}([1))([1):720. Since w = 8, 28 codewords (i.e., 256

codewords) out of the 720 codewords may become the

720
codebook. A total of [256j possible combinations of

codewords may exist. The maximum number of evaluations L
may be 50,000. In each trial, 256 codewords may be

randomly chosen to be the codebook B and P(B) may be
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calculated. After 50,000 trials, the resultant codebook of the

method 800 described hereinabove is determined as the final
codebook B..

Figure 9 is a flow diagram illustrating a further example
of a method 900 for generating a codebook. The method 900
may apply heuristic optimization on top of the results
generated from the method 800 described in Figure 8.
Similar to the method 800, a threshold may be defined. Two
possible candidate thresholds include a number of trials T
and the difference between the performance metrics of two
trials (r). An initial value of B* may be selected 902. In one
example, the resulting B from the method 800 may be selected,
for example B €S. A set of codex&ords that produce a sum
distance to B* that is within ‘a certain value may be

determined 904. For example, a set of codewords

cX,X:{k,,...,xY} is determined 904 such that their sum distance

to the ‘codebook B* is the smallest,
xy O pr O .

Z Zexj<z de,,VxeX,VpePc B -X ' (or
x=x, j=1,j#x p=pJj=1,j#p

x Q0 p Q.
Zthj<Z >h,VxeX,VpeB -X if the Hamming distance is

x=x) j=1,j=x p=pj=l.j=p
used). The set of codewords P may have the same size as X.

A counter value i may be set 906 to zero and P(B*) may be

calculated. In addition, a value Bnew méy,be generated by

replacing ¢, with ¢,, where ¢; may be the set of codewords
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choosing from C=S-B to get a new value B, €S. In one
example, ¢, includes the same number of codewords as c¢,.
In one configuration, P(Brew) and P(B;) may be calculated

908. A determination 910 may be made as to whether or not

performance criteria are met. If P(B,,)<P(B) for performance
criteria 1 and criteria 2 (P(B,,)> P(B) for performance criteria
3 and criteria 4), set 914 B, =B,,. However, ifP(B,,)<P(B) for
performance criteria 1 and criteria 2 ( P(B,,)>P(B) is not
satisfied for criteria 3 and criteria 4), set 912 B, =B,.

A determination 916 may be made as to whether
stoﬁping criteria are met. For example, the method 900 may
end 920 if the maximum number of evaluations L has been
reached or the threshold r<P(B,)—-P(B)is satisfied with the
current estimate for B. However, if it is determined 916 that
the stopping criteria are not met, i may be set 918 to i+1.
The method 900 may return to calculate 908 P(Brew) and P(B;).

The following example further illustrates one example of
the method 900. In one configuration, k. =2 w=8and n =
10. OQPSK modulation may be utilized and the required
symbol distribution may be “7A 1B 1C 1D”. The total number

of codewords that satisfy this symbol distribution may be

10 3 2 ;
X X =720 . Since w
7 1 1 |

codewords) out of the 720 codewords may become the

I

8, 28 codewords (i.e., 256
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720

codebook. A total of [256J possible combinations of

codewords may exist. In this example, the result from the
method 800 may be used as B* In one example, Y may
represent the number of codewords that are changed when ¢,

is replaced with ¢,. If Y = 1, 464 trials may need to be

searched through (i.e., 720-256 = 464). In one example, L

' 464
may be selected to be 464. If Y = 2, ( 5 J=107416 trials may

be searched through. So if Y>=2, a large number for L may
be defined to stop the algorithm early that generates
codebooks.

Figure 10 is a block diagrérﬂ of a base station 1008 in
accordance with one example of the disclosed apparatus.
One or more base stations 1008 may be used to implement
the various systems and methods disclosed herein. The base
station 1008 may be a base station controller, a base station
transceiver, etc. The base station 1008 includes a
transceiver 1020 that includes a transmitter 1010 and a
receiver 1012. The transceiver 1020 may be coupled to an
antenna 1018. The base station 1008 further includes a
digital signal processor (DSP) 1014, a general purpose
processor 1002, a memory 1004, and a communication
interface 1006. The various components of the base station

1008 may be included within a housing 1022.
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The processor 1002 may control operation of the base

.station 1008. The processor 1002 may also be referred to as

. a CPU. The memory 1004, which may include both.read-only

memory (ROM) and random access memory (RAM), provides
instructions and data to the processor 1002. A portion of the
memory 1004 may also include non-volatile random access
mémory (NVRAM). |

Figure 11 illustrates various compoﬁents that may be
utilized in a communications device 1102, The
communications device 1102 may include any type of
communications device such as a mobile station, a cell phone,
an  access terminal, user equipment, etc. The
communications device 1102 includes a processor 1106 which
controls operation of the communications device 1102. The
processor 1106 may also be referred to as a CPU. Memory
1108, which may include both read-only memory (ROM) and
random access memory (RAM), provides instructions and data
to the processor 1106. A portion of the memory 1108 may also
include non-volatile random access memory (NVRAM).

The communications device 1102 may also include a
housing 1122 that contains a transmitter 1112 and a receiver
1114 to allow transmission and reception of data. The
transmitter 1112 and receiver 1114 may be combined into a
transceiver 1124. An antenna 1126 is attached to the

housing 1122 and electrically coupled to the transceiver 1124.
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Additional antennas (not shown) may also be used.

The communications ‘device: 1102 may also include a
signal detector 1110 used to detect and quantify the level of
signals received by the transceiver 1124. The signal detector
1110 detects such signals as total energy, pilot energy, power
spectral density, and other signals.

A state changer 1116 controls the state of the
communications device 1102 based on a current state and
additional signals received by the transceiver 1124 and
detected by the signal detector 1110. The communications
device 1102 may be capable of operating in any one of a
number of states.

The various components of the communications device
1102 are coupled together by a bus system 1120 which may
include a power bus, a control signal bus, and a status signal
bus in addition to a dat'a bus. However, for the sake of
clarity, the various buses are illustrated in Figure 11 as the
bus system 1120. The communications device 1102 may also
include a digital signal processor (DSP) 1118 for use in
processing signals. The communications device 1102
illustrated in Figure' 11 is a functional block diagram rather
than a listing of specific components.

As used herein, the term “determining” encompasses a
wide variety of actions and, therefore, “determining” can

include calculating, computing, processing, deriving,
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investigating, looking up (e.g., looking up in a table, a
database or another data structure), ascertaining and the like.
Also;  “determining” can - include receiving (e.g., receiving
information), accessing (e.g., accessing data in a memory) and
the like. Also, “determining” can include resolving, selecting,
choosing, establishing and the like.

The phrase “based on” does not mean “based only on,”
unless expressly specified otherwise. In other words, the
phrase “based on” describes both “based only on” and “based
at least on.”

The various illustrative logical blocks, "modules and
circuits described herein may be implemented or performed
with a general purpose processor, a digital signal processor
(DSP), an application specific integrated circuit (ASIC), a field
programmable gate array  signal (FPGA) or other
programmable logic device, discrete gate or transistor logic,
discrete hardware cofnponents or any combination thereof
designed to perform the functions described herein. A
general purpose processor may be a microprocessor, but in
the alternative, the processor may be any conventional
processor, controller, microcontroller or state machine. A
processor may also be implemented as a combination of
computing devices, e.g., a combination of a DSP and a
microprocessor, a plurality of microprocessors, one or more

microprocessors in conjunction with a DSP core or any other
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such configuration.

.- The steps of a method.or algorithm described herein may
.be embodied directly: in hardware, in .a software module
“executed by a processor or in a combination of the two. A
software module may reside in any form of .storage medium
that is known in the art. Some examples of storage media
that may be used include RAM memory, flash memory, ROM
memory, EPROM memory, EEPROM memory, registers, a hard
disk, a removable disk, a CD-ROM and so forth. A software
module may comprise a single instruction, or many
instructions, and may be distributed over several different
code segments, among different programs and across multiple
storage media. An exemplary storage medium may be
coupled to a processor such that the processor can read
information from, and write information to, the storage
medium. In the alternative, the storage medium may be
integral to the processor.

The methods disclosed herein comprise one or more
steps or actions for achieving the described method. The
method steps and/or actions may be interchanged with one
another without departing from the scope of the claims. In
other words, unless a specific order of steps or actions is
required for proper .operation of the method that is being
described, the order and/or use of specific steps and/or

actions may be modified without departing from the scope of
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the claims.

The functions “described may be .implemented . in -
hardware, software; firmware, or any combination thereof. If
implemented in software, the functions may be stored as one
or more instructions on a computer-readable medium. A
computer-readable medium may be any available medium that
can be accessed by a computer. By way of example, and not
limitation, a computer-readable medium may comprise RAM,
ROM, EEPROM, CD-ROM or other optical disk storage,
magnetic disk storage or other magnetic storage devices, or
any other medium that can be used to carry or store desired
program code in the form of instructions or data structures
and that can be accessed by a computer. Disk and disc, as
used herein, includes compact disc (CD), laser disc, optical
disc, digital versatile disc (DVD), floppy disk and Blu-ray®
disc where disks usually reproduce data magnetically, while
discs reproduce data optically with lasers.

Software or instructions may also be transmitted over a
transmission medium. For example, if the software is
transmitted from a website, server, or other remote source
using a coaxial cable, fiber optic cable, twisted pair, digital
subscriber line (DSL), or wireless technologies such as
infrared, radio, and microwave, then the coaxial cable, fiber
optic cable, twisted pair, DSL, or wireless technologies such

as infrared, radio, and microwave are included in the
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definition of transmission medium.

. It"is to be understood that the claims are not limited to
the precise. configuration and components illustrated above.
Various modifications, changes and variations may be made
in the arrangement, operation and detéils of the systems,
methods, and apparatus described herein without departing

from the scope of the claims.
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CLAIMS

1. A method for generating a codebook to encode
embedded information, comprising:

determining a distribution pattern of symbols;

determining a fifst number of codewords associated with
the distribution pattern of‘symbols;

selecting a subset of codewords from the first number of
codewords; and

including the subset of codewords in the codebook if the
subset of codewords satisfies predetermined performanée

criteria.

2. The method of claim 1, further comprising
calculating a second number of codewords, and wherein the
second number indicates the quantity of codewords to be

included in the codebook.

3. The method of claim 2, further comprising
calculating possible combinations of codewords based on the
first number of codewords and the second number of

codewords.

4. The method of claim 3, further comprising

calculating a performance metric for each of the possible
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combinations of codewords.

5. The - method  of claim 4, further comprising
determining if a performance metric of a combination of-
codewords is better than the performance metric of other

combinations of codewords.

6. The method of claim 5, further comprising
including codewords associated with a combination if the
combination’s performance metric is better than the

performance metrics of other combinations.

7. The method of claim 1, wherein the performance
criteria comprises a minimum average Euclidean distance

among the codewords of the subset of codewords.

8. The method of claim 1, wherein the performance
criteria comprises a minimum average Hamming distance

among the codewords of the subset of codewords.
9. The method of clam 1, wherein the performance
criteria comprises a maximum of the smallest Hamming

distance among the codewords of the subset of codewords.

10. The method of claim 1, wherein the performance
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criteria comprises a maximum of the smallest Euclidean

distance among the codewords of the subset of codewords.

11. The method of claim 1, further comprising selecting
an initial value of a codebook B and selecting an initial value
of a codebook B* and wherein B* is selected based on the

value B.

12, The method of claim 11, further comprising
determining a set of codewords wherein a sum distance of the
codewords to the codebook B* is smaller than the sum

distance of other sets of codewords to the codebook B*.

13. The method of claim 11, further comprising

generating a new independent value Brew.

14. The method of claim 13, further comprising
calculating a first performance criteria P(Brew) and a second

performance criteria P(B;).

15. The method of claim 14, further comprising setting

Bi+1 = Bnew if performance criteria are met.

16. The method of claim 11, further comprising setting

a condition to terminate generation of the codebook.
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17. 'A communications device that is configured to
generate a codebook to encode embedded information, the
communications device comprising:

a determination unit for determining a distribution
pattern of symbols and determining a first number of
codewords associated with the distribution pattern of
symbols;

a selection unit for selecting a subset of codewords from
the first number of codewords; and

a grouping unit for including the As.ubset of codewords in
the codebook if the subset of codewords satisfies

predetermined performance criteria.

18. The communications device of claim 17, wherein

the device is a mobile user device.

19. The communications device of claim 17, wherein

the device is a base station.

20. A computer-readable medium comprising
executable instructions for:

determining a distribution pattern of symbols;

determining a first number of codewords associated with

the distribution pattern of symbols;
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selecting a subset of codewords from the first number of
codewords; and -

- ~including the subset of codewords in the codebook if the

subset of codewords satisfies predetermined performance

criteria.
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