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ENERGY MANAGEMENT BY DYNAMIC FUNCTIONALITY 

PARTITIONING 

BACKGROUND 

5 [0001] Microelectronic circuitry continues to implement increasingly complex 

functionality. In many implementations, dedicated microelectronic circuitry is employed 

to form a particular configuration of dedicated sensor nodes and primary processors (e.g., 

sensors that are wirelessly (or through wires) coupled to one or more processing units).  

However, environmental conditions can make that particular configuration sub-optimal 

10 during operation. For example, the power and communication bandwidth available to 

remote sensors may be different (e.g., more power but less bandwidth) in a given scenario 

than that envisioned in the original design. As such, a system including such remote 

sensors may perform better in the operating environment if the functionality between the 

remote sensors and a data processing subsystem had been better optimized for the 

15 available power, the thermal environment, and the communication capabilities (e.g., to 

decrease data processing at the remote sensor nodes and to increase the data preprocessing 

at the processing subsystem). Furthermore, these factors change over time, so no static 

design will address all operational circumstances. Existing systems do not provide for 

dynamic partitioning of functionality between a data processing subsystem and one or 

20 more remote sensors.  

[0001A] It is desired to provide a method, a system, or one or more computer-readable 

storage media encoding computer-executable instructions for executing on a computer 

system a computer process that alleviate one or more difficulties of the prior art, or that at 

least provides a useful alternative.  

25 

SUMMARY 

[0001B] In accordance with some embodiments of the present invention, there is provided 

a method comprising: 

processing first sensor data via a sensor node to generate processed sensor data; 

30 transmitting the processed sensor data from the sensor node to a processing 

subsystem via a communications channel; 

detecting energy management conditions of the sensor node; 

1



adjusting allocation for processing second sensor data from the sensor node to the 

processing subsystem based on the detected energy management conditions; and 

in response to the adjusting based on the detected energy management conditions, 

transmitting the second sensor data from the sensor node to the processing subsystem via 

5 the communications channel.  

[0001C] In accordance with some embodiments of the present invention, there is provided 

one or more computer-readable storage media encoding computer-executable instructions 

for executing on a computer system a computer process, the computer process comprising: 

detecting energy management conditions of at least one of a sensor node or a 

10 processing subsystem coupled by a communications channel, the communications channel 

carrying a sensor data stream; and 

adjusting allocation of functionality between the sensor node and the processing 

subsystem based on the detected energy management conditions by enabling a 

preprocessor block of the at least one of the sensor node or the processing subsystem and 

15 disabling a corresponding preprocessor block of the other one of the at least one sensor 

node or the processing subsystem, the adjusted allocation of functionality changing 

characteristics of data communicated in the sensor data stream.  

[0001D] In accordance with some embodiments of the present invention, there is provided 

a system comprising: a monitor configured to detect energy management conditions of at 

20 least one of a sensor node or a processing subsystem coupled by a communications 

channel, the communications channel carrying a sensor data stream; and a partitioning 

controller configured to adjust allocation of functionality between the sensor node and the 

processing subsystem based on the detected energy management conditions by enabling a 

preprocessor block of the at least one of the sensor node or the processing subsystem and 

25 disabling a corresponding preprocessor block of the other one of the at least one sensor 

node or the processing subsystem, the adjusted allocation of functionality changing 

characteristics of data communicated in the sensor data stream.  

[0002] Implementations described and claimed herein address the foregoing problems 

by providing a system that dynamically partitions or allocates the functionality between 

30 various remote sensor nodes and a processing subsystem based on energy management 

considerations, such as power consumption, energy consumption, thermal generation, or 

energy generation. Redundant functionality is located at the processing subsystem and 

each of the various remote sensor nodes, and each sensor node coordinates with the 
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processing subsystem to determine the location (e.g., at the processing subsystem or at the 

sensor node) at which a particular functionality is executed.  

[0003] This Summary is provided to introduce in a simplified form a selection of 

concepts that are further described below in the Detailed Description. This Summary is not 

5 intended to identify key features or essential features of the claimed subject matter, nor is 

it intended to be used to limit the scope of the claimed subject matter.  

[0004] Other implementations are also described and recited herein.  

BRIEF DESCRIPTIONS OF THE DRAWINGS 

[0004A] Some embodiments of the present invention are hereinafter described, by way of 

10 example only, with reference to the accompanying drawings, wherein: 

[0005] FIG. 1 illustrates an example system of sensor nodes and a processing subsystem 

employing dynamic functionality partitioning.  

[0006] FIG. 2 illustrates an example sensor node and an example processing subsystem 

dynamically partitioning functionality based on energy management conditions.  

15 [0007] FIG. 3 illustrates example operations for dynamically partitioning functionality 

from the perspective of a sensor node.  

[0008] FIG. 4 illustrates example operations for dynamically partitioning functionality 

from the perspective of a processing subsystem.  

[0009] FIG. 5 illustrates an example system that may be useful in implementing the 

20 described technology.  

[0010] FIG. 6 illustrates another example sensor node that may be useful in 

implementing the described technology.  

DETAILED DESCRIPTIONS 

[0011] In one example environment, multiple sensor nodes are distributed throughout 

25 the environment, reporting sensed data to a processing subsystem. For example, traffic 

cameras may be distributed throughout an urban center, transmitting streamed video or 

static images to a traffic center for use in monitoring vehicle flow and commuter 

conditions in the city. The traffic center may use such traffic information to adjust traffic 

signal frequencies, deploy emergency personnel, etc. The traffic center may also provide 

30 such traffic information via a traffic website or television broadcast. It should understood, 

however, that other types of sensor nodes and processing subsystems may also be 

employed within the scope of the described technology, including without limitation 
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cameras and microphones in a console gaming environment, chemical detectors in a 

manufacturing environment, microphones and infrared cameras in a security environment, 

pressure sensors in a pumping station, etc.  

[0012] A system implementation disclosed herein includes multiple sensor nodes and a 

5 processing subsystem that processes the sensor data from the sensor nodes. Such systems 

may be configured to distribute sensor nodes in a variety of remote energy management 

conditions that can impact the way in which each sensor node performs. In an example 

implementation, where the sensor nodes and/or processing subsystem are operating with 

varying energy management conditions, the operational capabilities of the sensor nodes 

10 and/or the processing subsystem may be diminished or enhanced by these factors.  
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Example energy management conditions may include without limitation power 

consumption, energy consumption, thermal generation, or energy generation. It should be 

understood that energy may include electrical energy, thermal energy, acoustic energy, 

motive energy, and other types of energy. For example, specific energy management 

5 condition may refer to the amount of energy (e.g., in Watt-Hours) available to power the 

sensor units.  

[0013] To account for this variability in operational capabilities caused by energy 

management factors, a sensor node may vary the amount of preprocessing it performs on 

the sensor data prior to transmitting the sensor data to the processing subsystem and/or the 

10 processing subsystem may vary the amount of preprocessing it performs on received 

sensor data prior to passing the sensor data to its own CPU. In one implementation, both 

the sensor nodes and the processing subsystem employ complimentary preprocessing 

functionality that can be dynamically allocated between the processing subsystem and 

individual sensor nodes. Depending on the available energy management conditions, the 

15 system may choose to do more or less preprocessing of the sensor data on the sensor nodes 

themselves, thus adjusting the power consumption, energy consumption, energy detection, 

thermal generation, energy generation, etc. at any given time.  

[0014] FIG. 1 illustrates an example system 100 of sensor nodes (e.g., traffic 

cameras 102) and a processing subsystem (e.g., a vehicle traffic monitoring 

20 subsystem 104) employing dynamic functionality partitioning. In FIG. 1, the system 100 is 

depicted and described with regard to a traffic monitoring system, although such systems 

may be employed in other applications, including security monitoring, chemical 

processing monitoring, weather monitoring, gaming, medical treatment, etc.  

[0015] In the illustrated example, the vehicle traffic monitoring subsystem 104 operates 

25 to receive and process sensor data received from the various traffic cameras 102. The 

communications channel (illustrated by wireless connection 106) may be wired (including 

digital or analog signaling) or wireless (including radio-frequency or optical signaling), 

depending on the system needs. In some implementations, the communications channel for 

one sensor node may be wireless while the communications channel for another sensor 

30 node may be wired. Accordingly, the dynamic partitioning for any individual sensor node 

may be independent of the dynamic partitioning for another individual sensor node.  

Nevertheless, this feature does not preclude the interaction between or among individual 

sensor nodes, as described below in more detail.  
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[0016] Although the vehicle traffic monitoring subsystem 104 and the traffic cameras 

102 may be implemented by discrete components, a technology that can contribute to 

dynamic functionality partitioning is referred to as a system-on-a-chip (SOC) in which 

most or all components of a sensor node are integrated into an integrated circuit (IC) that 

5 may contain without limitation digital, analog, mixed-signal, optical, radio-frequency, 

central processing units, preprocessors, and memory components. By integrating such 

sensor components with individual preprocessors (e.g., image and video preprocessing 

accelerators, voice/audio preprocessors, digital signal processors (DSPs), communication 

monitors, power monitors, motion detectors, etc.) and other components, an individual 

10 sensor node may provide a wide selection of functionality, which, depending on the 

energy management context, may be executed by the sensor node or offloaded to the 

vehicle traffic monitoring 104. The described technology can dynamically adjust the 

allocation of such functionality between and among such devices.  

[0017] In one example, the traffic cameras 102 are monitoring vehicle traffic throughout 

15 an urban center and transmitting video data back to the vehicle traffic monitoring 

subsystem 104 for review by traffic controllers, television and radio news personnel, etc.  

The energy management conditions for the vehicle traffic monitoring subsystem 104 and 

various traffic cameras 102 may differ significantly. For example, a traffic camera located 

in the shade at one intersection may perform better than another traffic camera located in 

20 the hot afternoon sun. Likewise, a battery-powered traffic camera may perform differently 

(in order to preserve power) than a traffic camera that is connected to a city's electrical 

grid. These energy management factors may be accommodated by dynamic partitioning of 

various preprocessing functions at the sensor node, including compression, noise 

cancelling, smoothing, spatial normalization, etc., to increase or decrease the power draw 

25 or thermal generation of an individual sensor node at any particular point in time.  

Likewise, the energy management factors may also influence the dynamic partitioning of 

various preprocessing functions at a processing subsystem. For example, if the processing 

subsystem is in the form of a mobile computer, it may allocate certain preprocessing 

functionality to the traffic camera while it is on battery power and regain that 

30 preprocessing functionality once it is plugged into the power grid again.  

[0018] As a further illustration, assume the traffic cameras 108, 110, 112, and 114 are 

distributed at different intersections in the urban center. Each traffic camera is initially 

configured to transmit its video to the vehicle traffic monitoring subsystem 104 in a 

compressed format. If the traffic camera 108 detects a low battery, a diminished power 
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draw, excessive thermal conditions, or other energy management problems, the traffic 

camera 108 can disable one or more of its preprocessing accelerators that compress the 

video stream so as to reduce its power consumption, thermal generation, etc. Examples of 

compression may include lossless compression, lossy compression, spatial image 

5 compression, temporal motion compensation, etc. In such a modified operational mode, 

the traffic camera 108 transmits raw video data, rather than compressed video data, to the 

vehicle traffic monitoring subsystem 104, so that the compression formatting is performed 

by a preprocessing block at the vehicle traffic monitoring subsystem 104, instead of at the 

traffic camera 108.  

10 [0019] For example, the traffic camera 108 may be located at a busy intersection. In 

response to detection of a robust power supply and/or cool operating temperatures, the 

traffic camera 108 may perform noise cancellation to take advantage of the robust energy 

management conditions. In contrast, the traffic camera 110 may detect a weak battery 

and/or excessive temperature (e.g., the camera is located in hot, sunny location), both of 

15 which can diminish the operation of the traffic camera. As such, the traffic camera 110 

may dynamically disable all of its preprocessors to reduce its power consumption, thermal 

generation requirements and other energy management requirements until conditions 

improve (e.g., the battery is recharged or the operating temperature drops). Other factors 

that may be considered by each traffic camera may include without limitation time of day, 

20 date, available bandwidth, parameters specified by the vehicle traffic monitoring 

subsystem 104, etc. In this context, individual traffic cameras can dynamically select 

among multiple preprocessors on an individual basis, depending on the image content, 

available bandwidth, available power, available energy, generated energy, and other 

factors identified by each traffic camera.  

25 [0020] Further, where certain functionality is omitted (via dynamic partitioning) at a 

sensor node, the functionality may be provided by a complimentary preprocessor at the 

vehicle traffic monitoring subsystem 104. For example, should the traffic camera 108 omit 

a noise cancellation function from its preprocessing of the captured video, the vehicle 

traffic monitoring subsystem 104 may therefore enable noise cancellation preprocessor at 

30 its side of the communication channel to improve the video quality. In one 

implementation, the vehicle traffic monitoring subsystem 104 and individual traffic 

cameras are in communication about the preprocessing each traffic camera and the vehicle 

traffic monitoring subsystem 104 are able to provide or are requested to provide. For 

example, the vehicle traffic monitoring subsystem 104 may detect that it is no longer on 
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battery power but is instead connected to the city's electrical grid. Accordingly, the 

vehicle traffic monitoring subsystem 104 may signal one or more traffic cameras 102 to 

disable one of more of their preprocessors, offloading the functionality to the vehicle 

traffic monitoring subsystem 104. Many other examples of interaction between the vehicle 

5 traffic monitoring subsystem 104 and individual traffic cameras are contemplated.  

[0021] It should also be understood that implementations of the presently described 

technology may include communicative cooperation among multiple sensor nodes, 

whether orchestrated between or among peer sensor nodes or via communications with the 

processing subsystem. In one implementation, if two sensor nodes overlap in their sensing 

10 coverage, such as two cameras having image capture regions that overlap, the sensor 

nodes may partition certain functionality with the processing subsystem differently based 

on that knowledge. For example, if the traffic camera 108 and the traffic camera 114 cover 

the same intersection from slightly different perspectives and the traffic camera 108 has a 

more robust power supply and/or a cooler operating environment than the traffic camera 

15 114, then the traffic camera 108 may send raw video data to the vehicle traffic monitoring 

system 104 while the traffic camera 114 enables its on-board lossless compression 

preprocessor, its noise cancellation preprocessor, and its temporal motion compensation 

preprocessor to take advantage of the beneficial energy management conditions. In this 

scenario, coordination of the overlapping cameras allows dynamic functionality 

20 partitioning decisions to be made in a cooperative manner among multiple sensor nodes.  

[0022] FIG. 2 illustrates an example sensor node 200 and an example processing 

subsystem 202 dynamically partitioning functionality based on energy management 

conditions. The processing subsystem 202 is configured to receive a sensor data stream 

(e.g., video data) from the sensor node 200 and process it for broadcast, storage, editing, 

25 etc. The processing subsystem 202 includes a processor 204 (e.g., a CPU) responsible for 

the primary processing operations of the processing subsystem 202. The processing 

subsystem 202 also includes a communication interface 206 for communicating with the 

sensor node 200 and potentially other sensor nodes in a sensor network. The 

communication interface 206 receives and sends data from and to the sensor node 200 via 

30 a communications channel 208. As previously discussed, the communications channel 208 

may be wired or wireless, depending on the configuration of the individual node. Further, 

the communications channel 208 may be implemented through a dedicated or shared 

communications channel (e.g., a wire or optical signal) or through a complex logical 

network, such as the Internet.  

6



WO 2014/063086 PCT/US2013/065733 

[0023] The processing subsystem 202 also includes a partitioning controller 210, which 

interacts with the sensor node 200 and the sensor data that the processing subsystem 202 

receives to negotiate the appropriate dynamic partitioning of functionality between the 

processing subsystem 202 and a partitioning controller 222 of the sensor node 200.  

5 Further, the processing subsystem 202 includes multiple preprocessing blocks (e.g., 

preprocessing block A 212, preprocessing block B 214, and preprocessing block C 216), 

which are selected to preprocess the received sensor data before passing it to the processor 

204. For example, if the processing subsystem 202 receives raw video data from the 

sensor node 200, the preprocessing block A 212 may compress the raw video data 

10 according to the H.264 standard before passing the compressed sensor data to the 

processor 204 for processing.  

[0024] Preprocessing blocks and other operational blocks may consist of circuitry and 

potentially software/firmware to implement a specific preprocessing operation. In some 

cases, the preprocessing block may include circuitry in the form of a discrete or integrated 

15 accelerator, to allow the processor or a sensor subsystem to offload certain processing 

operations to a separate processing component. Example preprocessing blocks may 

include without limitation a graphics accelerator, a compression accelerator, a noise 

cancellation processor, etc. In one implementation, a sensor subsystem and one or more 

preprocessors are integrated into an SOC, which may also include a communication 

20 interface, a partitioning controller, and other integrated components.  

[0025] In one implementation, the processing subsystem 202 also includes a power 

monitor block 230 and/or a temperature monitor block 232. Other energy monitoring 

blocks may be employed. The power monitoring block 230 monitors the power supplied to 

the processing subsystem 202 and/or one or more of its components. If the available power 

25 fails to satisfy an acceptable operating range (e.g., relating to total battery charge 

remaining or the current draw) or is in a less desirable state (e.g., battery-powered instead 

of grid-powered), the power monitor block 230 can signal the partitioning controller 210 

to change the functional partitioning between the processing subsystem 202 and one or 

more of the sensor nodes with which it is communicating, so that the processing 

30 subsystem 202 may reduce its power requirements. For example, if the total battery charge 

remaining falls below 25% of its full charge, the power monitor block 230 may signal the 

partitioning controller 210 to push some of the preprocessor functionality to the individual 

sensor nodes, rather than providing such functionality at the processing subsystem 202. In 

contrast, in better power conditions (e.g., the processing subsystem 202 is plugged into an 
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electrical grid), the power monitor block 230 may signal the partitioning controller 210 to 

pull certain preprocessor functionality from one or more sensor nodes (e.g., disabling one 

or more of the sensor nodes' preprocessors) so that the processing subsystem 202 can 

provide this functionality (e.g., enabling its corresponding preprocessors).  

5 [0026] The temperature monitor block 232 monitors the operating temperature of the 

processing subsystem 202 and/or one or more of its components. If the monitored 

temperatures fail to satisfy an acceptable operating range (e.g., approaching or exceeding a 

known temperature limit for the processing subsystem or components), the temperature 

monitor block 232 can signal the partitioning controller 210 to change the functional 

10 partitioning between the processing subsystem 202 and one or more of the sensor nodes 

with which it is communicating, so that the processing subsystem 202 may reduce its 

thermal generation to return to more acceptable thermal operation. For example, if the 

monitored temperature of the processing subsystem 202 approaches or exceeds a known 

limit of 200 F, the temperature monitor block 232 may signal the partitioning controller 

15 210 to push some of the preprocessor functionality to the individual sensor nodes, rather 

than providing such functionality at the processing subsystem 202. In contrast, in better 

thermal conditions (e.g., the processing subsystem 202 operating at a cooler temperature), 

the temperature monitor block 232 may signal the partitioning controller 210 to pull 

certain preprocessor functionality from one or more sensor nodes (e.g., disabling one or 

20 more of the sensor nodes' preprocessors) so that the processing subsystem 202 can provide 

this functionality (e.g., enabling its corresponding preprocessors).  

[0027] The sensor node 200 is configured to sense data in its environment, such as 

video data as a camera, audio data as a microphone, temperature data as a thermocouple, 

etc. The sensor node 200 contains a sensor subsystem 218 that may include an integrated 

25 interface to a discrete sensor (e.g., for a camera) or may include an integrated combination 

of the sensor and the sensor interface (e.g., for a photodiode). The sensor data detected by 

the sensor subsystem 218 may be communicated directly to the processor subsystem 202 

via a communication interface 220 and the communications channel 208 without 

preprocessing or through one or more preprocessors prior to transmission to the processor 

30 subsystem 202 via the communication interface 220 and the communications channel 208.  

[0028] The sensor node 200 includes multiple preprocessing blocks (e.g., preprocessing 

block A 224, preprocessing block B 226, and preprocessing block X 228). Note that two 

of the preprocessing blocks in the sensor node 200 have corresponding counterparts in the 

processing subsystem 202 (i.e., preprocessing block A 212 and preprocessing block B 
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214) and one of the preprocessing blocks is unique to the sensor node 200 (i.e., 

preprocessing block X 228), although other sensor nodes may also have their own 

preprocessing blocks X. Likewise, the preprocessing block C 216 in the processing 

subsystem 202 is unique to that subsystem. As previously discussed, the sensor node 200 

5 also includes the partitioning controller 222.  

[0029] In one implementation, the sensor node 200 also includes a power monitor block 

234 and/or a temperature monitor block 236. Other energy monitoring blocks may also be 

employed. The power monitoring block 232 monitors the power supplied to the sensor 

node 200 and/or one or more of its components. If the available power fails to satisfy an 

10 acceptable operating range (e.g., relating to total battery charge remaining or the current 

draw) or is in a less desirable state (e.g., battery-powered instead of grid-powered), the 

power monitor block 234 can signal the partitioning controller 222 to change the 

functional partitioning between the sensor node 200 and the processing subsystem 202 

with which it is communicating, so that the sensor node 200 may reduce its power 

15 requirements. For example, if the total battery charge remaining falls below 25% of its full 

charge, the power monitor block 234 may signal the partitioning controller 222 to push 

some of the preprocessor functionality to the processing subsystem 202, rather than 

providing such functionality at the sensor node 200. In contrast, in better power conditions 

(e.g., the sensor node 200 is plugged into an electrical grid), the power monitor block 234 

20 may signal the partitioning controller 222 to pull certain preprocessor functionality from 

the processing subsystem 202 (e.g., disabling one or more of the processing subsystem's 

preprocessors) so that the sensor node 200 can provide this functionality (e.g., enabling its 

corresponding preprocessors).  

[0030] The temperature monitor block 236 monitors the operating temperature of the 

25 sensor node 200 and/or one or more of its components. If the monitored temperatures fail 

to satisfy an acceptable operating range (e.g., approaching or exceeding a known 

temperature limit for the processing subsystem or components), the temperature monitor 

block 236 can signal the partitioning controller 222 to change the functional partitioning 

between the sensor node 200 and the processing subsystem 202 with which it is 

30 communicating, so that the sensor node 200 may reduce its thermal generation to return to 

more acceptable thermal operation. For example, if the monitored temperature of the 

sensor node 200 approaches or exceeds a known limit of 200 F, the temperature monitor 

block 236 may signal the partitioning controller 222 to push some of the preprocessor 

functionality to the processing subsystem 202, rather than providing such functionality at 
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the sensor node 200. In contrast, in better thermal conditions (e.g., the sensor node 200 

operating at a cooler temperature), the temperature monitor block 236 may signal the 

partitioning controller 222 to pull certain preprocessor functionality from the processing 

subsystem 202 (e.g., disabling one or more of the processing subsystem's preprocessors) 

5 so that the sensor node 200 can provide this functionality (e.g., enabling its corresponding 

preprocessors).  

[0031] It should be understood that other monitors may be employed in both the sensor 

node 200 and the processing subsystem 202. For example, an energy generation monitor 

(e.g., to detect acoustic energy generated by a sensor node or processing subsystem), an 

10 energy consumption monitor (e.g., to detect energy consumed by a sensor node or 

processing subsystem from a battery, or an energy detection monitor (e.g., to detect 

sunlight received by the sensor node or processing subsystem) may be employed.  

[0032] It should be understood that a one-to-one correspondence in preprocessors, as 

shown in FIG. 2, is only an example of the preprocessing configurations available to 

15 processing subsystems and sensor nodes. While some preprocessors in the sensor node 

may provide the same functionality as some preprocessors in the processing subsystem, 

there may also be preprocessors in the sensor node that are unique to the sensor node, as 

compared to the processing subsystem, and vice versa. Further, the functionality of certain 

preprocessors in the sensor node may overlap with the functionality of certain 

20 preprocessor in the processor subsystem, and vice versa. For example, a preprocessor in 

the processor subsystem may provide the functionality of two preprocessors or two and 

half preprocessors in the sensor node, or vice versa.  

[0033] FIG. 3 illustrates operations 300 for dynamically partitioning functionality from 

the perspective of a sensor node. A communications operation 302 initiates 

25 communications with a processing subsystem. As previously discussed, such 

communications may be accomplished via a variety of communications channels. A 

monitoring operation 304 monitors the energy management conditions of the sensor node.  

If the energy management conditions of the sensor node are acceptable (e.g., within 

determined acceptable operating ranges or in an acceptable defined state for the current 

30 functionality partitioning, such as grid-powered) for the current operation of the sensor 

node and the processing subsystem, the existing partitioning of functionality is maintained 

between the sensor node and the processing subsystem by operation 306, and 

communication continues.  
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[0034] The energy management conditions of the sensor node are periodically re

evaluated by the monitoring operation 304. If the energy management conditions of the 

sensor node become inadequate (e.g., dropping below a defined power draw threshold or a 

defined remaining charge threshold and/or rising above a defined temperature threshold) 

5 for the current operation of the sensor node and the processing subsystem, a configuring 

operation 308 reallocates functionality between the sensor node and the processing 

subsystem (e.g., to repartition the overall system functionality). Responsive to the 

configuring operation 308, a repartitioning operation 310 enables or disables select 

preprocessors in the sensor node in accordance with the new functionality partitioning. A 

10 communications operation 312 continues the communication of sensor data between the 

sensor node and the processing subsystem, subject to the new functionality partitioning, 

and the new energy management conditions of the sensor node are periodically re

evaluated by the communications monitoring operation 304. After each repartitioning 

operation 310, the sensor data stream is changed in some way (e.g., to a different type or 

15 level of compression, to a different level of noise cancellation, etc.). In one perspective, 

the original sensor data stream terminates and a second sensor data stream commences.  

[0035] For example, if the energy management conditions of the sensor node improve to 

provide additional energy or cooler operating temperatures, the sensor node may elect to 

send compressed and cleaned video data to the processing subsystem to take advantage of 

20 the additional energy or cooler operating conditions. In such a case, the processing 

subsystem may be instructed to (or may automatically) skip compression and cleaning of 

the received sensor data (which could be performed by one of its own preprocessor 

blocks). In contrast, if the energy management conditions of the sensor node degrade to 

further limit or diminish sensor node performance, the sensor node may elect to send only 

25 raw video data to accommodate the more challenging energy management conditions.  

Such accommodations may be negotiated back and forth between the sensor node and the 

processing subsystem or simply imposed by instruction by one or the other. Accordingly, 

the new functionality partitioning adjusts the energy management conditions of the sensor 

node and/or utilization between the sensor node and the processing subsystem.  

30 [0036] FIG. 4 illustrates operations 400 for dynamically partitioning functionality from 

the perspective of a processing subsystem. A communications operation 402 initiates 

communications with a sensor node. As previously discussed, such communications may 

be accomplished via a variety of communications channels. A monitoring operation 404 

monitors the energy management conditions of the processing subsystem. If the energy 
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management conditions of the processing subsystem are acceptable (e.g., within 

determined acceptable operating ranges or in an acceptable defined state for the current 

functionality partitioning, such as grid-powered) for the current operation of the 

processing subsystem and the sensor node, the existing partitioning of functionality is 

5 maintained between the processing subsystem and the sensor node by operation 406, and 

communication continues.  

[0037] The energy management conditions of the processing subsystem are periodically 

re-evaluated by the monitoring operation 404. If the energy management conditions of the 

processing subsystem become inadequate (e.g., dropping below a defined power draw 

10 threshold or a defined remaining charge threshold and/or rising above a defined 

temperature threshold) for the current operation of the processing subsystem and the 

sensor node, a configuring operation 408 reallocates functionality between the processing 

subsystem and the sensor node (e.g., to repartition the overall system functionality).  

Responsive to the configuring operation 408, a repartitioning operation 410 enables or 

15 disables select preprocessors in the processing subsystem in accordance with the new 

functionality partitioning. A communications operation 412 continues the communication 

of sensor data between the processing subsystem and the sensor node, subject to the new 

functionality partitioning, and the new energy management conditions of the processing 

subsystem are periodically re-evaluated by the communications monitoring operation 404.  

20 After each repartitioning operation 410, the sensor data stream is changed in some way 

(e.g., to a different type or level of compression, to a different level of noise cancellation, 

etc.). In one perspective, the original sensor data stream terminates and a second sensor 

data stream commences.  

[0038] For example, if the energy management conditions of the processing subsystem 

25 improve to provide additional power or cooler operating temperatures, the processing 

subsystem may instruct the sensor node to send uncompressed sensor data so that the 

processor subsystem can take advantage of its improved energy management conditions 

and perform the preprocessing itself. In such a case, the sensor node may be instructed to 

(or may automatically) disable compression of the detected sensor data based on one of its 

30 own preprocessor blocks. In contrast, if the energy management conditions degrade to 

further limit or diminish processing subsystem performance, the processing subsystem 

may instruct the sensor node to send fewer frames per second or perform spatial image 

compression or temporal motion compensation via one of the sensor node's preprocessors 

to accommodate the more challenging energy management conditions. Such 
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accommodations may be negotiated back and forth between the processing subsystem and 

the sensor node or simply imposed by instruction by one or the other. Accordingly, the 

new functionality partitioning adjusts the communications requirements and/or utilization 

between the processing subsystem and the sensor node.  

5 [0039] FIG. 5 illustrates an example system that may be useful in implementing the 

described technology. The example hardware and operating environment of FIG. 5 for 

implementing the described technology includes a computing device, such as general 

purpose computing device in the form of a gaming console or computer 20, a mobile 

telephone, a personal data assistant (PDA), a set top box, or other type of computing 

10 device. One or more portions of the example system may be implemented in the form of a 

system-on-a-chip (SOC). In the implementation of FIG. 5, for example, the computer 20 

includes a processing unit 21, a system memory 22, and a system bus 23 that operatively 

couples various system components including the system memory to the processing unit 

21. There may be only one or there may be more than one processing unit 21, such that the 

15 processor of computer 20 comprises a single central-processing unit (CPU), or a plurality 

of processing units, commonly referred to as a parallel processing environment. The 

computer 20 may be a conventional computer, a distributed computer, or any other type of 

computer; the invention is not so limited.  

[0040] The system bus 23 may be any of several types of bus structures including a 

20 memory bus or memory controller, a peripheral bus, a switched fabric, point-to-point 

connections, and a local bus using any of a variety of bus architectures. The system 

memory may also be referred to as simply the memory, and includes read only memory 

(ROM) 24 and random access memory (RAM) 25. A basic input/output system (BIOS) 26, 

containing the basic routines that help to transfer information between elements within the 

25 computer 20, such as during start-up, is stored in ROM 24. The computer 20 further 

includes a hard disk drive 27 for reading from and writing to a hard disk, not shown, a 

magnetic disk drive 28 for reading from or writing to a removable magnetic disk 29, and 

an optical disk drive 30 for reading from or writing to a removable optical disk 31 such as 

a CD ROM, DVD, or other optical media.  

30 [0041] The hard disk drive 27, magnetic disk drive 28, and optical disk drive 30 are 

connected to the system bus 23 by a hard disk drive interface 32, a magnetic disk drive 

interface 33, and an optical disk drive interface 34, respectively. The drives and their 

associated computer-readable media provide nonvolatile storage of computer-readable 

instructions, data structures, program modules and other data for the computer 20. It 
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should be appreciated by those skilled in the art that any type of computer-readable media 

which can store data that is accessible by a computer, such as magnetic cassettes, flash 

memory cards, digital video disks, random access memories (RAMs), read only memories 

(ROMs), and the like, may be used in the example operating environment.  

5 [0042] A number of program modules may be stored on the hard disk, magnetic disk 29, 

optical disk 31, ROM 24, or RAM 25, including an operating system 35, one or more 

application programs 36, other program modules 37, and program data 38. A user may 

enter commands and information into the personal computer 20 through input devices 

such as a keyboard 40 and pointing device 42. Other input devices (not shown) may 

10 include a microphone, a joystick, a game pad, a gesture detector, a touch screen, a satellite 

dish, a scanner, or the like. These and other input devices are often connected to the 

processing unit 21 through a serial port interface 46 that is coupled to the system bus, but 

may be connected by other interfaces, such as a parallel port, game port, or a universal 

serial bus (USB). A monitor 47 or other type of display device is also connected to the 

15 system bus 23 via an interface, such as a video adapter 48. In addition to the monitor, 

computers typically include other peripheral output devices (not shown), such as speakers 

and printers.  

[0043] The computer 20 may operate in a networked environment using logical 

connections to one or more remote computers, such as remote computer 49. These logical 

20 connections are achieved by a communication device coupled to or a part of the computer 

20; the invention is not limited to a particular type of communications device. The remote 

computer 49 may be another computer, a server, a router, a network PC, a client, a peer 

device or other common network node, and typically includes many or all of the elements 

described above relative to the computer 20, although only a memory storage device 50 

25 has been illustrated in FIG. 5. The logical connections depicted in FIG. 5 include a local

area network (LAN) 51 and a wide-area network (WAN) 52. Such networking 

environments are commonplace in office networks, enterprise-wide computer networks, 

intranets and the Internet, which are all types of networks.  

[0044] When used in a LAN-networking environment, the computer 20 is connected to 

30 the local network 51 through a network interface or adapter 53, which is one type of 

communications device. When used in a WAN-networking environment, the computer 20 

typically includes a modem 54, a network adapter, a type of communications device, or 

any other type of communications device for establishing communications over the wide 

area network 52. The modem 54, which may be internal or external, is connected to the 
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system bus 23 via the serial port interface 46. In a networked environment, program 

engines depicted relative to the personal computer 20, or portions thereof, may be stored 

in the remote memory storage device. It is appreciated that the network connections shown 

are example and other means of and communications devices for establishing a 

5 communications link between the computers may be used.  

[0045] In an example implementation, software or firmware instructions for controlling 

sensor subsystem circuitry, preprocessor circuitry, a communication interface, a 

partitioning controller, a power monitor, a temperature monitor, an energy monitor, and 

other hardware/software blocks stored in memory 22 and/or storage devices 29 or 31 and 

10 processed by the processing unit 21. The sensor data, detected energy management 

condition parameters, and other data may be stored in memory 22 and/or storage devices 

29 or 31 as persistent datastores.  

[0046] FIG. 6 illustrates another example sensor node (labeled as a mobile sensor 600) 

that may be useful in implementing the described technology. The mobile sensor 600 

15 includes a processor 602, a memory 604, a display 606 (e.g., a touchscreen display), and 

other interfaces 608 (e.g., a keyboard, a camera, a microphone, etc.), although sensor 

nodes may have more or fewer components. For example, an emissions monitoring sensor 

may be positioned in an industrial emissions vent and therefore have no need for user 

input and output interfaces. The memory 604 generally includes both volatile memory 

20 (e.g., RAM) and non-volatile memory (e.g., flash memory). An operating system 610, 

such as the Microsoft Windows@ Phone 8 operating system, may reside in the memory 

604 and is executed by the processor 602, although it should be understood that other 

operating systems may be employed.  

[0047] One or more application programs 612 may be loaded in the memory 604 and 

25 executed on the operating system 610 by the processor 602. Examples of application 

programs 612 include without limitation applications for use with one or more 

preprocessor blocks, etc. The mobile sensor 600 includes a power supply 616, which is 

powered by one or more batteries or other power sources and which provides power to 

other components of the mobile sensor 600. The power supply 616 may also be connected 

30 to an external power source that overrides or recharges the built-in batteries or other power 

sources.  

[0048] The mobile sensor 600 includes one or more communication transceivers 630 to 

provide network connectivity (e.g., mobile phone network, Wi-Fi@, BlueTooth@, 

Ethernet, etc.). The mobile sensor 600 may also include various other components, such as 
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a positioning system 620 (e.g., a global positioning satellite transceiver), one or more 

accelerometers 622, one or more cameras 624, an audio interface 626 (e.g., a microphone, 

an audio amplifier and speaker and/or audio jack), and additional storage 628. Other 

configurations may also be employed.  

5 [0049] In an example implementation, software or firmware instructions for controlling 

sensor subsystem circuitry, preprocessor circuitry, a communication interface, a 

partitioning controller, a power monitor, a temperature monitor, an energy monitor, and 

other hardware/software blocks may be embodied by instructions stored in memory 604 

and/or storage devices 628 and processed by the processor 602. The sensor data, the 

10 detected energy management condition parameters, and other data may be stored in 

memory 604 and/or storage devices 628 as persistent datastores. One or more portions of 

the example sensor node may be implemented in the form of a system-on-a-chip (SOC).  

[0050] Some embodiments may comprise an article of manufacture. An article of 

manufacture may comprise a tangible storage medium to store logic. Examples of a 

15 tangible storage medium may include one or more types of computer-readable storage 

media capable of storing electronic data, including volatile memory or non-volatile 

memory, removable or non-removable memory, erasable or non-erasable memory, 

writeable or re-writeable memory, and so forth. Examples of the logic may include various 

software elements, such as software components, programs, applications, computer 

20 programs, application programs, system programs, machine programs, operating system 

software, middleware, firmware, software modules, routines, subroutines, functions, 

methods, procedures, software interfaces, application program interfaces (API), instruction 

sets, computing code, computer code, code segments, computer code segments, words, 

values, symbols, or any combination thereof. In one embodiment, for example, an article 

25 of manufacture may store executable computer program instructions that, when executed 

by a computer, cause the computer to perform methods and/or operations in accordance 

with the described embodiments. The executable computer program instructions may 

include any suitable type of code, such as source code, compiled code, interpreted code, 

executable code, static code, dynamic code, and the like. The executable computer 

30 program instructions may be implemented according to a predefined computer language, 

manner or syntax, for instructing a computer to perform a certain function. The 

instructions may be implemented using any suitable high-level, low-level, object-oriented, 

visual, compiled and/or interpreted programming language.  
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[0051] The implementations described herein are implemented as logical steps in one or 

more computer systems. The logical operations of the present invention are implemented 

(1) as a sequence of processor-implemented steps executing in one or more computer 

systems and (2) as interconnected machine or circuit modules within one or more 

5 computer systems. The implementation is a matter of choice, dependent on the 

performance requirements of the computer system implementing the invention.  

Accordingly, the logical operations making up the embodiments of the invention described 

herein are referred to variously as operations, steps, objects, or modules. Furthermore, it 

should be understood that logical operations may be performed in any order, unless 

10 explicitly claimed otherwise or a specific order is inherently necessitated by the claim 

language.  

[0052] The above specification, examples, and data provide a complete description of 

the structure and use of exemplary embodiments of the invention. Since many 

embodiments of the invention can be made without departing from the spirit and scope of 

15 the invention, the invention resides in the claims hereinafter appended. Furthermore, 

structural features of the different embodiments may be combined in yet another 

embodiment without departing from the recited claims.  

[0053] Throughout this specification and claims which follow, unless the context requires 

otherwise, the word "comprise", and variations such as "comprises" and "comprising", will 

20 be understood to imply the inclusion of a stated integer or step or group of integers or 

steps but not the exclusion of any other integer or step or group of integers or steps.  

[0054] The reference in this specification to any prior publication (or information derived 

from it), or to any matter which is known, is not, and should not be taken as an 

acknowledgment or admission or any form of suggestion that that prior publication (or 

25 information derived from it) or known matter forms part of the common general 

knowledge in the field of endeavour to which this specification relates.  
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CLAIMS 

1. A method comprising: 

processing first sensor data via a sensor node to generate processed sensor data; 

transmitting the processed sensor data from the sensor node to a processing 

subsystem via a communications channel; 

5 detecting energy management conditions of the sensor node; 

adjusting allocation for processing second sensor data from the sensor node to the 

processing subsystem based on the detected energy management conditions; and 

in response to the adjusting based on the detected energy management conditions, 

transmitting the second sensor data from the sensor node to the processing subsystem via 

10 the communications channel.  

2. The method of claim 1 wherein the first sensor data and the second sensor data 

include raw data and the processed sensor data includes compressed data.  

15 3. The method of claim 1 wherein the processing subsystem and the sensor node each 

include one or more preprocessor blocks that are capable of performing overlapping 

preprocessor functionality.  

4. The method of claim 1 wherein the processing subsystem and the sensor node each 

20 include a preprocessor block that performs the processing of the first sensor data or the 

second sensor data.  

5. The method of claim 4 wherein at least one of the processing subsystem and the 

sensor node further includes an additional preprocessor block that provides preprocessor 

25 functionality that is unique to the at least one of the processing subsystem and the sensor 

node.  

6. The method of claim 1 wherein the adjusting operation comprises: enabling one or 

more preprocessor blocks of the processing subsystem to accommodate a change in the 

30 energy management conditions of the sensor node.  
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7. The method of claim 1 wherein the adjusting operation comprises: disabling one or 

more preprocessor blocks of the sensor node to accommodate a change in the energy 

management conditions.  

5 8. The method of claim 1 wherein the adjusting operation comprises: enabling a 

processor block of the processing subsystem; and disabling a corresponding preprocessor 

block of the sensor node.  

9. The method of claim 1 further comprising processing the second sensor data via 

10 the processing subsystem.  

10. The method of claim 1 further comprising sending additional processed sensor data 

from an additional sensor node in response to the detected energy management conditions, 

wherein the sensor node and the additional sensor node include overlapping sensing 

15 coverage.  

11. One or more computer-readable storage media encoding computer-executable 

instructions for executing on a computer system a computer process, the computer process 

comprising: 

20 detecting energy management conditions of at least one of a sensor node or a 

processing subsystem coupled by a communications channel, the communications channel 

carrying a sensor data stream; and 

adjusting allocation of functionality between the sensor node and the processing 

subsystem based on the detected energy management conditions by enabling a 

25 preprocessor block of the at least one of the sensor node or the processing subsystem and 

disabling a corresponding preprocessor block of the other one of the at least one sensor 

node or the processing subsystem, the adjusted allocation of functionality changing 

characteristics of data communicated in the sensor data stream.  

30 12. The one or more computer-readable storage media of claim 11 wherein the 

enabling of the preprocessor block of the at least one of the sensor node or the processing 

subsystem accommodates a change in the energy management condition of the at least one 

of the sensor node or the processing subsystem.  
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13. The one or more computer-readable storage media of claim 12 wherein the 

disabling of the corresponding preprocessor block of the at least one of the sensor node or 

the processing subsystem accommodates a change in the energy management conditions.  

5 14. A system comprising: a monitor configured to detect energy management 

conditions of at least one of a sensor node or a processing subsystem coupled by a 

communications channel, the communications channel carrying a sensor data stream; and 

a partitioning controller configured to adjust allocation of functionality between the sensor 

node and the processing subsystem based on the detected energy management conditions 

10 by enabling a preprocessor block of the at least one of the sensor node or the processing 

subsystem and disabling a corresponding preprocessor block of the other one of the at 

least one sensor node or the processing subsystem, the adjusted allocation of functionality 

changing characteristics of data communicated in the sensor data stream.  

15 15. The system of claim 14 wherein the characteristics of the data in the sensor data 

stream before the adjusting operation and the characteristics of the data in the sensor data 

stream after the adjusting operation differ by an amount of preprocessing performed on 

sensor data by the sensor node or the processing subsystem.  

20 16. The system of claim 14 wherein the processing subsystem and the sensor node 

each include one or more preprocessor blocks that are capable of performing overlapping 

preprocessor functionality.  

17. The system of claim 14 wherein the preprocessor block and the corresponding 

25 preprocessor block perform a same preprocessor functionality.  

18. The system of claim 17 wherein at least one of the processing subsystem and the 

sensor node further includes an additional preprocessor block that provides preprocessor 

functionality that is unique to the at least one of the processing subsystem and the sensor 

30 node.  

19. The system of claim 14 wherein the enabling of the preprocessor block of the at 

least one of the sensor node or the processing subsystem accommodates a change in the 

energy management conditions of the at least one of the sensor node or the processing 
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subsystem.  

20. The system of claim 14 wherein the disabling of the corresponding preprocessor 

block of the other one of the at least one of the sensor node or the processing subsystem 

5 accommodates a change in the detected energy management conditions.  
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