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Description

Background of the Invention

1 Field of the Invention
[6001] The invention relates to storage systems.
2. Related Art

[6002] U.S Patent No. 5,688,943 (Altanasio et al)
("the '943 patent” hereinafter) shows a system and meth-
od for recovering from failure in a disk access path of a
clustered computing system. In the '943 patent, nodes
communicate through an interconnection. The nodes in-
clude a processor, memory (possibly shared among
nodes), and a number of disk adapters. Disks in the '943
patent can be shared by multiple nodes, providing for
recovery from disk access failures.

[0003] (nan article by the inventor, Steven R, Kleiman,
and others, entitled "Using NUMA interconnections for
Highly Avaitable Filers," two independent file server ap-
pliances are connected via a nonuniform-memory-ac-
cess network, This system provides some survivability
to hardware faults with minimal disruption to clients.
[oo04]  More generally, computer slorage systems are
used to record and retrieve data. One way storage sys-
tems are characterized is by the amount of storage ca-
pacity hey have. The capacity for storage systems has
increased greatly over time. One problem in the known
artis the difficuity of planning ahead for desired increases
in storage capacity. A related problem in the known art
is the difficulty in providing scalable storage at a relatively
efficient cost. This has subjected customers o a dilem-
ma; ane can either purchase a file system with a single
large file server, or purchase a file system with a number
of smailer file servers.

[0005] The single-server opltion has several draw-
backs. {1} The customer must buy a larger file system
than currently desired, so as to have room available for
future expansion. (2) The entire file system can become
unavailable if the file server fails for any reason. (3) The
file system, although initialty larger, is not easily scalable
if the customer comes to desire a system that is larger
than originally pianned capacity.

[0006] The muiti-server option alse has several draw-
backs. In systems in which the individual components of
the mulii-server device are tightly coordinated, (1) the
same scalabilily problem occurs for the coordinaling ca-
pacity for the individual cemponents. That is, the custom-
er must buy more coordinaling' capacity than currentiy
desired, so as {0 have room available for future expan-
sion. (2} Theindividual components are themselves often
obsolete by the time the planned-for greater capacity is
actually needed. {3) Tightly coordinated systems are of-
ten very expensive relative to the amount of scalability
desired.

[0007] In systems in which the individual components
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of the multi-server device are only foosely coordinated,
it is difficult to cause the individual components to behave
in a coordinated manner so as to emulate a single file
server. Although fallure of a single file server does not
cause the entire file system to become unavailable, it
does cause any files stored on that particular fite server
to become unavailable. If those files were critical to op-
eration of the system, or some subsystem thereof, the
applicable system or subsystern will be unavailable as a
result. Administrative difficulties generally increase {o
due o a larger number of smaller file servers.

[0008] Accordingly, it would be advantagecus {o pro-
vide a method and system for performing a file server
system that is scalable, that is, which can be increased
in capacity without major system alterations, and which
is relatively cost efficient with regard to that scalability.
This advaniage is achieved in an embodiment of the in-
vention in which a plurality of file servers (each a pair of
file server nodes) are interconnecled. Each file server
has a pair of controllers for simultaneously controliing a
set of storage elements such as disk drives. File server
commands are routed among file servers to the file serv-
ers having control of applicable storage elements, and
irt which each pair of file server nodes is reliable due to
redundancy.

[0009] ltwould also be advantageous to provide a stor-
age system that is resistant to failures of individual sys-
tem elements, and that can continue to operate aflier any
single point of failure. This advantage is achieved in an
gmbadiment of the invention like that described in "Highly
Available File Servers,” WO 99/46680 (Network Appli-
ance, Inc.}, published on 16 September 1999

[0016] The invention provides a file server system and
a methaod for operating that system, which are defined in
the appended claims and are easily scalable in number
and type of individual components. A plurality of file serv-
ers (eachincluding a pair of file servernodes) are coupled
using inter-node connectivity, such as an inter-node net-
wark, so that any one pair can be accessed from any
other pair. Each file server includes a pair of file server
nodes, each of which has a memaory and each of which
conducis file server operations by simultaneously writing
to its own memory and to that of its twin, the pair being
used 1o simultaneously control a set of storage elements
such as disk drives. File server commands or requesis
directed to particufar mass storage elements are routed
among file server nodes using an inter-node switch and
processed by the file server nodes controlling those par-
ticular storage elernents. Each file server (that is, each
pair of file server nodes) is refiable due fo its own redun-
dancy.

[0011] In a preferred embodiment, the mass storage
elements are disposed and controlted {o form a redun-
dant array, such as a RAID {Redundant Array of Inde-
pendent Disks) storage system. The inter-node network
and inter-node switch are redundant, and file server com-
mands or requests arriving at the network of pairs are
coupled using the network and the switch to the appro-
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priate palr and processed at that pair. Thus, each pair
can be reached from each other pair, and no single point
of failure prevents access to any individual storage ele-
ment. The file servers are disposed and controlled to rec-
ognize failures of any single element in the file server
syslermn and to provide access to all mass storage ele-
ments despite any such failures.

Brief Description of the Drawings

[0012]

Figure 1 shows a block diagram of a scalable and
highly available file server system.

Figure 2A shows a block diagram of a first intercon-
nect system for the file server system.

Figure 2B shows a block diagram of a second inter-
connect sysiem for the file server system.

Figure 3 shows a process flow diagram of operation
of the file server system

Detailed Description of the Preferred Embodiment

[0013] Inthe following descriplion, a preferred embod-
iment of the invention is described with regard to pre-
ferred process steps and data structures. However, those
skilled in the art would recognize, after perusal of this
application, that embodimenis of the invention may be
implemented using one or more general purpose proc-
essors {or special purpose processors adapted {o the
particutar process steps and data structures} operating
under program control, and that implementation of the
preferred process steps and data structures described
herein using such equipment would not reguire undue
experimentation or further invention.

{00141 Inventions described herein can be used in con-
junction with inventions described in "Highly Available
File Servers,” WO 99/46680 (Network Appliance, Inc.),
published on 16 September 1899. This application is
herein referred to as the "Availability Disclosure ”

File Server Sysfem

[0015] Figure 1 shows a biock diagram of a scalable
and highly available file server system.

[0016] A file server system 100 includes a set of file
servers 110, each including a coupled pair of file server
nodes 111 having co-coupled commaon sets of mass stor-
age devices 112. Each node 111 is like the file server
node further described in the Availability Disclosure.
Each node 111 preferably includes its own memory and
processor and is coupled to & common interconnect 120
Each node 111 is also coupled to & first network swilch
130 and a second network switch 130

[0017] Eachnode 111is coupled to the common inter-
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cannect 120, so as to be able to iransmit information
hetween any two file servers 110. The common intercon-
nect 120 includes a set of communication links (not
shown) which are redundant in the sense that evenifany
single communication link fails, each node 111 can still
he contacted by each other node 111,

[0618] [n & preferred embodiment, the common inter-
connect 120 includes a NUMA (non-uniform memory ac-
cess) interconnect, such as the SCI {Scalable Ceherent
interconnect) interconnect operating at 1 gigabyte per
second orthe SCl-lite interconnect operating at 125 meg-
abytes per second.

[0019] Each fle server 110 is coupled to the first net-
work switch 130, so as {o recelve and respond to file
server requests transmitted therefrom. Ina preferred em-
bodiment there is also a second nelwork switch 130, al-
though the second network swilch 130 is nol required for
operation of the fite server system 100. Similar to the first
network switch 130, each file server 110 is coupled to
the second network switch 130, so as to receive and re-
spond to file server requests transmitted therefrom.

File Server System Operation

[0020] In operation of the file server system 100, as
further described herein, a sequence of file server re-
quests arrives at the first nelwork switch 130 or, if the
second network switch 130 is present, at either the first
network swifch 130 or the second network switch 130.
Either network switch 130 routes each file server request
In its sequence to the pariicular file server 110 that is
associated with the particular mass storage device need-
ed for processing the file server request.

[0021] Oneofthe two nodes 111 at the designated file
server 110 services the file server request and makes a
file server response. The file server response is routed
by one of the network switches 130 back to a source of
the request.

Interconnect System

[0022] Figure 2A shows a block diagram of a first in-
terconnect system for the file server system.

[0023] In a first preferred embodiment, the intercon-
nect 120 includes a plurality of nodes 111, each of which
is part of a file server 110. The nodes 111 are each dis-
posed onacommunicationring 211. Messages are frans-
mitted between adjacent nodes 111 on each ring 211.
[p024] Inthisfirstpreferred embodiment, eachring211
comprises an SCI (Scalable Coherent Inferconnect) net-
work according lo IEEE standard 1596-19892, or an SCI-
lite network according to IEEE standard 1394.1. Both
IEEE siandard 1596-1992 and IEEE standard 1394.1
support remote memory access and DMA, the combina-
tion of these features is ofien called NUMA {non-uniform
memory access). SCI networks operate at a data frans-
mission rate of about 1 gigabyte per second; SCl-lite net-
works operate at a data transmission rate of about 125
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megabytes per second.

[0025] A communication switch 212 couples adjacent
rings 211. The communication switch 212 receives and
transmits messages on each ring 211, and operates {o
bridge messages from a first ring 211 to a second ring
211. The communication switch 212 bridges those mas-
sages that are transmitted on the first ring 211 and des-
ignated for transmission to the second ring 211, A switch
212 canalso be coupled directly to a file server node 110.
[0026] Inthisfirst preferred embodiment, eachring 211
has a singie node 111, so as {o prevent any single point
of fallure (such as failure of the ring 211 or its switch 212)
from preventing communication to more than one node
111,

[0027] Figure 2B shows a block diagram of a secand
interconnec! system for the file server system.

[0028] In a second preferred embodiment, the inter-
connect 120 includes a plurality of nodes 111, each of
which is part of a file server 110. Each node 111 includes
an associated network interface element 114, In a pre-
ferred embodiment, the network interface element 114
for each node 111 is like that described in the Availability
Disclosure.

[0029] The network interface elemenis 114 are cou-
pled using a plurality of communication links 221, each
of which couples two network interface elements 114 and
communicates messages therebetween

[0038] The network interface elements 114 have suf-
ficient communication links 221 to form a redundant com-
munication network, so as to prevent any single point of
failure {such as failure of any one network interface ele-
ment 114} from preventing communication o more than
one node 111,

[0031] In this second preferred embodiment, the net-
work interface elements 114 are disposed with the com-
munication links 221 o form a logical torus, in which each
network interface element 114 is disposed on two logi-
cally orthogonal communication rings using the commu-
nication links 221.

[0032] In this second preferred embodiment, each of
the logically orthogonal communication rings comprises
an SCI network or an SCi-lite network, similar {o the SCI
network or SCl-lite network described with reference to
figure 2A.

Operation Process Flow

[0033] Figure 3 shows a process flow diagram of op-
eration of the file server system.

[0034] A method 300 is performed by the components
of the file server system 100, and includes a set of flow
points and process sieps as described herein.

[p035] At a flow point 310, a device coupled to the file
server system 100 desires {o make a file system request.
[0036] Atastep 311, the device transmits a file system
request to a selected network switch 130 coupled to the
file server system 100.

[6037] At astep 312, the nelwork switch 130 receives

10

15

20

25

ag

3s

40

45

50

a5

the fite system regquest. The network switch 130 deter-
mines which mass storage device the request applies to,
and determines which file server 110 is coupied to that
mass storage device. The network switch 130 transmits
the request to that file server 110 (that is, to both of ils
nodes 111 in parallel), using the interconnect 120
[0038] At a step 313, the file server 110 receives the
file system request. Each node 111 at the file server 110
queues the request for processing.

[0039] At astep 314, one of the two nodes 111 at the
file server 110 processes the file system request and
responds thereto. The other one of the two nodes 111 at
the file server 110 discards the request without further
processing.

[0040] At a flow point 320, the file system request has
been successfully processed.

[0041] fany single point of fallure occurs between the
requesting device and the mass storage device to which
the fite system request applies, the file server system 100
is still able to process the request and respond to the
requesting device.

+ If either one of the natwork switches 130 fails, the
other network swiich 130 is able to receive the file
system request and transmit it to the appropriate fils
server 110,

+ Ifanylinkin the interconnect 120 fails, the remaining
links in the interconnect 120 are able to transmit the
message to the appropriate file server 110,

« ifeithernode 111 atthe fite server 110 fails, the other
node 111 is able to process the file system request
using the appropriate mass storage device. Because
nodes 111 at each file server 110 are coupled in
pairs, each file server 110 is highly available. Be-
cause fite servers 110 are coupled together for man-
aging collections of mass storage devices, the entire
system 100 is scalable by addition of file servers 110.
Thus, each cluster of file servers 110 is scalable by
addition of file sarvers 110.

+ {f any one of the mass storage devices {other than
the actualtarget of the file system request) fails, there
is no effect on the ability of the other mass storage
devices to respond to processing of the request, and
there is no effect on eitherof the two nodes 111which
process requests for that mass storage device.

Alternative Embodiments

[0042] Although preferred embodiments are disclosed
herein, many variations are possible which remain within
the scope, of the invention, and these varfations would
become clear to those skilled in the art after perusal of
this application.
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Claims

1.

A file server system including

a plurality of file server nodes (111);

at feast one inter-node connectivity element (120}
coupled to said plurality of nodes;

at least one switch (13) coupled to said plurality of
nodes and disposed for coupling file server com-
mands to ones thereof;

characterized in that at least some of said nodes
{111 are arranged in pairs in file servers, and in each
of said file servers, both nodes are coupled to each
storage element in a set of storage elements (112)
forthefile server (110}, and both nades {111} Include
at least a processor and a memary 5o as to be dis-
posed to control said storage elements (112) in re-
sponse to said file server commands, with said file
server commands directed toward one of said file
servers and then serviced by a designated one of
said file server nodes in said one of said file servers.

A system as in claim 1, wherein at least some of said
pairs are disposed for failover from a first node to a
second node,

A system as in claim 1, wherein

each said storage element corresponds to one said
pair;

each sald slorage element is coupled to boli nodes
in said corresponding pair;

whereby both nodes in said corresponding pair are
equally capable of controlling said storage element

A system as in claim 1, wherein said connectivity
element includes a NUMA network.

A system as in claim 1, wherein said file server sys-
tern is scatable by addition of a server comprising a
set of pairs of said nodes.

A systein as in claim 1, wherein said set of slorage
elements coupled to at least one said pair includes
a RAID storage system.

A system as in claim 1, wherein

each pair includes a first node and a secand node;
each pair is disposed o receive file server com-
mands directed 1o either said first node or {0 said
second node;

gach pair is disposed when said file server com-
mands are directed to said first node to execute said
file server commands at said first node and to store
a copy of said file server commands at said second
node; and

each pair is disposed when said file server com-
mands are directed to said second node to execute
said file server commands at said second node and
io store a copy of said file server commands at said
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10.

1.

12,

13.

first node.

A systemn as in claim 7, wherein

each said pair is disposed when said file server com-
mands are directed to said first node and said first
node is inoperable to execute said file server com-
mands at sald second node; and

gach pair is disposed when said file server com-
mands are directed to said second node and said
second node Is inoperable to execute salid file server
commands at said first node.

A system as in claim 1, wherein

each pair Is disposed to receive a file server com-
mand;

gach pair is disposed so that a first node responds
to said file server command while a second node
records said file server command; and

each pair is disposed to failover from said first node
to said second node

A system as in claim 9, wherein

each pair is disposed to receive a second file server
command;

each pair is disposed so that said second node re-
sponds to said second file server command while
said first node records said file server command; and
each pair is disposed to failover from said first node
to said second node.

A system as in claim 9, wherein sald first node con-
trols said storage elements in response 1o said file
server command while said second node is couptled
to said storage elements and does not control said
storage elements in response to said file server com-
mand.

A method of operating a file server system, said
method Inciuding steps for

operating a plurality of file server nedes (111) in sets
of pairs, each said pair included in a file server {110},
both nodes for each file server (110} being coupled
to each storage element in a set of storage elements
(112) for the file server {110}, and both nodes (111}
for each file server (110) including at least a proces-
sor and a8 memory so as to be disposed to control
said storage elements (112) in respense 1o a set of
file server commands, with said file server com-
mands directed toward one of said fite servers and
then serviced by a designated one of said file server
nodes in said one of said file servers;

coupling said file server commands to said pairs of
nodes {110, 111};

coupling a set of messages hetween ones of said
nodes (111} in a first of said pairs and ones of said
nodes (111} in a second of said pairs.

A method as in claim 12, inciuding steps for failover
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from a first node {o a second node, and from said
second node to said first node, in each said pair

A method as in claim 12, including steps for scaling
said file server by addition of a set of pairs of said
nodes.

A meihod as in claim 12, Including steps for control-
ling a set of storage elements corresponding o one
said pair from either node in said pair.

Amethod asinclaim 15, including steps for operating
said set of storage elements according to a RAID
storage method.

A method as in claim 12, including steps for
recelving flie server commands directed o either a
first node or to a second node in each said pair;
when said file server commands are directed to said
first node, responding 1o said file server commands
at said first node and storing a copy of said file server
commands at said second node; and

when said file server commands are directed to said
second node, responding {o said file server com-
mands at sald second node and storing a copy of
said file server commands at said first node.

A method as in claim 17, including steps for

when said file server commands are directed to said
first node and said first node is inoperable, respond-
ing to said file server commands at said second node
using said copy at said second nede; and

when said file server commands are directed to said
second node and said second node is inoperable,
responding {o said file server commands at said first
node using said copy at said first node.

A method as in ciaim 12, including steps for
receiving a file server command at one said pair;
respondingto said file servercommandat afirst node
while recording said file server command at a second
node: and

falling over from said first node to said second node.

A method as in claim 19, including steps for
receiving a second file server command at said one
pair;

responding to said fle server command at said sec-
ond node while recording said file server command
at said first node; and

failing over from said first node to said second node,

A methed as in claim 19, including steps for control-
ling said storage elemenis in response to said file
server command by said first node while said second
node is coupled to said storage elemenis and does
not control said storage elements in response to said
fle server command,
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22. A computer program comprising program code

means that, when executed on a computer system,
cause the computer system to effect the steps of any
one of claims 12 to 21.

Patentanspriiche

1.

Fiteserversystem, umfassend

eine Mehrzahl von Fileserverknoten (111);
mindesiens ein an diese Mehrzahl der Knoten ge-
koppeltes Zwischenknotenverbindungselement
{120);

mindestens ein an diese Mehrzahl der Knoten ge-
koppelter Schalter (13), der zurm Koppeln von File-
serverkommandos zu einem dieser Knoten einge-
richtet ist;

dadurch gekennzeichnet, dall mindestens einige
der Knoten (111) als Paare von Fileservern einge-
richtet sind, und daft in jedem dieser Fileserver beide
Knoten zu allen Speicherelementen in einer Menge
von Speicherelementen (112} flir den Fileserver
{110} gekoppeit sind, und wobei beide Knoten (111)
mindestens einen Prozessor und einen Speicher
umfassen, um eingerichtet zu sein, das Speicher-
element {112} als Antwort auf die Fileserverkom-
mandos zu steuern, wobei die Fileserverkomman-
dos an einen der Fileserver gerichtet sind und dann
durch einen bestimmten Fileserverknoten in einem
der Fileserver bedient werden.

System gem&R Anspruch 1, webei mindestens eini-
ge der Paare ais Ausfallsicherung von einem ersien
Knoten zu einem zweiten Knoten eingerichtet sind.

System gemaR Anspruch 1, wobei jedes Speicher-
element zu einem Paar korrespondiert;

jedes Speicherelement ist mit beiden Knoten im kor-
respondierenden Paar gekoppell; wobel beide Kno-
ten im korrespondierenden Paar gleichermafBen
zum Steuern des Speicherelementes fahig sind.

System gemaf Anspruch 1, wobei das Verbindungs-
element ein NUMA-Netzwerk umfalit.

System gemal Anspruch 1, wobei das Filesarver-
syslem durch Hinzufiigen von Servern, die eine
Menge von Paaren von Knoten umfassen, skalierbar
ist.

System gemal Anspruch 1, wobei die Menge von
Speicherelementen, die an mindestens ein Paar ge-
koppelt ist, ein RAID-Speichersystem umfafit.

System gemal Anspruch 1, wobei

jedes Paar einen ersten und einen zweiten Knoten
umfaft;

jedes Paarist eingerichtet, Fileserverkommandos zu
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empfangen, die entwederan den ersten Knotenoder
an den zweiten Knoten gerichtet sind;

jedes Paar ist eingerichtet, die Fileserverkomman-
dos am ersten Knoten auszufiihren und eine Kopie
der Fiteserverkommandos am zweiten Knoten zu
speichern, wenn die Fileserverkommandos an den
ersten Knoten gerichiet sind; und

iedes Paar ist eingerichtet, die Fileserverkomman-
dos am zwelten Knoten auszufliihren und eine Kopie
der Fileserverkommandos am ersten Knoten zu
speichern, wenn die Fileserverkommandoes an den
zweiten Knoten gerichtet sind.

Sysiem gemal Anspruch 7, wobei

jedes Paar eingerichlet ist, die Fiteserverkomman-
dos am zweiten Knoten auszufithren, wenn die Fi-
leserverkommandos an den ersten Knoten gerichtet
sind und der erste Knoten nicht betriebsbereit ist;
und

wobei jedes Paar eingerichiet ist, die Fileserverkom-
mandos am ersten Knoten auszufithren, wenn die
Fileserverkommandos an den zweiten Knoten ge-
richtet sind und der zweite Knoten nicht betriebsbe-
reit ist.

System gemaft Anspruch 1, wobel

jedes Paar eingerichtet ist, ein Fileserverkommando
zu empfangen;

jedes Paar ist derart eingerichtel, dafi ein erster Kno-
ten auf das Fileserverkommando antwortet, wih-
rend ein zweiter Knoten das Fileserverkommando
aufzeichnet; und

jedes Paar ist eingerichte! zur Ausfallsicherung vorn
ersten zum zweiten Knoten tiberzugehen.

System gemanR Anspruch 9, wobei

jedes Paar eingerichiet fst, ein zweites Fileserver-
kommando zu empfangen;

jedes Paar ist derart gingerichiet, dafl der zweite
Knoten auf das zweite Fileserverkommando antwor-
tet, wihrend der erste Knoten das Fileserverkom-
mando aufzeichnet; und

jedes Paar ist eingerichtet zur Ausfalisicherung vom
ersten zum zweiters Knoten Uberzugehen.

Systern gemafl Anspruch 8, wobei der erste Knoten
als Antwert auf das Fileserverkommando die Spei-
cherelemente steuerf, wihrend der zweile Knoten
an die Speicherelemente gekoppelt ist und diese
Speicherelemente als Antwort auf das Fileserver-
kommando nicht steuert,

Verfahren zum Belreiben eines Fileserversystems,
umnfassend Schritte zum Betreiben einer Mehrzaht
von Fileserverknoten (111} in Mengen von Paaren,
wobeijedes Paarin einem Fileserver (110} enthalten
ist, wobei beide Knoten fiir jeden Fileserver (110) zu
jedem Speicherelement in einer Menge von Spei-
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14.

15.

18.

17.

18.

12

charelermenten (112) fiir einen Fileserver (110) ge-
koppelt sind, und wobei beide Knoten (111) {irjeden
Fileserver (110) mindestens einen Prozessorund ei-
nen Speicher umfassen, um eingerichtet zu sein, die
Speicherelemente (112) als Antwort auf eine Menge
von Fileserverkommandos zu steuern, wobei die Fi-
leserverkommandos an einen der Flleserver gerich-
{et sind und dann von einem bestimmiten Fileserve-
rknoten in dem Fileserver hediant werden,;

zum Koppein der Fileserverkommandos an die Paa-
re von Knoten {110, 111);

zum Koppeln einer Menge von Nachrichten zwi-
schen einern der Knoten {111) in einem ersten der
Paare und einem der Knoten (111} in einem zweiten
der Paare

Verfahren gemaR Anspruch 12, umfassend Schritte
zur Ausfallsicherung von einem ersten Knoten zu
einem 2weiten Knoten und von einem zweiten Kno-
ten zu einem ersten Knoten in jedem Paar dberzu-
gehen.

Verfahiren gemal Anspruch 12, umfassend Schritte
zum Skalieren des Fileservers miltels Hinzufiigen
giner Menge von Paaren von Knoten

Verfahren gemal Anspruch 12, umfassend Schrilte
zum Sleuern von Speicherelementen, die sinem
Paar von jeden Knoten des Paares entsprechen,

Vertahren gemal Anspruch 15, umfassend Schritte
zum Betreiben der Menge von Speicherelementen
gemdh eines RAID-Speicherverfahrens,

Verfahren gemafR Anspruch 12, umfassend Schritte
zum Empfangen von Fileserverkommandos, die ent-
weder an einen ersten oder an einen zweiten Knoten
in jedem Paar gerichtet sind;

Antworten auf die Fiteserverkommandos am ersten
Knoten und Speichern einer Kople der Fileserver-
kommandos am zweiten Knoten, wenn die Fileser-
verkommandos an den ersten Knoten gerichiet sind;
und

Antworien auf die Fileserverkommandos am zweiten
Knoten und Speichern einer Kopie der Fileserver-
kommandos am ersten Knoten, wenn die Fileserve-
rkommandos an den zweiten Knoten gerichtet sind.

Verfahren gemai Anspruch 17, umfassend Schritte
zum

Antworen auf die Fileserverkommandos am zweiten
Knoten unter Benutzung der Kopie im zweiten Kno-
ten, wenn Fileserverkommandos an den ersten Kno-
ten gerichiet sind und der erste Knoten nicht be-
tricbsbersit ist; und

Antworten auf die Fileserverkommandos am ersten
Knoten unter Benutzung der Kople im ersten Knoten,
wenn die FHeserverkommandes an den zweiten
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Knoten gerichiet sind und der zweite Knoten nicht
betriebsbereit ist.

Verfahren gemél Anspruch 12, umfassend Schrilte
zum Empfangen eines Fileserverkommandos an ei-
nem Paar;

zum Ardworlen auf das Fileserverkommando am er-
sten Knoten, wahrend eines Aufzeichnens des Fite~
serverkommandos am zweilen Knolen; und zur Aus-
wahlsicherung vom ersten Knoten zum zweiten Kno-
{en dberzugehen.

Verfahren gemal Anspruch 19, urnfassend Schritle
zum

Empfangen eines zweiten Fileserverkommandos an
ginem Paar;

zum Antworten auf das Fileserverkommando am
zweiten Knoten, wahrend eines Aufzeichnens des
Fileserverkommandos am ersten Knoten; und

zur Auswahisicherung vom ersten Knoten zum zwei-
ten Knoten (iberzugehen

Verfahren gemaf Anspruch 19, umfassend Schritte
zum Steuern der Speicherelemente als Antwort auf
die Fileserverkommandos durch den ersten Knoten,
wahrend der zweite Knoten an die Speichereiemen-
te gekoppelt ist und die Speicherelemente als Ant-
wort auf die Fileserverkommandos nicht steuert.

Computerprogramm, umfassend eine Programm-
codeeinrichtung, die bei Ausfithrung aufeinem Com-
putersystern das Computersystem veranlafit, die
Schritle aus einem heliebigen der Anspriiche 12 bis
21 auszufiihren.

Revendications

Systéme de serveur de fichiers incluant

une pluralité de noesuds de serveur de fichiers {111),
au moins un élément de connectivitd inter-nosud
{120) couplé & ladite pluralité de noeuds,

au moins un commutateur (13} couplé & ladite plu-
ralité de noeuds et disposé pour coupler des instruc-
tions de serveur de fichiers 4 d'autres de celui-ci,
caractérisé en ce que au moins certains desdits
noeuds {111) sont agencés en paires dans des ser-
veurs de fichiers et, dans chacun desdits serveurs
de fichiers, les deux noeuds sont couples & chaque
glement de stockage dans un ensemble d'éléments
de stockage (112) pour le serveur de fichiers {110},
el les deux noeuds {111) incluent au moins un pro-
cesseur el une mémoire de maniére & étre disposés
pour commander [esdits éléments de stockage (112)
en réponse auxdites instructions de serveur de fi-
chiers, avec lesdites instructions de serveur de fi-
chiers destinées 4 I'un desdits serveurs de fichiers
et prises ensuite en charge par un noeud désigné
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parmilesdits noeuds de serveur de fichiers dans ledit
serveur parmi lesdits serveurs de fichiers.

Systéme selon la revendication 1, dans lequel au
moins cerlaines desdites paires sont disposées pour
un basculement d'un premier noeud a un second
noeud.

Systéme selon la revendication 1, dans lequel
chacun desdits éléments de stockage correspond &
une desdites paires,

chacun desdits éléments de stockage est couple aux
deux noeuds dans [adile paire correspondante,

de sorte que les deux noeuds dans |adite paire cor-
respondanie sont également de commander ledit
élément de stockage.

Systame gelon la revendication 1, dans tequel ledit
élément de connectivité inclut un réseau NUMA,

Systéme selon la revendication 1, dans lequet ledit
systéme de serveur de fichiers est évolufif par ajout
d'un serveur comportant un ensemble de paires dé-
dits noeuds.

Systéme selon la revendication 1, dans lequel ledit
ensembie d'éléments de stockage & au moins une
desdites paires inclut un systéme de stockage RAID.

Systéme selon la revendication 1, dans lequel
chaque paire inclut un premier noeud et un second
noeud,

chaque paire est disposée pour recevoir des instruc-
tions de serveur de fichiers destinées soit audit pre-
mier noeud soit audit second nosud,

chaque paire est disposée lorsque lesdites instruc-
tions de serveur de fichiers sont destinees audit pre-
mier noeud pour exécuter lesdites instructions de
serveur de fichiers dans ledit premier noeud et pour
stocker une copie desdites Instructions de serveur
de fichiers dans ledit second noeud, et

chaque paire est disposée lorsque lesdites instruc-
tions de serveur de fichiers sont destinées audit se-
cond noeud pour exécuter lesdites instructions de
serveur de fichiers dans ledit second nosud ef pour
stocker une copie desdites instructions de serveur
de fichiers dans ledit premier nosud.

Systéme selon la revendication 7, dans lequei
chacune desdites paires est disposée lorsque lesdi-
tes instructions de serveur de fichiers sont destinéss
audit premier noeud et ledit premier nosud est ino-
pérant pour exécuter lesdites instructions de serveur
de fichiers dans ledit second noeud, et

chaque paire est disposee lorsque lesdites instruc-
tions de serveur de fichiers sont destinées audit se-
cond noeud et ledit second noeud est inopérant pour
exécuter lesdites instructions de serveur de fichiers



10.

1.

12.

13.

15
dans ledit premier noeud.

Systeme selon la revendication 1, dans lequel
chague paire est disposée pour recevoir uneinstruc-
tion de serveur de fichiers,

chaque paire est disposée de sorte qu'un premier
noeud répond a ladite instruction de serveur de fi-
chiers alors gu'un second noeud enregistre ladite
instruction de serveur de fichiers, et

chaque palre est disposée pour basculer dudit pre-
mier noeud audit second noeud.

Systéme selon la revendication 9, dans lequel
chague paire est disposée pour recevoir une secon-
de instruction de serveur de fichiers,

chaque paire est disposée de sorte que ledit second
noeud répond & ladite seconde instruction de ser-
veur de fichiers alors que ledit premier nogud enre-
gistre fadite instruction de serveur de fichiers, et
chague paire est disposée pour basculer dudit pre-
mier noeud audit second nosud,

Systéme selon la revendication 8, dans lequel ledit
premier noeud commande lesdits éléments de stoc-
kage en réponse a ladite instruction de serveur de
fichiers alors gue ledit second noeud est coupié
auxdils éléments de stockage el ne commande pas
lesdits éléments de stockage en répense & ladite
instruction de serveur de fichiers.

Procédé de mise en fonctionnement d’un sysiéme
de serveur de fichiers, ledit procédé incluant les éta-
pes consistant &

faire fonctionner une pluralité de nosuds de serveur
de fichiers (111) dans des ensembles de paires, cha-
cune desdites paires étant incluse dans un serveur
de fichiers ( 110), les deux noeuds pour chaque ser-
veur de fichiers (110} étant couplés a chaque élé-
ment de stockage dans un ensemble d'éléments de
stockage {112) pour le serveur de fichiers {110), et
les deux noeuds {111) pour chaque serveur de fi-
chiers {110} incluant au moins un processesr ef une
memoire de maniére 4 étre disposés pour comman-
der lesdits éléments de stockage (112) en réponse
4 un ensemble d'insinuctions de servaur de fichiers,
lesdites instructions de serveur de fichiers étant des-
tinées a l'un desdits serveurs de fichiers et prises
ensuite en charge par un noeud désigné parmi les-
dits noeuds de serveur de fichiers dans ledit un ser-
veur parmi lesdits serveurs de fichiers,

coupler lesdites instructions de serveur de fichiers
auxdites paires de noeuds (110, 111},

coupler un ensemble de messages enfre I'un desdits
noeuds {111) dans une premiére desdites paires et
I'un desdits noeuds {111} dans une seconde desdi-
tes paires.

Procédé selon 1a revendication 12, incluant des éta-
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pes pour basculer d'un premier noeud & un second
noeud, et dudit second noeud audit premier noeud,
dans chacune desdites paires.

Procedé selon la revendication 12, incluant des éta-
pes pour faire évoluer ledit serveur de fichiers par
ajout d'un ensemble de paires desdits noeuds.

Procédé selon la revendication 12, incluant des éta-
pes pour commander un ensemble d'éiéments de
stockage correspondant & une desdites paires de-
puis Fun ou l'autre noeud dans ladite paire,

Procédé selon la revendication 15, incluant des éta-
pes pour faire fonctionner ledit ensemble d'éléments
de stockagemémoire conformément a un procédé
de stockage RAID.

Procedé selon la revendication 12, incluant [es éta-
pes consistant &

recevoir des instructions de serveur de fichiers des-
tinées soit & un premier noeud soit a8 un second
noeud dans chacune desdiles paires,

lorsque lesdites instructions de serveur de fichiers
sont destinées audit premier noeud, répondre auxdi-
tes instrictions de serveur de fichiers dans ledit pre-
mier noeud et stocker une copie desdites instruc-
{ions de serveur de fichiers dans ledit second noeud,
et

lorsque lesdites instructions de serveur de fichiers
sont destinées audit second noeud, répondre auxdi-
{es instructions de serveur de fichiers dans ledit se-
cond noeud et stocker une copie desdites instruc-
{ions de serveur de fichiers dans ledit premier noeud.

Procédé selon la revendication 17, incluant les éta-
pes consistant &

lorsque lesdites instructions de serveur de fichiers
sont destinees audit premier noeud et que ledit pre-
mier noeud est inopérant, répondre auxdites instruc-
tions de serveur de fichiers dans ledit second nosud
en utilisant ladite copie dans ledi second noeud, et
lorsque lesdites instructions de serveur de fichiers
sont destinées audit second noeud et que ledit se-
cond noeud es! inopérant, répondre auxdiles ins-
{ructions de serveur de fichiers dans ledit premier
noeud en utilisant ladite copie dans ledid premier
noed.

Procédé selon la revendication 12, incluant les éta-
pes consistant &

recevoir une instruction de serveur de fichiers dans
Fune desdites paires,

répondre & ladite instruction de serveur de fichiers
dans un premier noeud tout en enregistrant ladite
instruction de serveur de fichiers dans un second
noeud, et

bascuter dudit premier noeud audit second noeud
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Procedé selon la revendicalion 19, incluant les éta-
pes consistant &

recevoir une seconde instruction de serveur de fi-
chiers dans ladite une paire,

repondre & ladite instruction de serveur de fichiers
dans ledit second noeud toul en enregistrant ladite
instruction de serveur de fichiers dans ledit premier
noeud, et

basculer dudit premier noeud audit second noeud

Procédé selon la revendication 19, incluant les éta-
pes pour commander lesdits éléments de stockage
enrépanse & ladite instruction de serveur de fichiers
par tedit premier noeud alors que ledit second noeud
est couplé auxdits éléments de stockage et ne com-
mande pas lesdits éléments de stockage enréponse
2 ladite instruction de serveur de fichiers.

Programme informatique comportant des moyens
de code de programme lesquels, lorsque exéculés
sur un systéme informatique, ameénent le systeme
informatique & exgéculer les élapes de 'une quelcon-
que des revendications 12 a 21,
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METHOD 300

311
Device transmits a file system request to a
selected network switch.

312
Network switch 130 receives the file
system request and determines which mass
storage device the request applies to.

313
File server 110 receives the files system
request.

314
One of two nodes 111 of the file server 110
processes the file system request and
responds therelo.
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