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( 57 ) ABSTRACT 
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same time , a method for processing inputs from different 
users across multiple application windows of one or more 
applications displayed on a single display of a user interface , 
resulting in a multi - user graphical user interface ( GUI ) , the 
computing environment running an operating system ( OS ) 
designed to run with a single user GUI , the method including 
determining , in a primary application , separate from the OS , 
that a first user input corresponds to a first window and a 
second user input corresponds to a second window , the 
primary application sending the first and second user inputs 
to first and second secondary applications that run in parallel 
with the primary application , the first and second secondary 
applications being designed to run with the OS . 
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BROWSERS AND OTHER APPLICATIONS 

CROSS - REFERENCE TO RELATED 
APPLICATION 

[ 0001 ] This application is a division of U.S. patent appli 
cation Ser . No. 15 / 455,920 filed Mar. 10 , 2017 , entitled 
“ Simultaneous Input System for Web Browsers and Other 
Applications , ” which is a continuation of U.S. patent appli 
cation Ser . No. 14 / 540,946 , entitled “ Simultaneous Input 
System for Web Browsers and Other Applications , ” which 
was filed on Nov. 13 , 2014 , now U.S. Pat . No. 9,596,319 , 
issued Mar. 14 , 2017 , the entire contents of each , which are 
hereby incorporated by reference . 
[ 0002 ] This application is related to U.S. Provisional 
Application Nos .: 61 / 903,736 , filed on Nov. 13 , 2013 , 
entitled “ Display System ” ; 61 / 953,399 , filed on Mar. 14 , 
2014 , and entitled “ Multimedia System and Associated 
Methods ” , 62 / 007,789 , filed on Jun . 4 , 2014 , and entitled 
“ Touchscreen System for Web Browsers and Other Appli 
cations , ” and 62 / 013,365 , filed on Jun . 17 , 2014 , and entitled 
“ Touchscreen System for Web Browsers and Other Appli 
cations , ” all of which are incorporated by reference in their 
entirety herein . 

SUMMARY 

[ 0003 ] One or more embodiments are direct to a comput 
ing environment , the computing environment having a mul 
tiple input detection system including a detector that detects 
and transmits multiple simultaneous user inputs from dif 
ferent users at a same time , a method for processing inputs 
from different users across multiple application windows of 
one or more applications displayed on a single display of a 
user interface , resulting in a multi - user graphical user inter 
face ( GUI ) , the computing environment running an operat 
ing system ( OS ) designed to run with a single user GUI , the 
method including receiving a first user input from the 
detector , simultaneous to receiving the first user input from 
the detector , receiving a different second user input from the 
detector , determining , in a primary application , separate 
from the OS , that the first user input corresponds to a first 
window , the primary application sending the first user input 
to a first secondary application that runs in parallel with the 
primary application , the first secondary application being 
designed to run with the OS , determining a first user input 
event from the first user input , displaying a result of the 
determined first user input event in the first window asso 
ciated with the first secondary application , determining , in 
the primary application , that the second user input corre 
sponds to a second window , the primary application sending 
the second user input to a second secondary application that 
runs in parallel with the primary application , the second 
secondary application being designed to run with the OS , 
determining a second user input event from the second user 
input , and displaying a result of the determined second user 
input event on the second window associated with the 
second secondary application . 
[ 0004 ] The first and second secondary applications may be 
a same type of application . 
[ 0005 ] The first and second secondary applications may be 
web browser applications . 

[ 0006 ] The primary application may distribute user inputs 
to the first and second secondary applications while bypass 
ing the OS . 
[ 0007 ] The primary application may receive user inputs 
from the detector before the OS receives the first user input . 
[ 0008 ] The primary application distributes user inputs to 
the first and second secondary applications through the OS . 
[ 0009 ] The method may include starting up the first and 
second secondary applications in invisible windows by the 
primary application . 
[ 0010 ] The method may include providing a first user 
account and corresponding login information for the primary 
application , the primary application running in the first user 
account , the primary application logging into a second user 
account for the first secondary application within the second 
user account and starting the first secondary application , 
display information from the first secondary application or 
an entirety of a desktop for the second user being transferred 
to the primary application to be displayed by the primary 
application in a window on the display and input informa 
tion is transferred by the primary application to the first 
secondary application or to the desktop for the second user . 
[ 0011 ] The primary application may be in a first computer 
running a first operating system and the first and second 
secondary applications may be in a second computer run 
ning a second operating system . 
[ 0012 ] The first and second operating systems may be 
different types of operating systems . 
[ 0013 ] The first user input may include moving or resizing 
the first window and the second user input may include 
moving or resizing the second window . 
[ 0014 ] One or more embodiments is directed to providing , 
a computing environment , the computing environment hav 
ing a multiple input detection system including a detector 
that detects and transmits multiple simultaneous user inputs 
from different users at a same time , a method for processing 
inputs from different users across multiple application win 
dows of one or more applications displayed on a single 
display of a user interface , resulting in a multi - user graphical 
user interface ( GUI ) , the single display having a canvas 
displaying multiple application windows , the method 
including dividing the single display into at least two 
section , each section providing an independent view of the 
canvas , wherein a canvas maneuver within a section affects 
only a view within that section . 
[ 0015 ] The canvas maneuver may include at least one of 
panning , pinching and zooming . 
[ 0016 ] A window maneuver of a window within a section 
may affect a view of the window for all sections viewing that 
window . 
[ 0017 ] One or more embodiments is directed to a system , 
including an interactive display including a sensor and a 
display and a computer in communication with the display , 
the computer including a sensor driver that responds to 
inputs from the sensor , wherein a gesture associated with 
maneuvering items on a canvas of the display performs the 
maneuvering depending on a location of the gesture and a 
state of the items , wherein the maneuvering is applied to an 
entirety of the canvas when the gesture is not adjacent the 
item , the maneuvering is applied to the item itself when the 
gesture is adjacent the item and the item is not in select 
mode , and the maneuvering is applied to contents of the item 
when the gesture is adjacent the item and the item is in select 
mode . 
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[ 0018 ] One or more embodiments is directed to a system , 
including a system including a simultaneous multiple input 
detector and a display , and a computer in communication 
with the display and the detector , the computer including an 
operating system , at least one web browser application 
designed for code to run in the operating system , a primary 
application separate from the operating system , and a detec 
tion driver in communication with the detector , the primary 
application providing touch information from the detector 
driver directly to the web browser application . 
[ 0019 ] There may be at least two web browser applica 
tions and the primary application may keep multiple web 
browser windows displayed on the display corresponding to 
respective ones of the least two web browser applications in 
focus on the display simultaneously . 
[ 0020 ] Zooming , pinching , or panning may affect all of the 
touchscreen display or may affect only a section of the 
touchscreen display associated with the primary application . 
[ 0021 ] One or more embodiments is directed to a display 
system including a computer , a primary screen including a 
display in communication with the computer , and a second 
ary screen , separate from the primary screen and in com 
munication with the computer , wherein the computer is 
configured to mirror an initial portion of the primary screen , 
the primary screen display changing in response to user 
inputs , the computer being configured to update the second 
ary screen in real time to mirror the initial portion of the 
primary screen as the primary screen display changes , and 
the computer being configured to change the portion of the 
primary screen that is mirrored in response to user inputs . 
[ 0022 ] The primary screen may include a touch detection 
surface serving as a primary input to the computer and user 
inputs are touches . 
[ 0023 ] The display may be divided into at least two 
simultaneously active sections , touches in the at least two 
simultaneously active sections having independent effects 
within the at least two simultaneously active sections , each 
simultaneously active section having an independent inter 
face configured to select distinct applications in each simul 
taneously active section . 
[ 0024 ] The detector may be a touch detector and the 
computer may be configured to perform an action in 
response to a touch on a touch detection surface , the action 
reconfiguring at least one of a number and orientation of the 
at least two continuously active sections . 
[ 0025 ] An orientation of a display on the secondary screen 
may be unchanged by the action . 
[ 0026 ] The computer may be configured , in response to a 
user input , to reconfigure a display on the primary screen 
from an initial configuration into a different configuration , 
each configuration corresponding to a numerical value , a 
numerical value of one corresponding to a single screen and 
a numerical value of greater than one corresponding to a 
number of independent sub - screens equal to the numerical 
value . 
[ 0027 ] An image displayed on the secondary screen may 
remain unchanged when the number of independent sub 
screens on the primary screen is changed . 
[ 0028 ] There may be at a least two portions of the primary 
screen , each oriented at a different angle , and when both of 
the least two portion of the primary screen are mirrored on 
the secondary screen , both are mirrored with the same angles 
of orientation . 

[ 0029 ] A website may be displayed within the portion of 
the primary screen . 
[ 0030 ] The website displayed on the secondary screen 
may have a higher resolution than that displayed within the 
portion of the primary screen . 
[ 0031 ] One or more embodiments is directed to providing 
a display system , including a computer , a primary screen 
including a display and a touch detection surface serving as 
a primary input to the computer , a secondary screen , sepa 
rate from the primary screen and in communication with the 
computer , wherein the computer is configured to mirror an 
initial portion of the primary screen , the primary screen 
display changing in response to touch inputs on the touch 
detection surface , the computer being configured to update 
the secondary screen in real time to mirror the initial portion 
of the primary screen as the primary screen display changes , 
the computer further configured to rotate the initial portion 
of the primary screen in response to a gesture from a user on 
the primary screen , and where the computer is further 
configured to continue to mirror the initial portion of the 
primary screen on to the secondary screen when the initial 
portion is rotated , except that the angle of orientation on the 
secondary screen is maintained even when rotated on the 
primary screen . 
[ 0032 ] One or more embodiments is directed to a system , 
including a sensor that detects gestures , a group display in 
communication with the surface , and a computer connected 
to the surface and the group display , the computer being 
configured to open a first window in a display region of the 
group display to mirror a view on a first mobile device in the 
first window , to manipulate the first window in response to 
gestures detected by the sensor , and to update the first 
window in real time . 
[ 0033 ] The computer may be configured to update the first 
window in real time while the first window is being manipu 
lated . 
[ 0034 ] The computer may be configured to open a second 
window in the display region of the group display to display 
information from a second mobile device in the second 
window . 
[ 0035 ] The gestures may include at least one of touches 
and motions . 
[ 0036 ] When the first window is selected , additional func 
tions may appear adjacent the first window . 
[ 0037 ] The system may include a snapshot icon adjacent 
the first window , when the snapshot icon is activated , the 
computer is configured to display a static image of the first 
window as a new window . 
[ 0038 ] The group display may include a tray region from 
which an application and a mobile device are selected and a 
display region . The tray region may display a representation 
of the first mobile device and , when a gesture moves that 
representation towards the display region , the computer is 
configured to open the first window in the display region . 
The tray region may include additional applications to be 
selected and run in the display region . 
[ 0039 ] The system may include a secondary screen in 
communication with the computer , the secondary screen 
being separate from the group display , wherein , when the 
first window is selected and a gesture moves the first 
window towards the secondary screen , the computer is 
configured to display the first window on the secondary 
screen . 
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window towards the secondary screen , the computer is 
configured to display the first window on the secondary 
screen . 

[ 0050 ] One or more embodiments is directed to a system 
including a sensor that detects gestures , a group display in 
communication with the sensor , the group display including 
at least two display devices , and a computer connected to the 
sensor and the group display , the computer being configured 
to open a first window in a display region of the group 
display to mirror a view on a first mobile device in the first 
window , the first window spanning more than one display 
device , and to manipulate the first window in response to 
gestures detected by the sensor . 
[ 0051 ] One or more embodiments is directed to a system 
including a sensor that detects gestures , a group display in 
communication with the surface , and a computer connected 
to the sensor and the group display , the computer being 
configured to open a plurality of windows in a display region 
of the group display , to manipulate the windows in response 
to gestures detected by the sensor , where the windows 
include a variety of types , including at least one of drawings 
that are drawn on the group display , windows that include 
content of mobile devices that are mirrored an updated in 
real time on the group display , and text windows containing 
text that are input through either text messaging , email or 
typed with a virtual keyboard on the group display , wherein 
multiple windows can be selected and grouped with a 
gesture , a label to the group can be added with a virtual 
keyboard or by drawing directly on the group display , and 
the group including the label and the windows selected can 
be saved to a separate file . 

[ 0040 ] One or more embodiments is directed to a system 
including a sensor that detects gestures , a group display in 
communication with the sensor , the group display including 
at least two display devices , and a computer connected to the 
sensor and the group display , the computer being configured 
to open a first window in a display region of the group 
display to mirror a view on a first mobile device in the first 
window , the first window spanning more than one display 
device , and to manipulate the first window in response to 
gestures detected by the sensor . 
[ 0041 ] One or more embodiments is directed to a system 
including a sensor that detects gestures , a group display in 
communication with the surface , and a computer connected 
to the sensor and the group display , the computer being 
configured to open a plurality of windows in a display region 
of the group display , to manipulate the windows in response 
to gestures detected by the sensor , where the windows 
include a variety of types , including at least one of drawings 
that are drawn on the group display , windows that include 
content of mobile devices that are mirrored an updated in 
real time on the group display , and text windows containing 
text that are input through either text messaging , email or 
typed with a virtual keyboard on the group display , wherein 
multiple windows can be selected and grouped with a 
gesture , a label to the group can be added with a virtual 
keyboard or by drawing directly on the group display , and 
the group including the label and the windows selected can 
be saved to separate file . 
[ 0042 ] One or more embodiments is directed to a system , 
including a sensor that detects gestures , a group display in 
communication with the surface , and a computer connected 
to the surface and the group display , the computer being 
configured to open a first window in a display region of the 
group display to mirror a view on a first mobile device in the 
first window , to manipulate the first window in response to 
gestures detected by the sensor , and to update the first 
window in real time . 
[ 0043 ] The computer may be configured to update the first 
window in real time while the first window is being manipu 
lated . 
[ 0044 ] The computer may be configured to open a second 
window in the display region of the group display to display 
information from a second mobile device in the second 
window . 
[ 0045 ] The gestures may include at least one of touches 
and motions . 
[ 0046 ] When the first window is selected , additional func 
tions may appear adjacent the first window . 
[ 0047 ] The system may include a snapshot icon adjacent 
the first window , when the snapshot icon is activated , the 
computer is configured to display a static image of the first 
window as a new window . 
[ 0048 ] The group display may include a tray region from 
which an application and a mobile device are selected and a display region . The tray region may display a representation 
of the first mobile device and , when a gesture moves that 
representation towards the display region , the computer is 
configured to open the first window in the display region . 
The tray region may include additional applications to be 
selected and run in the display region . 
[ 0049 ] The system may include a secondary screen in 
communication with the computer , the secondary screen 
being separate from the group display , wherein , when the 
first window is selected and a gesture moves the first 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0052 ] Features will become apparent to those of ordinary 
skill in the art by describing in detail exemplary embodi 
ments with reference to the attached drawings in which : 
[ 0053 ] FIG . 1 illustrate a block diagram of a touch screen 
display system in accordance related art ; 
[ 0054 ] FIGS . 2 to 7B illustrate a block diagram of a touch 
screen display system in accordance with embodiments ; 
[ 0055 ] FIGS . 8 to 26 illustrate screen shots of a system 
according to embodiments ; 
[ 0056 ] FIGS . 27 to 30B illustrate screen shots of a system 
according to embodiments operating in different modes ; 
[ 0057 ] FIG . 31 illustrates a block diagram of a computer 
system used to allow a display system realize multi - user 
mirroring in accordance with an embodiment ; 
[ 0058 ] FIG . 32 illustrates a screen including an icon bar in 
accordance with an embodiment ; 
[ 0059 ] FIGS . 33A and 33B illustrate a primary screen and 
a secondary screen in a conventional system operating in 
single user mode ; 
[ 0060 ] FIGS . 34A and 34B illustrate a primary screen and 
a secondary screen in accordance with an embodiment 
operating in single user mode ; 
[ 0061 ] FIGS . 35A and 35B illustrate a primary screen and 
a secondary screen in a conventional system operating in 
two user mode ; 
[ 0062 ] FIGS . 36A to 36D illustrate a primary screen and 
a secondary screen in accordance with an embodiment 
operating in two user mode ; 
[ 0063 ] FIGS . 37 illustrates a primary screen and 
ondary screen in a conventional system operating in four 
user mode ; 
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[ 0064 ] FIGS . 38A to 38F illustrate a primary screen and a 
secondary screen in accordance with an embodiment oper 
ating in four user mode ; 
[ 0065 ] FIG . 39 illustrates a block diagram of a computer 
system used to allow a display system realize multi - user 
mirroring in accordance with an embodiment ; 
[ 0066 ] FIG . 40 illustrates a side view of a group display ; 
[ 0067 ] FIG . 41 illustrates a top view of a group display 
before any action has been taken thereon ; 
[ 0068 ] FIG . 42 illustrates a top view of a group display 
after a note application is opened ; 
[ 0069 ] FIG . 43 illustrates a top view of a group display 
after information from a first mobile device is provided 
thereto ; 
[ 0070 ] FIG . 44 illustrates a top view of a group display 
after information from a second mobile device is provided 
thereto ; 
[ 0071 ] FIGS . 45 to 49 illustrate different actions that may 
be performed on the group display ; 
[ 0072 ] FIGS . 50a to 50d illustrate different actions that 
may be performed between the group display and a second 
ary display ; 
[ 0073 ] FIG . 51 illustrates a top view of a group display in 
which a mobile device has ceased communication ; 
[ 0074 ] FIG . 52 illustrates a top view of a group display in 
which grouping is performed ; and 
[ 0075 ] FIG . 53 illustrates a top view of a group display in 
which a mobile device has ceased communication . 

DETAILED DESCRIPTION 
[ 0076 ] Example embodiments will now be described more 
fully hereinafter with reference to the accompanying draw 
ings ; however , they may be embodied in different forms and 
should not be construed as limited to the embodiments set 
forth herein . Rather , these embodiments are provided so that 
this disclosure will be thorough and complete , and will fully 
convey exemplary implementations to those skilled in the 
art . 
[ 0077 ] There is often a need to display multiple apps on an 
interactive screen at the same time and have them used by 
different users simultaneously . Such interactive screens may 
include touch screen , screens manipulated using gesture 
detection , and so forth . While this may be realized by having 
an operating system ( OS ) , e.g. , Windows , Mac , Android , 
and so forth , running on a computer initially at start - up and 
then having the OS running different apps in different 
windows , this approach does have some issues . 
[ 0078 ] As illustrated in FIG . 1 , a touch screen ( TS ) driver 
may be built into an operating system ( OS ) , e.g. , Windows® 
8. The OS then takes the input from the TS driver and 
converts the input into simple touch commands and coor 
dinates to pass onto another application , e.g. , a web browser 
application . 
[ 0079 ] For example , to launch a web browser , the OS 
specifies the coordinates of a window in the display to the 
web browser application and the web browser is launched 
within the window coordinates specified . What happens 
within the window is governed from here on out , i.e. , after 
launch , by the touch inputs and the OS . For example , when 
someone touches within the browser an area that requires a 
keystroke entry ( a text entry field ) , the browser communi 
cates this information to the OS . 
[ 0080 ] Further , only one application can be in focus at a 
time . Suppose two applications are running , each in a 

different window . Tapping on one window typically would 
bring the application within that window in focus . For 
whichever application is in focus , all touch inputs are 
directed to the window and application that is in focus . Also , 
any OS functions would be directed toward whichever 
application and window that is in focus . OS functions would 
include a system keyboard , which can be realized by plug 
ging in a physical keyboard , by using a virtual keyboard that 
is part of the OS , or by creating and displaying a virtual 
keyboard to interact with the OS's system keyboard func 
tions . 
[ 0081 ] In the above operations , there is only one web 
browser running at a time , allowing the single web browser 
to always be in focus . However , if multiple web browsers are 
to be run simultaneously , typically only one can be in focus 
at a time . 
[ 0082 ] One or more embodiments disclosed herein is 
directed to a primary application , separate from the OS , that 
provides a multiple user graphical user interface ( GUI ) even 
when the OS is only designed to operate with a single GUI . 
Such conventional OSs includes Mac , Android , Linux , iOS , 
Windows , and so forth . Such conventional Oss are designed 
to use a single user GUI , i.e. , have only one window in focus 
at a given time and only able to receive input information for 
a window that is in focus . For example , Mac uses Finder as 
its single user GUI and Windows uses File Explorer or 
Metro as its single user GUI . 
[ 0083 ] FIGS . 2 to 7B illustrate a block diagram of a touch 
screen display system in accordance with embodiments . The 
solid line blocks indicate hardware components and the 
dashed line blocks indicate software components . Different 
communication pathways are indicated by different line 
styles . While the embodiments are described in connection 
with a touch screen , other multiple input devices may be 
used in addition to or in place of the touch screen , e.g. , 
gesture detection . 
[ 0084 ] As shown in FIGS . 2 to 7B , the touch screen 
display system includes a touch screen display 10 and a 
display computer 100a . The touch screen 10 may include a 
touch sensor 12 and a display 14 , e.g. , a liquid crystal 
display , an organic light emitting diode display , and so forth . 
The touch sensor 12 and the display 14 may , e.g. , com 
pletely , overlap . The computer may include an operating 
system ( OS ) , a graphic processing unit ( GPU ) , a primary 
application ( PA ) , other applications , e.g. , a web browser 
application ( WBA ) , Power Point , designed to operate with a 
single user graphical user interface ( GUI ) , and so forth , and 
a touchscreen ( TS ) driver . 
[ 0085 ] As shown in FIG . 2 , in a first embodiment , a 
computer 100a may include an operating system ( OS ) , a 
graphic processing unit ( GPU ) , a primary application ( PA ) 
108 , secondary applications , e.g. , a web browser application 
( WBA ) , and a touchscreen ( TS ) driver . In this embodiment , 
the TS driver is not part of the OS , but bypasses the OS to 
directly talk to the PA which , in turn , directly talks to the 
secondary applications . The OS may launch multiple web 
browsers . When the PA receives a touch input , the PA would 
first look at the location of the touch input coordinates to 
determine which secondary application window 
touched . The PA would then communicate to the OS to bring 
the corresponding web browser window into focus and then 
send that touch input to the OS . If two touch inputs were 
received at the same time , each window would sequentially 
be brought into focus , e.g. , bring window 1 in to focus , then 
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send touch input 1 to OS , then bring window 2 in to focus 
then send touch input 2 to OS . This works well for single tap 
entries , as long as there are not a lot of touches occurring at 
the same time in multiple windows . For example , it is 
impossible to do a continuous touch motion within a first 
browser window , while simultaneously performing taps in a 
second browser window , without breaking the continuous 
motion of the browser contents in the first window , with this 
method . This is because , when the PA receives the touch 
input from the second window and has the OS shift the focus 
to the second window , the input from the first window will 
be interrupted and therefore the motion associated with the 
continuous touch will be discontinuous . 
[ 0086 ] As shown in FIG . 3 , again the TS driver is not part 
of the OS , but bypasses the OS to directly talk to the PA . 
Alternatively , as shown in FIG . 4 , the TS driver may be part 
of the PA . In a further alternative , as shown in FIG . 5 , a 
human interface device ( HID ) protocol may be included in 
the touch screen and in the OS . In this case , the OS may 
communicate through the HID through e.g. , a USB port 
through which the touch screen and the computer are 
connected , and may be considered part of the TS driver , as 
the touch inputs from the touch sensor are input thereto . This 
HID then outputs the touch inputs to the TS driver in the PA . 
[ 0087 ] In FIGS . 3 to 5 , the PA , rather than the OS , supplies 
these touch inputs directly to the web browser application to 
launch multiple web browsers , as indicated by the solid line 
of the touch input path . With this method , web browser focus 
information does not need to be supplied to the OS , but just 
send the input to the appropriate web browser as the coor 
dinates of each touch are determined by the PA . Separate 
virtual keyboards may be provided for each browser window 
( See FIG . 12 ) , bypassing the system keyboard . If the OS 
system is not designed for touch or is placed in a mode to 
bypass the virtual keyboard , then physical keystrokes are 
still sent to the system keyboard and the system keyboard 
sends this information to the text entry field highlighted . 
[ 0088 ] The html code associated with the web browser 
still runs in conjunction with the OS of the computer , as the 
html code typically needs to access many OS functions , as 
indicated by the dash - dot line of the non - touch information 
path . Display data from the web browser applications is 
supplied to the display through the GPU , as indicated by the 
dashed line of the display data path . 
[ 0089 ] Note that in the embodiments in FIGS . 3 , 4 , and 5 , 
the touch input information is sent directly from the PA to 
the web browsers , without going through the OS ( herein , 
“ Touch Direct to Browser ” method ) even though the OS 
may be designed for a single application to be used a time , 
i.e. only one application to be in focus at a given time and 
the web browsers and associated downloaded html code may 
be designed to work with the single focus OS . This therefore 
allows multiple web browser windows to be in focus simul 
taneously with multiple associated downloaded html code 
running in these browser windows . Therefore , in this case a 
user can perform a continuous touch input in a first web 
browser window while another user can perform inputs in a 
second web browser window and these inputs in the second 
window can be processed without interrupted a continuous 
motion associated with the continuous touch input in the first 
web browser window . 
[ 0090 ] As an example of this , the taps in the second 
window may be taps on a virtual keyboard . Also if there are 
multiple web browsers displayed , there may be virtual 

keyboards displayed . With the Touch Direct to Browser 
method , there is no need to use the system keyboard . The PA 
can generate the keyboard information directly and send this 
info directly in to the touch fields within the browser 
windows . 
[ 0091 ] In order to avoid using the system keyboard , the 
system keyboard can be disabled . In this case to generate 
keyboard information for a browser window , the PA will first 
display the virtual keyboard . The PA may display a different 
virtual keyboard for each browser window or for other 
windows . The virtual keyboard for a given window can be 
triggered by a tap in specific text box regions . Alternatively , 
since the system keyboard may be disabled , there may be a 
need to generate a virtual keyboard to enter text in to a field 
within a window or within a browser window , in which the 
PA does not generate the virtual keyboard automatically . In 
this case , a keyboard icon or button can be placed near the 
associated browser window or in a tray ( See FIG . 11 ) . 
Tapping this icon can then generate a virtual keyboard ( See 
FIG . 12 ) . 
[ 0092 ] As shown in FIG . 6 , video copying may be 
included in conjunction with the embodiments shown in 
FIGS . 3 , 4 and 5 ( Touch Direct to Browser ) . Video copying 
may include three different types , depending on the issues : 
a video copy of ( 1 ) the display data ( onscreen ) , ( 2 ) a hidden 
layer , and ( 3 ) an offscreen area . The issues that this Video 
Copying addresses include rotation , resolution , dynamic 
resizing , and tossing from one touch screen to a second 
display . For a description of tossing , see U.S. Pat . No. 
8,522,513 , which is hereby incorporated by reference in its 
entirety . This second display may be another touch screen or 
a non - touch display , and may be oriented in another direc 
tion and / or may have a lower resolution than the display . The 
second display may be operating in mirror mode , described 
in detail below , starting with FIG . 31 , in which the display 
on the touchscreen display mirrors that of the second display 
or may be wirelessly connected to or otherwise on the same 
network as the computer . In the mirror mode , only rotation 
and resolution are issues , and resolution is only an issue in 
the mirror mode . The second display that is not operating in 
the mirror mode , may have issues with tossing an item onto 
the display , dynamic resizing , and rotation ( if the connection 
is established through a different application than the PA ) . 
When viewing a web browser , rotation and dynamic resizing 
may be issues . 
[ 0093 ] When a video copy is used , the PA grabs a copy of 
the image from a first region of the GPU , e.g. , in a first frame 
buffer for the original image and a second frame buffer for 
the copied image . The GPU ( or the Central Processing Unit 
( CPU ) ) then may perform additional processing on the 
image stored in the second frame buffer . When onscreen 
video copy is used , the first region of the GPU is a frame 
buffer or portion thereof that corresponds to a region that is 
displayed on the touch screen . For hidden layer video 
copying , the first region of the GPU corresponds to a layer 
located on the touch screen , but beneath the visible layer , so 
that it is not visible to the user . For offscreen video copying , 
the first region is located in a region of the GPU that does 
not correspond to any region displayed on the touch screen 
[ 0094 ] Hidden layer and offscreen video copying allows 
resolution in mirror mode to be different between the second 
display and the display , i.e. , may be higher on the display 
than on the second display as described in mirror mode 
provisional patent . All 3 video copying methods can be used 



US 2020/0059500 A1 Feb. 20 , 2020 
6 

to mirror portions of the primary display on to the secondary 
display . When web browsers are displayed and required to 
be rotated , hidden layer and offscreen video copying can be 
used to correct issues that can be caused by rotated web 
browser windows . Also for web browsers , in order to enable 
web browser resolution on the secondary screen to be larger 
than on the primary screen , hidden layer or offscreen video 
copying may be used . When performing dynamic resizing 
for web browser , without causing the web browser to re - run 
its code for a different window size , thereby causing dis 
continuous resizing , offscreen or hidden layer video copying 
may be used . Hidden layer or offscreen video copying may 
also be used to allow tossing of a web browser or a mobile 
device window ( window displaying the contents of a mobile 
device ) or a video from a primary display to a secondary 
screen . Without such offscreen or hidden layer video copy 
ing , tossing would involve issues such as the session within 
the window would be killed and would need to restarted on 
the secondary display . Once the video copying is complete , 
this processed image is sent back to the PA , which sends it 
back to the screen region of the GPU to be output to the 
display . 
[ 0095 ] By way of summation of the above embodiments , 
these involve running a primary application to handle other , 
secondary application and touch inputs on a single computer 
with an OS . Upon launch , the primary application takes over 
the entire screen of the display . The primary application then 
starts up the other applications and has them run on invisible 
windows , i.e. , either hidden or off screen windows . For 
example , a hidden window can be run on a layer underneath 
the primary application . Each window may be for a different 
application or may be for each launch of the same applica 
tion . 
[ 0096 ] Then the primary application copies data for the 
invisible window into a window that the primary application 
controls . The primary application can take touch or gesture 
inputs from the TS drivers and direct the inputs to the 
appropriate application . For example , suppose that two 
secondary applications , e.g. , two web browser shown above 
or Power Point and a web browser , are to be displayed at the 
same time . The goal is to run Power Point within a window 
in one section of the display , while , at the same time , run a 
web browser within a different window on a different section 
of the display . The primary application can have multiple 
windows in focus at the same time , even though the OS may 
be designed to only allow a single application to be in focus 
at one time . If an input is detected adjacent the Power Point 
window , this information will be sent to the TS Driver . The 
primary application will intercept this information before it 
is directed to the OS , if at all . The primary application will 
detect the location of the input and therefore direct this touch 
information to the Power Point application running within 
the invisible window . The Power Point application will then 
change the graphical information displayed within the invis 
ible window in response to that information . Then , the 
primary application will copy the new display information 
into the visible window running within the primary appli 
cation . 

[ 0097 ] When it is desirable to have one of the secondary 
applications be displayed as if it is taking over the entire 
screen of the display , e.g. , when running Power Point in 
presentation mode or using a “ Full Screen ” option available 
in some web browsers . This may not be possible when 
running a PA that is in focus . 

[ 0098 ] In this case , a second method may be used that 
employs multiple logins , rather than a single login of the 
above first method , as illustrated in FIG . 7A . When the 
primary application initially starts up , it starts up under a 
particular user account ( user 1 ) . Then , a second user account 
is used to open a new desktop or Window using the OS 
( associated with a second user login , a first virtual user ) 
through a main memory or GPUU memory of a computer 
100f . A secondary application may then be opened within 
this second user's account . The secondary application may 
then be instructed to display over the entire screen of the 
second user's desktop or window 2. Additional accounts , 
e.g. , a third user that is a second virtual user , may be 
employed . 
[ 0099 ] For example , if the secondary application is Power 
Point , then Power Point can be directed to run in presenta 
tion mode and it would take over the full screen of the 
second user's account , without affecting the screen of the 
first user . The primary application can be in focus in the first 
user's account . In this case , the primary application takes 
over the full screen of the first user's account and displays 
a window for the secondary application ( e.g. Power Point ) 
within a window within the PA just as described above , 
except that when the PA receives input information from the 
TS drivers , it will direct this input to the secondary appli 
cation , e.g. , Power Point , running in an invisible window in 
the second user's account . The virtual screen of the second 
user's account is then updated . 
[ 0100 ] Another embodiment is illustrated in FIG . 7B , in 
which secondary applications with different logins are run 
ning on different computers , i.e. , computer 100g and com 
puter 102. This third method is the same as the second 
method , except that a second computer 102 is used . The PA 
runs on a first computer 100g within a first user's account , 
while the secondary application runs on the second com 
puter 102. The second computer will have a login for a 
second user and run within a second user's account on the 
second computer . The touch sensor is connected to the first 
computer 100g . The touch sensor's inputs are connected to 
the first computer 100g and the video output of the first 
computer 100g is connected to the display . 
[ 0101 ] The secondary applications running on the second 
computer 102 receives touch information from the PA 
running on the first computer 100g . The PA still copies the 
graphical display information from the second computer 102 
to the appropriate window running within the PA on the first 
computer 100g . This third method allows secondary appli 
cations designed for different Operating Systems to be run 
simultaneously on one display touch screen . 
[ 0102 ] For example a first secondary application may be 
an application designed to run on a version of Windows OS 
and a second secondary application may be designed to run 
on a version of MAC or Android OS . One of these OS 
systems may be running on one computer and a second OS 
can be running on the other computer . An alternative would 
be to set - up a Virtual Machine ( VM ) that would act as a 
second computer on the first computer . 
[ 0103 ] According to any of the above , once the informa 
tion is copied by the primary application , the information 
can then be manipulated by the GPU ( or CPU ) for display . 
Thus , a multiple GUI may be realized even if the OS and the 
secondary applications are designed for a single GUI . 
[ 0104 ] FIGS . 8 to 27 illustrate views of a screen operating 
as outlined above in FIGS . 2 to 7. As shown in the following 
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drawings figures , a display includes a display tray , e.g. , at a 
bottom thereof , and a display region or canvas that covers 
the majority of the display . The display tray may include one 
or two application regions , e.g. , on opposite sides of the 
display , in which available application icons are present , a 
devices region , in which other devices , e.g. , mobile devices , 
that are connected to a network associated with the display 
computer ( see FIG . 21 ) are present , and a media region , in 
which media images , e.g. , an image or video , stored on the 
display computer ( see FIGS . 9-11 and 18-24 ) or on a device 
connected to the display computer are present . The appli 
cation icons may include a markup icon , a notes icon , and a 
web icon . 
[ 0105 ] In FIG . 8 , when a user drags the web icon onto the 
display regions , a browser window opens wherever the web 
icon was dragged . At first , only the browser window would 
be open , i.e. , a window tray and a window keyboard shown 
in FIG . 8 would not be present , but the close button “ x ” and 
a window identifier , e.g. , “ browser " , may be present , e.g. , 
above the browser window . In this state , the browser win 
dow may be maneuvered in a numerous manners , e.g. , the 
browser window may be pinched and zoomed , panned , 
moved around , and so forth . If a user taps on the browser 
window once , the window is considered to be in a " select ” 
mode and the window tray appears . The window tray may 
include numerous icons , e.g. , go backwards , keyboard , 
zoom in , zoom out , camera , hide , and so forth . Selecting the 
keyboard icon will make a window keyboard appear . Tap 
ping on the window itself again would exit the " select ” 
mode . 
[ 0106 ] Once the window tray is present , the browser 
window is stuck at its current position and size . Now , 
however , pinch and zoom may be performed inside the 
browser window , e.g. , pinching would result in the content 
getting smaller , but see more of the content in the browser 
window . 
[ 0107 ] For example , as may be seen in FIGS . 9A and 9B , 
when the window tray is present , zooming inside the 
browser window will increase the size content while 
decreasing an amount of the content seen , without changing 
a size of the browser window . As may be seen in FIGS . 9A 
and 9C , when the window tray is present , pinching inside the 
browser window will decrease the size of the content while 
increasing an amount of the content seen , without changing 
a size of the browser window . As in this configuration , the 
resizing of the material in the window is performed by 
pinching and zooming , the window tray does not includes 
the plus and minus signs shown in the window tray in FIG . 
8 , but does also include a draw icon and an erase icon . 
[ 0108 ] Similarly , FIGS . 10A and 10B illustrate when the 
entire canvas is panned , while FIGS . 10A and 10C illustrate 
when only one window is moved . FIGS . 11A and 11B 
illustrate the zoom of one window . 
[ 0109 ] Thus , as described above with respect to FIGS . 8 to 
11B , a same gesture may provide different maneuvers on the 
display . For example , if a gesture , e.g. , pinch , zoom , pan , 
and so forth , is made outside of a particular window , the 
action associated with that gesture is applied to the entire 
canvas . If the same gesture is performed on a window that 
is not in " select " mode , the action associated with that 
gesture is applied to the window itself . If the same gesture 
is performed on a window that is in “ select ” mode , the action 
associated with that gesture is applied to content in the 
window . 

[ 0110 ] In FIGS . 12 and 13 , when a user drags another web 
icon onto the display regions , another browser window 
opens wherever that web icon was dragged . As noted above , 
both the web browsers may used simultaneously , including 
uninterrupted clicks , resizing , drags , keyboard use , and so 
forth . 
[ 0111 ] Another example of a window tray is illustrated in 
FIG . 14. in which the window tray for a browser window 
includes icons for hand gestures ( drag ( 1 finger ) or pinch and 
zoom ( two fingers ) , draw ( allows annotation ) , erase ( an 
annotation ) , color selection for the draw , undo ( last anno 
tation ) , trash ( undoes all annotations ) , back ( goes to the 
previous URL ) , keyboard , camera ( still image duplicate ) , 
and hide . 
[ 0112 ] As shown in FIG . 15 , when a notes icon is dragged 
onto the display region , a note window opens where the 
notes icon was dragged . The note window may include a 
window identifier , e.g. , “ notes ” , and a close icon “ x ” , e.g. , at 
an upper portion of the note window . Tapping on the note 
window will bring up a window tray , here with different 
color icons , a camera icon , and a hide icon , as shown in FIG . 
16. As shown in FIG . 17 , tapping the notes window again 
will bring up a window keyboard . 
[ 0113 ] As shown in FIG . 18 , an image from the media 
portion of the tray may be dragged onto display region to 
open a media window where the image was dragged . The 
media window may include an identifier , e.g. , " image ” , for 
example , at an upper portion of the media window . As 
shown in FIG . 19 , tapping on the media window will open 
a media tray , here with a color icon , a drawing icon , an erase 
icon , a rotate icon , a trash icon , a camera icon , and a hide 
icon . 
[ 0114 ] As shown in FIG . 20 , notes may be made in the 
media window and a sketch window may be opened by 
dragging the pencil icon onto the display region . As shown 
in FIG . 21 , any of these windows may be resized . 
[ 0115 ] As shown in FIG . 22 , when a portion of the display 
region is touched that does not have a window therein , i.e. , 
a background , a contextual window may appear allowing the 
applications present in the display tray to be accessed and to 
allow different actions to be taken for the session , i.e. , all the 
window currently open in the canvas . The actions include 
saving , restoring , emailing , or clearing . For example , select 
ing save would prompt a user to name the session ; selecting 
restoring would prompt the user to select from previously 
stored sessions associated with the user ; selecting email 
would prompt a user to name and email the session ; and 
selecting clear would , after warning the user , clear the 
session . 
[ 0116 ] Also shown in FIG . 22 a device is in the device 
portion of the display tray . As can be seen in FIG . 23 , the 
device may be dragged from the tray onto the display region 
to appear in a device window . As can be seen in FIG . 24 , the 
device window may be resized . 
[ 0117 ] The device window may include close icon “ x ” , a 
window identifier , e.g. , " device ” , and a duplication button , 
represented by a multi - page icon . The duplication button 
may be provided with any of the windows , either , in the tray 
or at another location relative to the window . The duplica 
tion button creates a duplicate of the window in the same 
format as the original . For example , activating the duplica 
tion button of a browser window will create a new browser 
window , opened to the same URL . Activating the duplica 
tion button associated with a media window , e.g. , a window 
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playing a video , will create a duplicate of the video . Acti 
vating the duplication button associated with a device win 
dow would create a duplicate of the device , and still update 
the contents in real time . Such duplication relies on any of 
the three video copy methods noted above . In contrast , 
activation of the camera icon associated with a window 
creates a still image of the window . 
[ 0118 ] FIGS . 25 to 27 illustrate additional screen shots of 
the canvas showing a device thereon . In FIG . 25 , the device 
is dragged from the tray to the canvas . Here , the device takes 
a picture of itself with a camera of the device , creating an 
infinite mirror effect . FIG . 26 illustrates a web browser 
opened on the device . As can be seen in FIG . 27 , tapping on 
the screen inside the device window opens a tray just like the 
one for the browser window in FIG . 14 . 
[ 0119 ] FIGS . 28 to 30B illustrate screen shots of different 
operational modes in accordance with embodiments . The 
embodiments discussed above as operating in a single 
person mode , even though multiple users may be using the 
screen . Single person mode with multiple users functions 
very well under numerous circumstances , but there are some 
conditions under which the single person mode would not be 
optimal . 
[ 0120 ] For example , referring to FIG . 28 , if a first user is 
working on a first section of the touch screen , e.g. , editing 
the notes on the left hand side of the screen , while a second 
user is working on a second section of the touch screen , e.g. , 
John's iPhone® device , and if the system is working in the 
single person mode and the second user zooms the back 
ground , thereby zooming the entire canvas , the first area 
could be partially or fully removed from the viewable area 
of the touch screen , as shown in FIG . 28 . 
[ 0121 ] If the second user continues zooming and moving 
the second section , this impact on other regions worsens , as 
shown in FIG . 29. As can be seen in FIGS . 28 and 29 , such 
action may render other regions unusable when operating in 
single person mode ( SPM ) . 
[ 0122 ] If all objects maintain their sizes and positions 
relative to the background canvas during a zoom of the 
canvas and if the second user zooms the canvas , and keeps 
the iPhone device in the center of his field of view . this will 
cause the notes that user 1 is editing to shift . If the zoom is 
sufficiently large enough then this shift will cause the notes 
to be partially or fully removed from the viewable area of the 
touch screen . 
[ 0123 ] In contrast , if the system is operating in multiple 
person mode ( MPM ) , e.g. , two person mode , three person 
mode , and so forth , then each user can pinch , zoom , pan , and 
so forth , the section of the canvas they are viewing , as 
illustrated in FIGS . 30A and 30B . In this embodiment , the 
different sections have access to an entirety of the canvas 
with different users able to have independent views . For 
example , in two person mode , the left half of the screen 
could be a first section and the right half of the screen could 
be a second section . Dividing screens ( here indicated by a 
dashed line for clarity , a physical indicator on the screen 
may or may not be present ) into sections allows each user to 
have an independent view of the entire canvas . Canvas 
maneuvering commands , e.g. , pinching , zooming , or pan 
ning of the canvas , only affect the view within the section . 
In FIG . 30B , a canvas zoom has been performed using a 
zoom gesture on the canvas ( not adjacent to an object ) in the 
second section of FIG . 30A . As can be seen by comparing 
FIG . 30B to FIG . 30A , the zooming on the second section 

does not change the view in the first section . However , the 
maneuvering of the individual objects displayed on the 
canvas will affect that object in all sections . 
[ 0124 ] There are numerous manners in which different 
modes may be selected . 
[ 0125 ] One option to display buttons on the touch screen 
to switch between the number of users . For example , ini 
tially the screen could be in SPM . Hitting a button labeled 
2 person , 3 person , and so forth , could change the screen to 
the corresponding MPM mode . Alternatively , icons could be 
used to indicating the MPM mode or to revert back to SPM 
mode . Another option would be a button that indicates to add 
or subtract a user . 
[ 0126 ] If for example two users are working on different 
sections of a large document they can do this conveniently 
in two person mode . Each user can then pan , pinch and zoom 
individual portions of the document . And then edit the 
portions that are in view ( for example , by annotations , 
deletions , erasing sections , changing calculations ) . When 
done , they can then switch to single person mode to view the 
entire document or portions thereof across the entire touch 
screen . As may be [ text missing or illegible when filed ] 
[ 0127 ] Another option is to use touch information on areas 
of the touch screen . With this option , inputs received by the 
touch screen can be used to determine whether or not to 
switch between SPM and MPMs . For example , in first 
method , the screen will start initially in SPM . As long as 
only one gesture is received at one time the screen will stay 
in SPM . However , if for example a user is drawing in a first 
region of a screen and a pinch , zoom , or pan of the canvas 
gesture is received in a second region of the screen , then the 
program can switch to a MPM , so that the entire canvas is 
pinched , zoomed , and / or panned , except for the first region . 
In the first region , the canvas can maintain its original 
position and size . In this manner the mode can be switched 
from SPM to 2 PM ( and similarly to 3 PM or 4 PM ) . The 
canvas can be switched back to SPM through the use of a 
button . 
[ 0128 ] Similarly , the touch regions can be based on touch 
information along with object information . For example if 
only one object is located on the screen , the screen can stay 
in SPM . If a second object is created on the screen and 
simultaneous touches ( or touches within a given time inter 
val ) are detected on the two objects the canvas can be 
switched to MPM , or be set to switch to MPM if a zoom of 
the background is detected within a given time interval after 
a touch is detected on the nearby object . 
[ 0129 ] If pinches , zooms , and / or pans of the background 
are detected only in a specific region of the touch screen 
( e.g. , the central 1/3 of the canvas ) , the system may assume 
that only one user is controlling the canvas size and position , 
and the system may stay in SPM . As soon as a pinch or zoom 
or pan of the background occurs in a second region , the 
system may automatically switch to an MPM mode . The 
canvas can be switched back to SPM through the use of a 
button or after a time out period during which touches occur 
only a specific region . 
[ 0130 ] As yet another option , a camera in communication 
with the system may be used to detect the number of people 
near the touch screen or using the touch screen . If only one 
person is using the touch screen , the system can stay in SPM 
mode . If a second person is using the touch screen as 
detected by the camera , then when the first person pinches , 
zooms , and / or pans , the touch screen can switch to 2 PM ( or 
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3 PM , 4 PM , and so forth ) . Alternatively , although a person 
may be near the touch screen and looking at the touch 
screen , it does not necessarily mean that the person is 
intending to touch the touch screen , so the information from 
the camera may be used in conjunction with touch inputs to 
the system . 
[ 0131 ] Further , a combination of methods may be used to 
determine which mode to employ . For example , suppose a 
camera detects two users near the screen , a first user near a 
first region and a second user in a second region . If the touch 
screen detects touches only in the first region , then the 
screen may stay in SPM . However , if touches are detected in 
the first region , while the camera detects a person in that first 
region and shortly afterwards touches are detected in a 
second region in the background that are pinch , zoom , 
and / or pan gestures of the canvas , the system may be 
configured to switch to MPM mode if the camera detects that 
the first person is still near the first region or is near the first 
region and looking at the screen , and a second person is near 
the second region of the touch screen . 

MIRROR MODE 

[ 0132 ] Given a computer with a primary touch screen and 
a secondary screen , it is straightforward to place the com 
puter in to “ Mirror Mode ” in which everything on the 
primary screen is mirrored on the secondary screen . Typi 
cally , when two different screens are connected to a com 
puter , the computer can be set to either “ mirror mode ” or 
“ extended desktop ” mode using the system preferences of 
the computer's operating system . 
[ 0133 ] With a conventional system , the primary computer 
has a CPU and one or more video cards . Each video card has 
a different frame buffer for each monitor connected to it . 
When in mirror mode , the resolution of each display is set 
to the same value ( e.g. 1080p HD ) . The CPU sends the same 
video information to the two frame buffers on the video card 
or cards . 
[ 0134 ] In extended desktop mode , each monitor can have 
a different resolution . The CPU loads a first frame buffer on 
the video card ( s ) for first monitor and second frame 
buffer for a second monitor . 
[ 0135 ] In systems in which a primary screen , e.g. , a 
display including a touchscreen serving as a primary input to 
a computer , is oriented in one direction , e.g. , is horizontal 
relative to users , the primary screen may be divided into a 
plurality of sub - screens ( screen sections ) and / or the display 
thereon may be rotated , as described , for example , in U.S. 
Ser . No. 12 / 650,684 , which is hereby incorporated by ref 
erence in its entirety . In a conventional mirror mode , a 
secondary screen will also display all sub - screens and / or be 
rotated . 
[ 0136 ] However , when the secondary screen is oriented in 
a different direction than the primary screen , e.g. , vertical 
relative to users , or when other users of the secondary screen 
are oriented around the secondary screen differently than 
users of the primary screen , even when the primary screen's 
display is rotated , the secondary screen should maintain an 
orientation of the display and / or only display fewer than all 
of the sub - screens on the primary screen . 
[ 0137 ] For example , the primary screen may be placed 
horizontally in a table for use with multiple users on multiple 
sides of the table , with the primary screen divided in to 
multiple sections , where each section is used by a different 
user . The screen sections may be oriented differently in order 

to face the corresponding user's location . The secondary 
screen may be mounted nearby vertically in order to be 
viewed by multiple users . 
[ 0138 ] If one of the two screens has higher resolution than 
the other screen , then with conventional mirror mode , lower 
resolution would have to be used for both screens . 
[ 0139 ] Additionally , with a conventional system , there is 
not an easy way to flip back and forth between mirror mode 
and extended desktop mode . When this is done through the 
operating system , typically one or both screens resets and 
flashes a blank screen for a few seconds . In addition , the 
resolution settings may change and information displayed on 
the screens is often shifted . 
[ 0140 ] In accordance with an embodiment , a GPU on a 
video card may grab information from a frame buffer an 
copy it in to video memory on the video card as shown in 
FIG . 31. Then the CPU can send commands to the GPU to 
manipulate the information in the video memory ( for 
example , removing sections of the image , scaling it , rotating 
it ) and then copy it to a second frame buffer . In this 
embodiment , the CPU is set to extended desktop mode and 
the CPU initially sends different information to each video 
frame buffer on the video card or cards . Initially , the system 
functions as described in U.S. Pat . No. 8,522,513 , which is 
hereby incorporated by reference in its entirety , and items on 
the primary screen can be " tossed ” to a secondary screen . 
However , when a user hits the multi - user mirroring function , 
then the CPU communicates to the GPU on the video card 
to copy information from the primary screen's video buffer 
to the GPU's video memory . 
[ 0141 ] The GPU can then manipulate the data and then 
copy it to a second frame buffer on the video card , if the 
video card contains two output port displays . If the output 
port of the second display is located on a second video card , 
then the GPU can send the information to the GPU on the 
second video card . When the GPU copies the information to 
the second frame buffer , the GPU will overwrite the infor 
mation loaded in to the frame buffer by the CPU , or the GPU 
can be set to ignore the information coming from the CPU 
and instead use the information coming from the GPU to 
load in to the second frame buffer . 
[ 0142 ] Alternatively , the CPU may copy the information 
from the CPU's memory , just prior to sending the informa 
tion to the graphics card or may copy the information from 
the first frame buffer to the CPU's memory . This is more 
CPU intensive than the embodiment described above . 
[ 0143 ] Either way , once the information is copied , the 
information can then be manipulated , e.g. , rotated and / or 
certain sections to be selected and scaled for display on the 
secondary screen . 
[ 0144 ] FIG . 32 illustrates a screen shot of a primary screen 
1000 including a toolbar 1500 in accordance with an 
embodiment . As can be seen therein , the toolbar 1500 
include a multi - user mirroring icon 1520. The following will 
describe in detail how the system operates when the multi 
user mirroring icon 1520 is selected . 
[ 0145 ] FIGS . 33A and 33B illustrate a primary screen and 
a secondary screen in a conventional system operating in 
single user mode . As can be seen in FIG . 33A , when the 
primary screen has the same orientation as the secondary 
screen , the display on the secondary screen is fine . However , 
when the primary screen is rotated , as illustrated in FIG . 
33B , the orientation of the display on the secondary screen 
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is also rotated , which may not be desirable in numerous 
situations , e.g. , when the secondary screen is horizontal to 
the users . 
[ 0146 ] FIGS . 34A and 34B illustrate a primary screen and 
a secondary screen in a display system operating in single 
user mode in accordance with an embodiment . As can be 
seen therein , the primary screen includes a “ mirror ” icon in 
a control bar . Tapping this icon , toggles the secondary screen 
between the multi - user mirroring mode being on or off 
according to embodiments . With multi - user mirroring " off " , 
items can be tossed onto the secondary screen or a screen 
saver or other items can be shown on the secondary screen 
that are not present on the primary screen . With multi - user 
mirroring mode “ on ” , the secondary screen simply displays 
what is on the primary screen . However , no matter the 
orientation of the primary screen , the secondary screen 
maintains the same orientation . In other words , as shown in 
FIG . 34B , even if an orientation of the display on the 
primary screen is rotated , the orientation of the display on 
the secondary screen remains the same . 
[ 0147 ] The secondary screen may display the primary 
screen with the icon bar removed . The GPU can remove this 
section when copying the information from the first memory 
frame buffer to the second frame buffer , as illustrated in FIG . 
31. If the secondary screen is a non - touch screen , then any 
touch enabled buttons or icons may also be removed . 
[ 0148 ] FIG . 35A to 53B illustrate screen shots of a primary 
screen that includes a multi - user mirror mode option and a 
secondary screen in different stages of utilizing the multi 
user mirror mode when the primary screen is operating in a 
multi - person mode , as described , for example . in U.S. Pat . 
No. 8,583,491 , which is incorporated by reference herein in 
its entirety , but using a conventional mirroring function . 
Again , as can be seen in FIGS . 35A and 35B , all sub - screens 
on the primary screen are displayed on the secondary screen . 
When all sub - screens on the primary display has the same 
orientation as the secondary display , the image on the 
secondary display is fine , as illustrated in FIG . 35A . How 
ever , when any of the sub - screens on primary display is 
rotated , as illustrated in FIG . 35B , the orientation of the 
corresponding sub - screen on the secondary display is also 
rotated , which may not be desirable in numerous situations , 
e.g. , when the secondary display is horizontal to the users . 
[ 0149 ] In contrast , in accordance with an embodiment , the 
primary screen may operate in two person mode , and each 
section has its own icon bar , including a mirror icon . The 
GPU can pull out only one section of the two sections and 
copy only this portion to the secondary screen , as illustrated 
in FIG . 36A . If rotated , as illustrated in FIG . 36B , the 
orientation of the section on the secondary screen may be 
unchanged . Finally , as shown in FIG . 36D , if both sections 
are to be displayed on the secondary screen , but are dis 
played on the primary screen with two different orientations , 
the GPU can re - orient the sections so that on the secondary 
screen , both sections are displayed with the same orientation 
[ 0150 ] The embodiments are particularly useful for con 
nections to websites , as illustrated in FIGS . 36C and 36D . If 
the information displayed on the primary screen comes from 
the computer itself , then the data can be also generated for 
the secondary screen and reformatted and resealed by the 
CPU . However , if the information comes from an outside 
source , e.g. , a website , then the situation is more compli 
cated . For example , if a web session is opened on the 
primary screen , it is difficult to generate a simultaneous web 

session on the secondary screen , while updating the session 
on the secondary screen in real time without using one of the 
methods described above . 
[ 0151 ] For example , if the primary screen is in single 
person mode and is embedded horizontally in a table and a 
web session is initiated on the primary screen , a user may tap 
the “ mirror ” icon and the web session will appear on the 
secondary screen , as shown in FIG . 36C . If the user then taps 
the “ rotate ” icon , the web session's orientation will then 
rotate on the primary screen , by 180 degrees or 90 degrees 
( or another angle , depending on the number and arrange 
ment of the seating stations around the table . ) However , on 
the secondary screen , it is desired that the web session be 
mirrored , without rotation , as shown in FIG . 36D . This is 
achieved by the CPU handling the orientation on the sec 
ondary screen via the GPU . For example , if the image is 
rotated by 180 degrees , once the “ rotate ” icon is tapped , the 
web session on the primary screen will be rotated by 180 
degrees with respect to its initial orientation . The CPU 
would then send a signal to the GPU to copy this information 
from the first frame buffer and rotate it by 180 degrees and 
then send the information to the second frame buffer ( see 
FIG . 32 ) . Thus the web session on the secondary screen will 
maintain its orientation , even when the orientation of the 
web session on the primary screen is changed . 
[ 0152 ] In more than two person mode , e.g. , in four person 
mode , there would be four sections , two with one orientation 
and two with an opposite orientation . Alternatively , if users 
are positioned at ends of the primary screen , sections may be 
rotated so that all four sections have a different orientation . 
FIG . 37 illustrates a primary screen and a secondary screen 
in a conventional system operating in four user mode . As can 
be seen therein , the orientations of the sections displayed on 
the primary screen and the secondary screen are the same . 
[ 0153 ] In contrast , as illustrated in FIGS . 38A to 38F , the 
multi - user mirroring may allow different images to be 
displayed on the secondary screen . In this case , if for 
example , only one section is displayed on the secondary 
screen , as shown in FIG . 38A , through the use of the 
mirroring button , the particular section where the mirroring 
button is selected is displayed across the entire secondary 
screen . If more than one section is to be display , these may 
be tiled and displayed on the secondary screen , all with the 
same orientation , as shown in FIGS . 38B to 38D . 
[ 0154 ] Also , if the primary screen is in multi - person mode , 
then when initiating a web session , as shown in FIGS . 38E 
to 38F , the web session on the primary screen will have a 
lower resolution than the full resolution of the primary 
screen display . If both the primary screen and secondary 
screens have the same resolution , then when expanding a 
single user section across the entire secondary screen , this 
section will have a lower resolution than the secondary 
screen's resolution . 
[ 0155 ] For example , suppose both the primary screen and 
secondary screen are 1080p hd displays and the primary 
screen is in four person mode . In this case , if a user using one 
section of the primary display initiates a web session , then 
this web session will have a resolution of at most one fourth 
of the full 1080p hd resolution , because the resolution of the 
window requesting the web session from the host would be 
960x540 pixels . Using one of the methods above , if this 
section by itself is displayed across the entire secondary 
screen ( only 1 of the 4 sections is selected for multi - user 



US 2020/0059500 A1 Feb. 20 , 2020 
11 

mirroring ) , then the resolution of this session displayed on 
the secondary screen would be limited to 960x540 . 
[ 0156 ] In some cases , this may not be a problem , but in 
other cases a higher resolution to be displayed on the 
secondary screen is desired . On method to achieve this is to 
use a higher resolution display for the primary screen . For 
example , a 4k resolution display ( 3840x2160 ) could be used 
for the primary screen and a 1080p display could be used for 
the secondary screen . In this case , even in four person mode , 
if one section of the four sections was selected to be 
mirrored on to the secondary screen , it could be displayed on 
the secondary screen at a resolution of 1080p . 
[ 0157 ] Another way to increase the resolution of a section 
of the primary screen on the secondary screen is to set - up a 
virtual display on the video card . As shown in FIG . 9 , when 
the primary and secondary displays are connected to the 
computer via the output ports on the video card , the first 
frame buffer and second frame buffer are automatically 
created by the computer's operating system within the video 
memory on the graphics card . However , in addition to these 
frame buffers , additional virtual frame buffers can be created 
within the video memory if the CPU instructs the GPU to do 
so . In this method , when the primary screen is split into 
multiple sections , virtual frame buffers are created for each 
section within the video memory on the graphics card . For 
example , as shown in FIGS . 8A to 8F , if the primary screen 
is set to 4 person mode , four virtual frame buffers can be 
created in the GPU's video memory . For each virtual frame 
buffer the resolution can be set arbitrarily to the resolution 
of a virtual screen . 
[ 0158 ] For example , the resolution of each virtual screen 
can be set to 1080p hd ( 1920x1080 pixels ) . Each virtual 
frame buffer would then be sized accordingly . Then , if the 
primary screen was in 4 person mode , and a web session was 
initiated , by a user in one section of the primary screen , the 
computer would not initiate the session from frame buffer 1 , 
but would instead instruct the GPU to initiate the web 
session from the first virtual frame buffer . This would initiate 
the web session with the resolution of the virtual screen 
instead of the resolution of the smaller section of the primary 
screen . Then as information in this session is changed , the 
information would be copied at a reduced resolution from 
the virtual frame buffer to the first frame buffer . Any inputs 
on the primary screen are then passed to the virtual frame 
buffer and sent through the virtual frame buffer and updated 
within the virtual frame buffer and then copied to the first 
frame buffer in real time . Then if the multi - user mirror mode 
button is activated , the GPU can copy the information from 
the virtual frame buffer to the second frame buffer for 
display on the secondary screen . If , the number of sections 
displayed on the secondary screen is less than the number 
displayed on the primary screen , then the resolution dis 
played on the secondary screen can then be greater than that 
displayed on the primary screen . 
[ 0159 ] Each section is assigned to a different virtual user 
and a virtual session is started for each virtual user . Nor 
mally virtual sessions are used to change between users and 
usually only 1 desktop is activated at a time for each user . 
In this manner , the desktop resolution can be set indepen 
dently for each virtual session . For example , if the primary 
screen is set to 4 person mode , then 4 virtual sessions would 
be initiated , one for each section . For each virtual session , 
the resolution can be set arbitrarily to the resolution of a 
virtual screen . The resolution of the virtual sessions can then 

be sampled to a lower resolution for display on the primary 
screen . However , when a section is selected to be displayed 
on the secondary screen and a higher resolution is needed 
than can be obtained from the video frame buffer memory on 
the graphics card , instead of getting this information from 
the frame buffer , the CPU can send the full resolution ( or a 
higher resolution than that displayed on the primary screen ) 
stored within the computer from the virtual session's dis 
play . 
[ 0160 ] This mirroring function can also be used when 
displaying lap top computers and mobile device information 
on the primary and secondary screens . As described in U.S. 
Ser . No. 13 / 841,883 , which is herein incorporated by refer 
ence in its entirety , information from lap top computers and 
mobile devices including video information can be sent 
wirelessly to the computer for which the primary screen 
serves as the primary input . For example , the entire contents 
of the video display of a mobile device can be sent wire 
lessly to the table computer . The table computer can then 
store this information in a virtual frame buffer . The CPU can 
then instruct the GPU to sample the information in the 
virtual frame buffer , lowering its resolution and / or rotate the 
information and then copy it to the primary screen's frame 
buffer for display in a portion of the primary screen . In 
multi - user mirror mode , the above methods can be used to 
display lap top or mobile device screens on a secondary 
screen . In this case , if the primary screen resolution is in 
multi person mode and a higher resolution than is available 
from the video frame buffer is needed to be displayed on the 
secondary screen then when this option is selected the CPU 
can instruct the GPU to send the higher resolution video 
signal stored in the virtual frame buffer to the secondary 
screen’s frame buffer for display on the secondary screen . 
Another method for solving the above problems is to use 
multiple layers within each video frame . That is instead of 
having virtual frame buffers , the GPU can be instructed to 
display information on various layers and different levels . 
Upper layers would cover up lower layers . When a first lap 
top computer is connected , or when a first user session is 
activated , the lowest layer of the frame buffer can be used 
with the corresponding video information . Then the CPU 
can add layer sections on top of the bottom layer to effec 
tively cover up the information on the bottom layer of the 
frame buffer . 

DISPLAY OF INFORMATION FROM MOBILE 
DEVICES ON A GROUP DISPLAY 

[ 0161 ] Currently there are numerous manners in which 
mobile devices can be connected to a single display . For 
example , a cable maybe used to send the output of a lap top 
computer to a particular input port of an LCD display . 
Changing the input port used for the LCD display , will 
change the display to that of the connected computer . This 
may also be realized wirelessly . 
[ 0162 ] There are software program available that digitize 
the information on a mobile device that can then be streamed 
to a host computer . The host computer can be connected to 
a group display . In this manner , information displayed on the 
group displayed can be switched to the information streamed 
to the host computer by the mobile device with downloaded 
software application . 
[ 0163 ] Alternatively , some devices , e.g. , AppleTV , con 
nect a mobile device wirelessly to the AppleTV using 
Apple's Airplay protocol . This works in a manner very 
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similar to the above , except that no software is required to 
be downloaded onto the mobile device . Apple's Airplay 
software for transmission is built in to operating systems for 
Apple devices . 
[ 0164 ] In each of these methods , when a mobile device 
connects to the group display , prior to anything being 
displayed on the group display , there is a handshake between 
the host computer and the mobile device that sets the 
resolution to be transmitted and the mode of operation . The 
mode of operation is typically either Mirror Mode ( same 
information displayed on user's screen to be displayed on 
the external display ) or Extended Desktop ( different infor 
mation displayed on the external display ) . The host com 
puter sends the mobile device the various resolutions sup 
ported by the Group Display and the mobile device sends 
back to the host computer which resolution it would utilize . 
From then on , until the device is disconnected , the host 
computer sets the resolution of the Group Display to that 
chosen by the mobile device and the mobile device transmits 
the digitized signal with the resolution selected . 
[ 0165 ] It is desirable for multiple users to share informa 
tion on their mobile devices . The mobile devices may be : lap 
top computers , smart phones or tablet computers . The infor 
mation that may be shared includes photos , videos and 
whatever content is on the display screen of one of these 
mobile devices . 
[ 0166 ] As will be described in detail below , in accordance 
with one or more embodiments , information from more than 
one mobile device may be displayed simultaneously on a 
group display . Information from each device may be dis 
played in its own window on the group display . The infor 
mation may be provided via a wireless network , Bluetooth , 
and other non - hard - wired mechanisms . 
[ 0167 ] As illustrated in FIG . 40 , a group display 100 
includes a sensor 110 , a digital display 120 , and a host 
computer connected to the sensor 110 and the display 120 . 
The sensor 110 may be a gesture sensor , e.g. , a touch sensor 
( e.g. , optical touch sensor , projected capacitive sensor or 
other sensor that responds to a user's touch ) or a motion 
sensor that responds to movement in the range of the group 
display's gesture sensor ( e.g. a visible or IR camera ) . The 
host computer includes a digitizer receiver program ( DRP ) . 
The digital display 105 may be , e.g. , an LED , OLED , LCD , 
or plasma display . The digital display 105 may be mounted 
vertically , e.g. on a wall , or horizontally , e.g. embedded in a 
flat table top or at an angle ( tilted ) . 
[ 0168 ] A top view of the display 120 is illustrated in FIG . 
41. The display 120 may include a tray region 140 and a 
display region 150. The tray region 140 may include differ 
ent items , e.g. , applications , available mobile devices , other 
media , e.g. , local media files from the host computer , and so 
forth , which may be deployed to control what is displayed 
in the display region 130 of the group display 100. When a 
mobile device is ready to send information to the group 
display 100 as described below , a corresponding device icon 
may appear in the tray region 120 . 
[ 0169 ] When a user with a mobile device chooses to share 
information with the host computer , an icon representing the 
user's mobile device may appear in the tray region 120. The 
communication between the user's mobile device and the 
host computer may take place with any wireless protocol , 
e.g. wifi , wifi direct , WiDi , Bluetooth or high speed Blu 
etooth . In one embodiment , once a mobile device joins a 
wireless network , the user of the mobile device will have the 

ability to view any computers on the same network that are 
running the DRP . This can be done either through the 
operating system of the mobile device or through a stand 
alone App . In order for the information from a mobile device 
to be displayed on the group display , the mobile device 
includes a digital transmitter or a digitizer , which may be 
either built into the operating system of each device or 
included in a separate App that the user may download on to 
their mobile device . For example , Apple has its Airplay 
digitizer built in to its operating system . If Airplay is used as 
the digitizer , then the DRP would be an Airplay receiver . In 
this embodiment a user of a mobile device will first choose 
to mirror its information using the digitizer and then will 
have the ability to choose which computer to join for the 
mirror function from a list of computers containing all 
computers on the wireless network that have a DRP for 
active digitizer on the mobile device . If the user chooses to 
perform the mirroring of its information with the host 
computer , then an icon representing the user's mobile device 
may appear in the tray as in FIG . 41 . 
[ 0170 ] At this point the DRP has now received the content 
from the mobile device transmitted by the digital transmitter , 
but this is not displayed in the display region 150. The icon 
in the tray as in FIG . 41 representing the mobile device may 
include a thumbnail or a low resolution version of the 
contents displayed on the user's mobile device . This can be 
achieved by the host computer sampling the information 
output from the DRP . 
[ 0171 ] In FIG . 42 , a user has selected a text application 
from the tray region 140 , which opens a text box or note 141 
in the display region 150. This can be achieved by the user 
dragging the “ text ” icon in to the display region 150 . 
[ 0172 ] In FIG . 43 , information from a first mobile device 
is displayed in the display region 150. In order for the 
information from a mobile device to be displayed on the 
group display , the mobile device includes a digitizer , as 
described above . When a user wants to display something in 
the display region 150 from a mobile device , the device icon 
appearing in the tray region 140 may be dragged from the 
tray region towards the display region , thereby opening a 
window corresponding to that mobile device . 
[ 0173 ] Before transmitting the information from the 
mobile device , the resolution to be transmitted needs to be 
established both in the digitizer ( in the mobile device ) and 
the DRP ( in the host computer 130. The host computer 130 
may send resolution information of digital display 120 to the 
mobile device . A standard resolution , e.g. 1080p , may serve 
as a default , or a list of possible resolutions may be sent for 
the user of the mobile device . Alternatively , the digitizer 
may send a standard fixed resolution , or the maximum 
resolution it is capable of sending . Initially , when a mobile 
device is connected , the host computer may transmit the 
default resolution to the mobile device , and the digitizer may 
transmit its content at that standard default resolution . How 
ever , the output of the DRP may not be displayed directly on 
the group display 100. Instead , this output may be saved in 
a virtual layer . The virtual layer graphics information may be 
located in random access memory within the host computer , 
within a virtual display region in video memory within the 
graphics card , or may be displayed on a bottom layer of the 
group display , which is subsequently covered up by other 
layers generated by a host program running on the host 
computer and is therefore not visible to a user viewing the 
group display 100 . 
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[ 0174 ] The host program accepts inputs from the DRP and 
also accepts other inputs , e.g. , gesture and / or touch inputs , 
from the display region 150. When a mobile device is 
connected virtually through a wireless connection to the host 
computer , once the DRP sends the information to the host 
program , the host computer 130 generates the virtual layer 
and then uses the information within the virtual layer to 
display some or all of this information within a first window 
151 in the display region 130 on the group display 100 . 
[ 0175 ] As illustrated in FIG . 44 , when a second mobile 
device is to be displayed in the display region 150 on the 
group display , the host computer generates the virtual layer 
and then uses the information within the virtual layer to 
display some or all of this information within a second 
window 152 in the display region 150 on the group display 
100 . 

[ 0176 ] Thus , as shown in FIG . 44 , each mobile may be 
displayed in a different window in the display region 150 on 
the group display 100. Each window may manipulated with 
touch and / or motion gestures . Such manipulations may 
include moving the windows ( pan ) , resizing the widows 
( pinch and zoom ) , annotating the windows ( text or drawing ) , 
tossing the window to another screen ( as disclosed , for 
example , in U.S. Pat . No. 8,522,153 , which is hereby 
incorporated by reference ) , or deleting the window . 
[ 0177 ] For example , as the first window 151 is decreased 
in size , the host computer 130 may sample the information 
stored on the virtual layer and thereby still display the 
contents of the first mobile device's screen , but at reduced 
resolution . Subsequently , if the first window 151 is increased 
in size , then the contents for the first mobile device's screen 
can still fill the first window 151 , and the resolution can be 
increased by accessing more information from the virtual 
layer , without affecting the DRP . 
[ 0178 ] When a second mobile device is then connected in 
a similar manner , then the second window 152 may be 
displayed in the display region 150 on the group display 100 
containing the contents of the second mobile device . Both 
first and second windows 151 , 152 may then be resized , 
move , and updated in real time with the contents of the two 
mobile devices , which may be dynamically changing , e.g. if 
the contents on the mobile device screens themselves are 
changing and the resolution can be changed as the windows 
are resized , also in real time . Alternatively , when a user is 
interacting with window 151 , 152 , the image from the 
mobile device itself may remain static , and then updated 
once the interaction is ceased . Also , actions may be taken in 
different windows at the same time . 
[ 0179 ] Numerous actions may be taken with respect to the 
window . As illustrated in FIG . 45 , one of the windows , here 
window 151 , has been panned or moved by a gesture 
adjacent the display region of the digital display 120 that is 
detected by the sensor 110 and processed by the host 
computer 130. As illustrated in FIG . 46 , one of the windows , 
here window 151 , has been resized , e.g. , in response to a 
pinch or zoom gesture adjacent the display region of the 
digital display 120 that is detected by the sensor 110 and 
processed by the host computer 130. If the digital display 
120 is mounted horizontally , in addition to pan , pinch and 
zoom gestures , rotation gestures may also be employed , e.g. , 
to rotate a window for viewing by a user located on a 
different side of the table . In order to perform such alteration 
to the characteristics of the window , a user may first tap or 

point to the desired window to activate that window and then 
perform the desired alteration . 
[ 0180 ] If a user is to otherwise alter or copy the window 
itself , a user may double tap or double point to activate 
additional functions to interact with the window . For 
example , as illustrated in FIG . 47 , an activated window , here 
window 151 , may now include a snapshot tool , indicated by 
a camera icon , and / or a draw tool . As illustrated in FIG . 48 , 
one of the windows , here window 152 , has been drawn on , 
e.g. , annotation may be performed on a top layer , i.e. , on top 
of the first and second windows . As illustrated in FIG . 49 , 
when the camera icon of the window is activated , a snapshot 
of that window is provided in the display region 150 . 
[ 0181 ] As illustrated in FIG . 50a , there may be a second 
ary display 200 near the group display 100. When a selected 
window is dragged or tossed in a particular direction , e.g. , 
off the display region 150 or towards the secondary display , 
the window may be displayed on the secondary display 200 , 
but no longer in the display region 150 , as illustrated in FIG . 
50b . Another window may also be tossed onto the secondary 
display 200 , as illustrated in FIG . 50c . Then , as illustrated in 
FIG . 50d , one of the windows may be returned to the display 
region 150. If the secondary display includes a gesture 
sensor , the window may be returned to the display region 
150 in a similar fashion . Additionally or alternatively , the 
secondary display 200 may include a clear screen icon . If the 
secondary screen does not include gesture recognition , then 
a clear screen icon can be place on the primary group display 
100. If a window is tossed to a secondary screen , instead of 
removing the window from the primary group display 100 , 
a duplicate of the window can be sent to the secondary 
display 200 . 
[ 0182 ] The secondary display 200 may be set up in any 
one of several modes including : 
[ 0183 ] Model : Each time a window is tossed to the sec 
ondary display 200 , it is displayed on the secondary display 
200 and the previous window is removed from the second 
ary display 200 . 
[ 0184 ] Mode2 : When a first window 131 from the group 
display 100 is tossed to the second group display , the first 
window 131 occupies all or a majority of the secondary 
display 200. Then , when the second window 132 from the 
group display 200 is tossed to the second group display 360 , 
the first window 131 is reduced in size , so that both the first 
and second windows can be displayed on the secondary 
display 200 . 
[ 0185 ] The secondary display 200 may also be a touch 
display , so that the multiple windows can be organized , 
resized and rearranged on the secondary display 200 . 
[ 0186 ] As illustrated in FIG . 51 , when a mobile device is 
no longer able to communicate with the group display , the 
corresponding window in the display region 150 and the 
icon in the tray region 140 will disappear . 
[ 0187 ] Items in the display region 150 may be grouped 
and / or sorted . For example , the first window 151 , the second 
window 152 , and other windows may be moved or resized . 
If a grouping is to be saved , a snapshot of any dynamic 
images may be taken , and then some gesture to indicate 
some grouping , e.g. , encircling the grouped items , as illus 
trated in FIG . 52 , may be saved , e.g. , on the host computer 
130 and / or the cloud , under a name , e.g. , Group 1 . 
[ 0188 ] The group display 100 may be a 1080p or a 4k 
( 3840x2160 ) resolution display . The first and second mobile 
devices may be connected at 1080p resolution and initially 
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displayed over an area occupying approximately one quarter 
of the display region 130 of the group display 100. As the 
first window 151 is reduced in size , the resolution within the 
first window would be reduced . If the first window 151 is 
increased beyond a size of about 1/4 of the display region 
150 , the first window 151 may be displayed at a fixed 
resolution of 1080p and scaled up to be displayed over the 
larger area . 
[ 0189 ] In another example , as illustrated in FIG . 53 , a 
group display 300 may include a series of 1080p displays , 
each in portrait mode , e.g. , five 1080p displays that would 
have a combined resolution of 5400x1920 . When a first 
mobile device is connected to this display , its contents could 
be displayed across 1920x1080 pixels , meaning the first 
window 151 would cross multiple displays . A single touch 
sensor could be placed across the series of displays , so that 
the first window could be manipulated by touch in the above 
described manners , even though the window would cross 
multiple displays . The Host Program may also allow cap 
turing screen shots and / or videos of sections of the screens 
including the First Window and / or Second Window and any 
annotations on them . The use of multiple screens allows 
resolution to be maintained less expensively . 
[ 0190 ] By way of summation and review , embodiments 
provide a multimedia display that allows content from more 
than one mobile device to be displayed , manipulated , and 
updated in real time on a group display . 
[ 0191 ] Example embodiments have been disclosed herein , 
and although specific terms are employed , they are used and 
are to be interpreted in a generic and descriptive sense only 
and not for purpose of limitation . In some instances , as 
would be apparent to one of ordinary skill in the art as of the 
filing of the present application , features , characteristics , 
and / or elements described in connection with a particular 

embodiment may be used singly or in combination with 
features , characteristics , and / or elements described in con 
nection with other embodiments unless otherwise specifi 
cally indicated . For example , input devices in addition to or 
other than the touch screen , e.g. , gesture detectors , key 
boards , mice , track pads , and so forth may be used . Accord 
ingly , it will be understood by those of skill in the art that 
various changes in form and details may be made without 
departing from the spirit and scope of the present invention 
as set forth in the following claims . 

1. - 11 . ( canceled ) 
12. In a computing environment , the computing environ 

ment having a multiple input detection system including a 
detector that detects and transmits multiple simultaneous 
user inputs from different users at a same time , a method for 
processing inputs from different users across multiple appli 
cation windows of one or more applications displayed on a 
single display of a user interface , resulting in a multi - user 
graphical user interface ( GUI ) , the single display having a 
canvas displaying multiple application windows , the method 
comprising : 

dividing the single display into at least two section , each 
section providing an independent view of the canvas , 
wherein a canvas maneuver within a section affects 
only a view within that section . 

13. The method as claimed in claim 12 , wherein the 
canvas maneuver includes at least one of panning , pinching 
and zooming . 

14. The method as claimed in claim 12 , wherein a window 
maneuver of a window within a section affects a view of the 
window for all sections viewing that window . 

15. ( canceled ) 


