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Video Coding

Field of the Invention

The presence invention relates to the transmission of encoded video streams by

means of inter-frames and intra-frames or such like.

Background

Video coding commonly uses two types of video frames: intra-frames, also
known as key frames in a conventional context; and inter-frames. An intra-frame
is compressed using only the current video frame, i.e. intra-frame prediction,
similarly as in static image coding. An inter-frame on the other hand is
compressed using the knowledge of one of the previously decoded frame, and
allows for much more efficient compression when the scene has relatively little
changes. Inter-frame coding is particularly efficient for, e.g., talking-head with
static background, typical in video conferencing. Depending on the resolution,
frame-rate, bit-rate and scene, an intra-frame can be up to 20-100 times larger
than an inter-frame. On the other hand, an inter-frame imposes a dependency
relation to previous inter-frames up to the most recent intra-frame. If any of those
frames are missing, decoding the current inter-frame may result in errors and

artifacts.

These techniques are used in, e.g., the H.264/AVC standard (see T. Wiegand,
G.J. Sullivan, G. Bjontegaard, A. Luthra: “Overview of the H.264/AVC video
coding standard,” in IEEE Transactions on Circuits and Systems for Video

Technology, Volume: 13, Issue: 7, page(s): 560-576, July 2003).

Frequent and periodic transmission of intra-frames a.k.a. key frames is common
in video streaming. This is illustrated schematically in Figure 1, where key frames

1, 5, 9 and 13 etc. (shown black) are interleaved periodically between the
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transmission of inter-frames 2-4, 6-8, 10-12 and 14-16 etc. (shown white). The
key frames are needed for two main reasons. Firstly, when a new user joins the
session, he/she can only start decoding the video when a key-frame is received.
Secondly, on packet loss, particularly bursty packet loss, the key-frame is a way
to recover the lost coding state for proper decoding. The key frames allow the
receiver to periodically update with “absolute” data, not relying on encoding
relatively to previous frames, thus avoiding errors that could otherwise propagate
due to packet loss occurs. However, the larger sizes of key frames incur a larger
bandwidth for transmission. It would be desirable to try to mitigate this problem to

some extent.

Summary

According to one aspect of the present invention, there is provided a method of
transmitting video to one or more recipient terminals, the method comprising:
transmitting a stream of inter frame encoded v'ideo data to a recipient terminal;
during ongoing transmission of the stream to the recipient terminal, receiving a
request signal from that recipient terminal; and in response to the request signal,
transmitting alternatively encoded video data to the recipient terminal in

association with the inter frame encoded video data.

Preferably the alternatively encoded video data is intra frame encoded video

data.

Thus the present invention advantageously allows alternatively encoded data
such as intra frame encoded data to be transmitted “on demand”. This means
that intra frame data need not necessarily be transmitted with any particular
predetermined or autonomously determined regularity from the transmitter, but

rather as and when required by the recipient. This allows a reduction in the
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amount of intra frame data that needs to be transmitted, resuiting in better

compression of the transmitted video and therefore incurring less bandwidth.

In fact, preferably no periodic transmission of intra frame data is required at all,

nor any autonomous transmission of intra frame data from the transmitter.

Therefore in preferred embodiments, the stream of inter frame encoded video
data may be transmitted substantially without periodic transmission of intra frame
encoded video data. The intra frame encoded video data may be transmitted to
each of the one or more recipient terminals only in response to a request signal

from the respective recipient terminal and at the beginning of the stream.

Furthermore, the present invention has a particularly advantageous application to
multi-recipient video, where excessive transmission of intra frames to multiple
parties would place a particularly high bandwidth burden on the transmission
medium. Instead, according to embodiments of the present invention, intra frame
data can be transmitted to each individual recipient as and when required by the

respective recipient.

Therefore in a preferred application of the present invention, the method may
comprise: transmitting the stream of inter frame encoded data to multiple
recipient terminals; during ongoing transmission of the stream to the recipient
terminals, receiving a respective request signal from each of those muiltiple
recipient terminals; and in response to each of the request signals, transmitting
alternatively encoded video to the respective recipient terminal in association with

the inter frame encoded video data.

In further embodiments, the method may comprise: during ongoing transmission
of the stream to each of the one or more recipient terminals, receiving a

respective plurality of request signals at different times from each of the one or



10

15

20

25

30

WO 2011/029853 PCT/EP2010/063193

more recipient terminals; and in response to each of those request signals,
transmitting alternatively encoded video to the respective recipient terminal in

association with the inter frame encoded video data.

The alternatively encoded video data may be transmitted in parallel with the

stream of inter frame encoded video data.

The request signal may indicate that the respective recipient terminal has failed

to receive a portion of the inter frame encoded video data.

The method may comprise: receiving a request from a further terminal to join the
stream; and in response, transmitting the stream of inter frame encoded video
data and an initial portion of intra frame encoded video data to the further

terminal.

The method may comprise: generating a first stream and parallel second stream,
the first stream comprising a plurality of frames of inter frame encoded video data
and no more than one frame of intra frame data, and the second stream
comprising a plurality of frames of intra frame encoded video data; wherein said
transmission of the stream of inter frame encoded video data may comprise
transmitting the first stream, and said transmission of the intra frame encoded

video data may comprise transmitting selected frames of the second stream.

Each of the frames of intra frame data in the second stream may be substantially
equivalent, when decoded, to a respective corresponding one of the frames of

inter frame data in the first stream.

Each of the frames of intra frame data in the second stream may be bitwise
exact, when decoded, to a respective corresponding one of the frames of inter

frame data in the first stream.
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There may be fewer frames of the first stream per unit time than frames of the

first stream.

The transmission of the inter frame encoded video data and the alternatively

encoded video data may be over a packet-based communication network.

The packet-based communication network may comprise the internet.

The method may comprise establishing a connection with the recipient terminal
over said packet-based communication network using a peer-to-peer
communication system, wherein the inter frame encoded video data and
alternatively encoded video data is transmitted over said peer-to-peer established

connection.

According to another aspect of the present invention, there is provided computer
program product for transmitting video to one or more recipient terminals, the
program product comprising code embodied on a computer-readable medium
and configured so as when executed on a processor to: transmit a stream of inter
frame encoded video data to a recipient terminal; during ongoing transmission of
the stream to the recipient terminal, receive a request signal from that recipient
terminal; and in response to the request signal, transmit alternatively encoded
video data to the recipient terminal in association with the inter frame encoded

video data.

According to another aspect of the present invention, there is provided a
transmitter for transmitting video to one or more recipient terminals, the
transmitter comprising: a transceiver arranged to transmit a stream of inter frame
encoded video data to a recipient terminal and, during ongoing transmission of
the stream to the recipient terminal, to receive a request signal from that recipient

terminal: and an encoder coupled to the transceiver and configured to transmit, in
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response to the request signal, alternatively encoded video data to the recipient

terminal in association with the inter frame encoded video data.

In embodiments, the transmitting computer program product or transmitter may

be further configured in accordance with any of the above method steps.

According to a further embodiment of the present invention, there is provided a
method of decoding received video, the method comprising: receiving a stream of
inter frame encoded video data transmitted from a transiting terminal; during
ongoing receipt of the stream from the transmitting terminal, sending a request
signal to that transmitting terminal; in response to the request signal, receiving
back alternatively encoded video data from the transmitting terminal in
association with the inter frame encoded video data; and decoding the received
video using the inter frame encoded video data in association with the
alternatively encoded video data, and outputting the decoded video to an output

device.

Again, preferably said alternatively encoded video data is intra frame encoded

video data.

In embodiments, the sending of said request signal may be trigged by failing to

receive a portion of inter frame encoded data from the transmitting terminal.

According to another aspect of the present invention, there is a provided
computer program product for decoding received video, the program product
comprising code embodied on a computer-readable medium and configured so
as when executed on a processor to: receive a stream of inter frame encoded
video data transmitted from a transiting terminal; during ongoing receipt of the

stream from the transmitting terminal, send a request signal to that transmitting
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terminal; and in response to the request signal, receive back alternatively
encoded video data from the transmitting terminal in association with the inter
frame encoded video data; and decode the received video using the inter frame
encoded video data in association with the alternatively encoded video data, and

output the decoded video to an output device.

According to another aspect of the present invention, there is provided a receiver
for decoding received video, the receiver comprising: a transceiver arranged to
receive a stream of inter frame encoded video data transmitted from a transiting
terminal; and a decoder coupled to the transceiver and configured to send, during
ongoing receipt of the stream from the transmitting terminal, a request signal to
that transmitting terminal; wherein the transceiver is arranged to receive back, in
response to the request signal, alternatively encoded video data from the
transmitting terminal in association with the inter frame encoded video data; and
the decoder is configured to decode the received video using the inter frame
encoded video data and alternatively encoded video data, and output the

decoded video to an output device.

In embodiments, the receiving computer program product or receiver may be
further configured such that said alternatively encoded video data is intra frame
encoded video data, and/or that the sending of said request signal is in trigged by
failing to receive a portion of inter frame encoded data from the transmitting

terminal.

Brief Description of the Drawings

For a better understanding of the present invention and to show how it may be
carried into effect, reference will now be made by way of example to the

accompanying drawings in which:
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Figure 1 is a schematic representation of a video stream comprising inter-frames

and key frames;

Figure 2 is a schematic representation of a pair of streams comprising an inter-

frame stream and a sync frame stream;

Figure 3 is a schematic block diagram of a video encoder for outputting a stream

as shown in Figure 1;

Figure 4 is a schematic block diagram of an improved video encoder for

outputting a stream as shown in Figure 2;

Figure 5 is a schematic representation of a packet-based network such as the

Internet,

Figure 6 is a schematic block diagram of a user terminal installed with a P2P

client application; and

Figures 7a-7e schematically illustrate examples for routing a video stream

between nodes of a communication system.

Detailed Description of Preferred Embodiments

A preferred embodiment of the present invention is now described in relation to

Figures 2, 5 and 7a.

For the sake of example, suppose a transmitting terminal 102(X) is to transmit a
video stream to a recipient terminal 102(Y). The video stream is preferably live,
transmitted in real time, e.g. in the case of a video call. Details of preferred
implementations and examples of different routing options will be discussed later

in relation to Figures 5, 6 and 7a-7e, but the principle applies to any transmitter
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such as 102(X) transmitting any video to any receiving terminal such as 102(Y)
and/or 102(Z) by any suitable route. Terminals 102(X), 102(Y) and 102(Z) may

be referred to as X, Y and Z for brevity.

Two separate, parallel streams are generated at the transmitting terminal 102(X):
a first stream and a second stream. As illustrated schematically in Figure 2, the
first stream comprises an initial key frame 1 (shown black), followed only by
sequence of contiguous inter-frames 2-186, etc. (shown white) and no further key
frames. The second stream may be referred to herein as the “sync stream”,

comprising a plurality of “sync-frames” A, B, C, etc. (shown dotted).

The idea of the sync-frames is to decouple the dependency on the past frames
without needing to interleave multiple key-frames into the first stream, as would

have been required in previously as illustrated in Figure 1.

As mentioned, and as will be familiar to a person of ordinary skill in the art, an
inter-frame is encoded relative to a preceding frame and takes fewer bits to
encode; whereas a intra-frame is encoded in an absolute manner, relative only to
other data in the same frame representing the same moment in time, therefore
requiring more bits to encode. That is to say, an inter-frame requires a preceding

frame in order to decode, whilst an intra-frame is independently decodable.

Therefore the first stream requires an initial intra frame 1 — a key-frame — relative
to which the subsequent inter-frames 2-16 and onwards are encoded, i.e. in
order for those inter frames to be meaningfully defined. When the transmitting
terminal X first begins transmitting to the recipient terminal Y, it begins the stream
with the initial key-frame 1. However, following the initial key-frame 1, no further

key-frames are generated or transmitted as part of the first stream.

In principle, this would be sufficient for the recipient Y to continue to decode the

stream indefinitely, assuming perfect encoding and a lossless channel. However,
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in reality errors will occur due to packet-loss or otherwise, in which case the
meaning of inter-frames relative to previous frames becomes distorted, e.g.
resulting in artifacts. This is why prior techniques as illustrated in Figure 1 would
have periodically interleaved intra-frames in the form of key-frames into the
stream, so that at intervals the recipient Y could reset its decoding with a new,

internally defined, independently decodable, absolute frame.

According to preferred embodiments of the present invention on the other hand,
the transmitter X instead only transmits an intra frame on demand, in the form of
a separate sync frame which is selectively transmitted from the generated sync
stream as and when the transmitter X receives a corresponding request signal
from the recipient Y. Use of key frames in the first, inter-frame stream is
deliberately avoided except for the initial frame 1. The coding efficiency is

therefore higher compared to the traditional approach of frequent key-frames.

Note that, due to the explicit dependency on past decoded frames, the first
stream is only useful by itself if the whole stream is available since its start. If an
additional new recipient terminal Z joins the stream therefore, it must first request
to receive both the first, inter-frame stream and the second, sync stream. Upon
the receiving of the next sync-frame, the first video stream becomes decodable.
The new recipient Z then stops requesting the sync-frame stream. From this point
on, the new recipient receives video through the first, inter-frame stream only,
until an un-recoverable packet loss occurs. The new recipient Z can then
requests the sync-frame stream again, and waits for a new sync-frame so that it

can continue decoding the first, inter-frame video stream.

The second, sync-frame stream removes the dependency of the history. A sync-
frame works similarly to a key-frame as it is required to be independently

decodable. On a point of terminology therefore, note that the terms “sync-frame”
and “key frame” as used herein both refer to types of intra-frame. The difference

is when and on what condition they transmitted: key-frames according to existing
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techniques are scheduled intra-frames, transmitted periodically and
unconditionally; whilst sync-frames on the other hand are intra-frames available
to be transmitted “on demand”, as and when requested by a recipient such as Y

orZ.

Further, according to preferred embodiments of the present invention, an
additional requirement may be imposed on sync-frames. That is, the decoded
image of each sync-frame is preferably required to be bit-wise exact to that of a
respective one corresponding inter-frame. For instance, referring to Figure 2, the
decoded image from frame B must be exactly the same as the decoded frame 8
(when frames 1-7 are properly decoded). The sync-frame stream may generate
sync-frames repeatedly. However, the sync stream needs to be transmitted only
to the receivers who cannot decode the first video stream, e.g. due to packet loss

or recent participation.

A sync-frame such as A, B, C, etc. may be said to be generated and/or
transmitted in parallel to the inter-frame stream in the sense that — instead of
being interleaved in place of a corresponding inter frame such as 4, 8, 12, etc.
relating to a corresponding time in the video - it is generated and/or transmitted in
addition to a corresponding inter frame representing the same image at

corresponding time in the video.

Separation of the video into the first stream and second sync stream allows more
flexible ways of distributing video. For instance, still referring to Figure 2,

following sequences of video frames are decodable:

(i) A-1-2-3-4-5-6-7-8-9-10-11-12-13-14-15-16,

(ii) B-5-6-7-8-9-10-11-12-13-14-15-16,

(iii) C-9-10-11-12-13-14-15-16,

(iv) D-13-14-15-16,

(v) A-1-2-3-4-packet loss-C-9-10-11-12-13-14-15-16, etc.
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This is particularly useful in video streaming to multiple recipients, where packet
loss may occur independently for each different receiver. One main advantage of
this scheme is in a multi receiver video conferencing or streaming application, so
that periodic transmission of key-frames to all receivers can be avoided. The
removal of key-frames reduces bit-rate without affecting the decoding quality.
The key-frames are transmitting only to receivers who actively request them.

Overall, this leads to more efficient utilization of bandwidth

An example implementation is now discussed in relation to Figures 3 and 4.

A standard video codec for encoding a conventional stream of inter-frames and
interleaved key-frames, as in Figure 1, is first described in relation to Figure 3.
This shows the basic coding structure of H.264/AVC as cited above. This outputs
quantized transformation coefficients and motion data which can then be

transmitted to the decoder.

The video encoder of Figure 3 comprises a first subtraction stage 22, a motion
estimation module 24, a motion compensation module 26, an intra-frame
prediction module 28, a first transformation quantization module 30, a first
addition stage 32, a first deblocking filter module 34, a first scaling inverse
transform module 36, and a switch node 31. Each of these components is
preferably implemented in software stored on a memory of the transmitting
terminal 102(X) and executed on a processor of that terminal, but the option is
not excluded of some or all of these components being in part or in whole

implemented in dedicated hardware.

The first subtraction stage 22 is arranged to receive an input signal comprising a
series of input macroblocks each corresponding to a portion of a frame. The
motion estimation module 24 also has an input arranged to receive the same

series of macroblocks. The other input of the first subtraction stage 22 is coupled
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to the switch node 31, which is switchably coupleable between the output of
either of the intra-frame prediction module 28 and the motion compensation
module 26 at any one time. The output of the first subtraction stage is coupled to
the input of the firsts transform quantization module 30, whose output is arranged
to supply quantized transform coefficients as part of the encoded video signal for
transmission to the one or more recipient terminals 102(Y), 102(Z) etc. The
output of the first transform quantization module 30 is also fed back, being
coupled to the input of the first scaling inverse transform module 36. The output
of the first scaling inverse transform module 39 is coupled to an input of the first
addition stage 32. The other input of the first addition stage 32 is coupled to the
switch node 31, so as to be switchably coupled to the output of the motion
compensation module 26 whenever the first subtraction stage 22 is also. The
output of the first addition stage 32 is coupled to the input of the first deblocking
filter 34. The output of the first deblocking filter 34 is arranged to supply motion
estimation as part of the encoded video signal for transmission to the one or
more recipient terminals 102(Y), 102(Z) etc. The output of the first deblocking
filter 34 is also fed back, being coupled to an input of each of the motion

estimation module 24 and the motion compensation module 36.

In operation, the first subtraction stage 22 produces a difference signal
representing the difference between the input signal and the output of either the
intra-frame prediction module 28 (when performing intra-frame encoding data) or
the motion compensation module 26 (when performing inter-frame data). The first
transform quantization block 30 quantizes this difference signal, thus generating
quantized transform coefficients for output in the encoded video signal for

transmission to a recipient terminal 102(Y), 102(2), etc.

The key-frames are generated by intra-frame encoding, which is a form of static
image compression within a frame. When performing intra-frame encoding, the
idea is to only encode and transmit a measure of how a portion of image data

within a frame differs from another portion within that same frame, the prediction
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being based on a correlation between the portions. The same prediction process
can be done at the decoder (given some absolute data), and so it is only
necessary to transmit the difference between the prediction and the actual data,
rather than the actual data itself. The difference signal is typically smaller in

magnitude, so takes fewer bits to encode.

In the case of inter-frames, the motion compensation module 26 is switched in in
place of the intra-frame prediction module 28, and a feed back loop is thus
created between blocks of one frame and another, in order to encode the inter-
frame relative to those of a preceding frame. This takes even fewer bits to

encode than an intra-frame.

For inter-frame encoding, the coefficients output by the first transform
quantization module are fed back to the first scaling inverse transform module 36,
which turns the coefficients back into a version of the difference signal but
including the effect of having been quantized. The output of the motion
compensation module 26 is added back onto the output of the first scaling
inverse transform module 36 at the first addition stage 36, and the result is
passed through the first deblocking filter 34. A deblocking filter is used to mitigate
the effect of blocking within a frame by smoothing the abrupt edges which can

form between blocks.

The overall effect of the first scaling inverse transform block 36, first addition
stage 32 and first deblocking filter 34 is to recreate a decoded video signal as it

would appear when decoded at the recipient terminal 102(Y) or 102(Z), etc.

This decoded video signal is the supplied to inputs of the motion compensation
module 26 and motion estimation module 24. The motion estimation module 26
also receives the input signal. It then performs a motion estimation using the two,
by generating motion vectors that represent a transformation due to movement

between the previous frame of the decoded video signal and the current frame of
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the input signal. The motion vectors are supplied to the motion compensation
module 26, and also output as part of the encoded video signal for transmission
to a recipient terminal 102(Y) or 102(Z), etc.

The motion compensation module 26 then works by applying the motion vectors
to the current frame to try to predict the transformation to the next frame. This is
used to produce the difference signal, which in the case of inter-frame encoding
represents how the predicted inter-frame deviates the actual inter-frame data.
The first transform quantization module 30 quantizes this difference for output as
part of the encoded video signal along with the motion estimation vectors, and
the decoder at the recipient terminal can then decode the inter-frame using the
same motion estimation process along with the decoded deviation from this

motion-based prediction.

An extension to the encoder for generating sync-frames according to
embodiments of the present invention is shown in Figure 4. The sync-frame can
be generated using regular key-frame type intra-frame prediction encoding, plus
additionally computing the difference between the decoded key-frame type frame
and the corresponding inter-frame. The difference is coded lossless using an
entropy code, and the outcome may be referred to herein as the sync
coefficients. The quantized transformation coefficients and the sync coefficients
together form the encoded sync-frame to be transmitted to the decoder. When
decoded using both these sets of coefficients, the decoded sync-frame will be

bitwise exact to the corresponding inter-frame.

The top-half of the diagram is substantially the same as Figure 3, but without the
intra-frame prediction module 28 being switchably coupled to the first subtraction
stage 22. Instead, the output of the motion compensation module remains
continually coupled to the first subtraction stage 22 and the first addition stage 32
(except perhaps for the initial key-frame 1). This part of the system thus

generates the first, inter-frame stream.
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A sync-frame generator 40 is then provided for generating the separate, second
sync-frame stream A, B, C, etc. The sync-frame generator comprises the intra-
frame prediction module 28, a second deblocking filter 48, a second subtraction
stage 40, a lossless coding module 43, a third subtraction stage 42, a second
transform quantization module 44, a second scaling inverse transform module 46
and a second addition stage 47. Again each of these components is preferably
implemented in software stored on a memory of the transmitting terminal 102(X)
and executed on a processor of that terminal, but the option is not excluded of
some or all of these components being in part or in whole implemented in

dedicated hardware.

An input of the third subtraction stage 42 is arranged to receive the input signal
comprising the series of input macroblocks. The other input of the third
subtraction stage 42 is coupled to the output of the intra-frame prediction module
28. The output of the third subtraction stage 42 is coupled to the input of the
second transform quantization module 44, the output of which is arranged to
supply quantized transform coefficients as part of the encoded video signal for
transmission to a recipient terminal 102(Y) or 102(Z), etc. The output of the
second transform quantization module 44 is also coupled to the input of the
second scaling inverse transform module 46. The output of the second scaling
inverse transform module 46 is coupled to the input of the second addition stage
47, and the other input of the second addition stage is coupled to the output of
the intra-frame prediction module 28. The output of the second addition stage 47
is coupled to the input of the second deblocking filter 48, and the output of the
second deblocking filter 48 is coupled to an input of the second subtraction stage
40. The other input of the second subtraction stage 40 is coupled to the output of
the first deblocking filter 34. The output of the second subtraction stage 40 is
coupled to the input of the lossless coding module 43. The output of the lossless

coding module 43 is arranged to supply sync coefficients as part of the encoded
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video signal for transmission to the one or more recipient terminals, 102(Y),
102(2), etc.

In operation, the third subtraction stage 42, second transform quantization
module 44 and intra-frame prediction module 28 produce quantized transform
coefficients as part of the encoded video signal for transmission to a recipient
terminal 102(Y) or 102(2), etc., in a similar manner to the intra-frame prediction

process described above.

The quantized transform coefficients are also supplied to the input of the second
scaling inverse transform module 46. Similarly to the effect of the first scaling
inverse transform block 36, first addition stage 32 and first deblocking filter 34,
the overall effect of the second scaling inverse transform block 46, second
addition stage 37 and second deblocking filter 48 is to recreate a decoded video
signal as it would appear when decoded at the recipient terminal 102(Y) or

102(2), etc. (if only intra-frame prediction coding was used).

The second subtraction stage 40 then determined the difference between this
decoded video signal comprising only the intra-frame prediction coded data and
the decoded video signal of a corresponding one of the inter-frames as output
from the first deblocking filter 34. The difference between the intra-frame
prediction decoded frame and corresponding inter-frame is then loslessly
encoded by the lossless encoding module 43. Lossless encoding means directly
representing the image data of the frame, in a manner allowing exact

reproduction at the decoder.

By transmitting these losslessly encoded sync coefficients along with the
quantized transform coefficients, this means the sync-frame decoded using both
sets of coefficients will be bit-wise exact to the corresponding one of the inter-

frames.
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An example application of the present invention is now described in relation to

Figures 5 and 6.

Figure 5 is a schematic illustration of a packet-based network such as the
Internet, which comprises a plurality of interconnected elements such as those
labelled 102, 104, 105 and 106. Each network element is inter-coupled with the
rest of the Internet 108, and is configured to communicate data with other such
elements over the Internet by transmitting and receiving data in the form of
Internet Protocol (IP) packets. Each element also has an associated [P address
locating it within the Internet. The elements shown explicitly in Figure 1 are: a
plurality of end-user terminals 102(A) to 102(E) such as desktop or laptop PCs or
Internet-enabled mobile phones; one or more servers 104 of a communication
system; one or more web servers 105; and a gateway 106 to another type of
network 109 such as to a traditional Public-Switched Telephone Network (PSTN)
or other circuit switched network, and/or to a mobile cellular network. However, it
will of course be appreciated that many more elements make up the Internet than
those explicitly shown. This is represented schematically in Figure 1 by a
communications cloud 108 which will include many other end-user terminals,
servers and gateways, as well as routers of Internet service providers (ISPs) and

Internet backbone routers.

Packet-based networks such as the Internet can be used to implement a number
of different types of communication between end-users, such as voice-over-IP
calls, video-over-IP calls, instant messaging (IM) chat sessions, and file transfer.
To achieve this, each of a plurality of end-users installs and executes a client
application on their respective terminal 102. The client applications together with
any required functionality of server 104 form a communication system running
over the Internet. Further, by communicating via a gateway to a telephone
network (not shown), the system may also allow communication with other types
of network such as a PSTN network in order to call a conventional fixed land-line

or a mobile cellular network in order to call a mobile phone.
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For example, voice or video-over-IP (VolP) calls are beneficial to end-users
because they are typically of significantly lower cost than fixed line or cellular
mobile calls, often even free when from one VolP client to another (rather than
via a gateway to a telephone network). The cost savings may be particularly
significant in the case of international or long-distance calls, because when
communicating over the Internet using IP then the cost need not be dependent

on distance.

In order to communicate with another client, the initiating client needs to know the
IP address of the terminal 102 on which the other client is installed. Therefore a

process of address look-up is required.

Some Internet-based communication systems are managed by an operator, in
that they rely on one or more centralized, operator-run servers 104 for address
look-up. In that case, when one client is to communicate with another, then the
initiating client must contact a centralized server run by the system operator to

obtain the callee’s IP address.

In contrast to these operator managed systems, another type of Internet-based
communication system is known as a “peer-to-peer” (P2P) system. The idea
behind peer-to-peer (P2P) systems is to devolve responsibility away from
centralized operator servers and into the end-users’ own terminals. In the least,
this means responsibility for address look-up is devolved to end-user terminals
like those labelled 102(C) to 102(E) in Figure 1. Each user terminal 102 runs a
P2P client application, and each such terminal forms a node of the P2P system.
P2P address look-up works by distributing a database of IP addresses amongst a
subgroup of the end-user nodes, termed herein “supernodes”. The database is a
list which maps the usernames of all online or recently online users to the
relevant IP addresses, such that the IP address can be determined given the

username.
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Each supernode acts as an IP address look-up point for a group of other nearby
nodes, and its respective list contains the usernames and IP addresses of the
nodes in that subgroup. The subgroup need not necessarily be “nearby” in terms
of geographical location, but rather in terms of how directly connected the nodes
are to the supernode (which may be related to geographical location). Each client
will monitor certain factors of its respective terminal 102 such as constancy of IP
address and up-time to determine whether it should become a supernode. If so,
the IP address of the supernode is advertised to the client applications running
on other nearby nodes, and the supernode gathers the IP addresses and
usernames of those nearby nodes for its list. Then, instead of contacting a
centralized server, the client on an initiating node will contact its supernode to
look up the IP address of the other node. Referring to Figure 1 for example, the
client on one user node 102(C) may look up the IP address of another user node
102(D) from a further user node 102(E) which happens to have become a
supernode (the user of the supernode need not be involved in the communication
or be a contact of the two other users). If the contacted supernode does not have
the required IP address in its list because its respective subgroup does not
include said other node, then the querying node 102(C) or supernode(E) may
contact one or more other supernode to find one whoses subgroup does include
that other node and thus determine the required address. In this way, the list
mapping usernames to IP addresses is distributed amongst end-user nodes and

no server is required for address look-up.

There may also be a P2P client application installed at one or more gateways
106 coupled to both the Internet 108 and one or more other networks 109 such
as a PSTN network and/or a mobile cellular network. This allows the P2P client
applications running on end-user terminals 102 to communicate with ordinary
land-line telephones and/or mobile telephones respectively, even if those
telephones themselves do not run P2P client applications and are not directly

coupled to the Internet. In that case, the P2P client application on the terminal
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102 sets up a connection over the Internet with the P2P client application on the
gateway 106 using P2P call set-up and provides it with a phone number, and the
gateway 106 uses the phone number to set up a connection with the telephone
over the respective other network. Or in the other direction, a telephone user may
dial into the gateway 106 with a number that identifies the user within the P2P
system, and the gateway 106 will set up a connection with that user’s terminal
102 over the Internet. In either case, a bidirectional communication channel can

thus be established via the internet and PSTN or mobile cellular network.

[n addition to address look-up, a supplier of the P2P client application may
choose to provide some additional, secondary features which in contrast to
address look-up may involve a server 104. One such function is the distribution of
authentication certificates which are supplied from the server 104 to the user
terminals 102 when they first register with the P2P system. After initial
registration, the users’ clients can then exchange the certificates in order to
authenticate each other without further involvement of a server. The P2P server
104 may also be used to provide some other secondary features in relation to a
P2P network, such as to host contact lists and/or “avatar’ images (images
chosen by the users to represent themselves graphically to others of the P2P
network). Nonetheless, the primary function of address look-up is still handled in

a distributed fashion by end-user nodes, not by a server.

More details of address look-up in an exemplary P2P system can be found in

WO 2005/009019.

VolIP or other packet-based communications can also be implemented using non-
P2P systems that do use centralized call set-up and/or authentication, e.g. via a

server or cellular network.

Each of the end-user terminals 102 may also be installed with other Internet-

related software such as a web browser which, when executed, allows the user
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terminal 102 to retrieve information in the form of web pages and associated data
from web servers 105 coupled to the Internet 108. This could include streaming

video from a web server 105 accessed via a web page.

The schematic block diagram of Figure 6 shows an example of an end-user
terminal 102, which is configured to act as a terminal of a P2P system operating
over the Internet. The terminal 102 comprises a processor or CPU 200
operatively coupled to: a network interface 202 such as modem for connecting to
the Internet 108, a non-volatile storage device 204 such as a hard-drive or flash
memory, and a volatile memory device such as a random access memory (RAM)
206. The terminal 102 also comprises one or more user input devices, for
example in the form of a keyboard or keypad 210, a mouse 208, a microphone
216 and a webcam 218, each operatively coupled to the CPU 200. The terminal
102 further comprises one or more user output devices, for example in the form
of a display screen 208 and speaker 214, again each operatively coupled to the

CPU 200.

The storage device 204 stores software including at least an operating system
(0S) 220, and packet-based communication software in the form of a P2P client
application 222. The storage device may also store other Internet-related
software such as a web-browser 221. On start-up or reset of the terminal 102, the
operating system software 220 is automatically loaded into the RAM 206 and
from there is run by being executed on the CPU 200. Once running, the operating
system 220 can then run applications such as the web client application 221 and
P2P client application 222 by loading them into the into the RAM 206 and
executing them on the CPU 200. To represent this schematically in Figure 2, the
operating system 220, web client application 221 and P2P client application 222
are shown within the CPU 200.

The P2P client application 222 comprises a “stack” having three basic layers: an

input and output (I/O) layer 224, a client engine layer 226, and a user interface
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(Ul layer 228. Each layer is responsible for specific functions. Because each
successive layer usually communicates with two adjacent layers (or one in the
case of the top layer), they are regarded as being arranged in a stack as shown
in Figure 6. The web client application 221 and P2P client application 222 are
said to be run “on” the operating system 220. This means that in a multi-tasking
environment they are scheduled for execution by the operating system 220; and
further that inputs to the web client application 221 and the lowest (I/O) layer 224
of the P2P client application 222 from the input devices 202, 216 and 218 as well
as outputs from web client application 221 and the 1/O layer 224 of the P2P client
application 222 to the output devices 202, 208 and 214 may be mediated via

suitable drivers and/or APls of the operating system 220.

The I/O layer 224 of the P2P client application comprises audio and video codecs
which receive incoming encoded streams and decodes them for output to
speaker 214 and/or display 208 as appropriate, and which receive unencoded
audio and/or video data from the microphone 216 and/or webcam 218 and
encodes them for transmission as streams to other end-user terminals 102 of the
P2P system. The I/O layer 224 may also comprises a control signalling protocol

for signalling control information between terminals 102 of the network.

The client engine 226 then handles the connection management functions of the
P2P system as discussed above, such as establishing calls or other connections
by P2P address look-up and authentication. The client engine may also be
responsible for other secondary functions of the P2P system such as supplying
up-to-date contact lists and/or avatar images of the user to the P2P server 104;
or retrieving up-to-date contact lists of the user and retrieving up-to-date avatar
images of other users from the P2P server 104. Further, the client engine may
retrieve presence information from the other clients of the users in the contact list
by periodically polling them via a public API, and reciprocally provide its own
presence information when polled by those other clients that are online.

Exchange of presence information directly between clients via a public APl is the
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preferred option, but alternatively the presence information could be exchanged
via an intermediate node such as a server 104. The presence of a user is

preferably defined in part by that users themselves.

The Ul layer 228 is responsible for presenting decoded video to the user via the
display 208, for presenting the output on the display 208 along with other
information such as presence and profile information and user controls such as
buttons and menus, and for receiving inputs from the user via the presented

controls.
Some different routing options are now discussed in relation to Figures 7a-7e.

In the example of Figure 7a, a transmitting terminal X uses P2P connection set-
up to establish separate connection with each of multiple recipient terminals such
as Y and Z over the Internet 108, and transmits a separate instance of the video
stream directly to each of them. One of the recipient terminals such as Z may join
the stream later, and when it does requests a sync frame. This could be achieved
by means of a separate request message or be implicit in the request to join the
stream. If at any point after either one of the recipients Y or Z joins the stream it
suffers packet-loss, it may the request one or more further sync-frames to be
transmitted to it by X from the sync stream, as and when needed. But otherwise,
in absence of such a request, the transmitting terminal X preferably only

transmits the first, inter-frame stream.

Figure 7b gives another P2P example. Here, the transmitting terminal X sets up a
single connection with another user terminal 102(W) which is to act as a multi-
casting relay of the stream, and W sets up separate connections with the
recipients Y and Z, all by P2P set-up. The transmitting terminal X transmits the
video stream to W, and W relays instances of the stream to the recipients Y and
Z. The relay terminal itself may be a recipient of the stream, or may act purely as

a relay. If for example Z joins the stream after Y, it may request a sync-frame
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from X, either by the described connections or by another route. Further, if either
Y or Z suffers packet-loss (or indeed W if it is a recipient rather than pure relay),
then it may the request one or more further sync-frames to be transmitted to

them by X from the sync stream generated at X.

Note that in this example, since X only transmits one instance of the stream
which is then duplicated at the relay W, it is possible that a requested sync-frame
will be transmitted to a recipient who does not require it due to a request from
another. Nonetheless, if this happens relatively infrequently, then there is still a
significant bandwidth saving over the conventional periodic key-frame approach.
Alternatively the sync frame could be sent by a different route than the main inter-

frame stream.

A non-P2P example is illustrated in Figure 7c. This is similar to the example of
Figure 7b, except that a centralized server 104 is used in place of a relaying user
terminal 102(W). The transmitting terminal X sets up a single connection with the
server 104, and the server 104 sets up separate connections with the recipients
Y and Z. The transmitting terminal X transmits the video stream to the server
104, and the server 104 relays instances of the stream to the recipients Y and Z.
Again for example if Z joins the stream after Y, it may request a sync-frame from
X, e.g. via the server 104. Further, if either Y or Z suffers packet-loss, then it may
the request one or more further sync-frames to be transmitted to them by X from

the sync stream.

The video encoding described herein is not only applicable to transmission
between end-user terminals 102 in a communication system. In the example of
Figure 7d for instance, video is streamed from a web server 105 to multiple end-
user terminals such as X and Y. Each user terminal X and Y establishes a
respective connection with the web server 105, and if one joins the stream late or
suffers packet-loss then it may request a sync-frame to be transmitted to it by the

web server 105 from a sync stream generated at the web server 105.
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In the example of Figure 7e, a P2P client application is running on a gateway 106
to another network. In this case another terminal (not shown) of the other network
is generating the encoded video including the sync stream, and each of a
plurality of user terminals such as W and Z establish a connection with the client
on the gateway and thereby receive the video from the other terminal. If one joins
the stream late or suffers packet-loss then it may request a sync-frame to be
transmitted to it by the other terminal via the gateway 106 from a sync stream
generated at the other terminal. Alternatively the client running on the gateway
106 could perform some of all of the video coding, including the possibility of
generating the sync stream, in which case the sync-frames could be requested

from the gateway 106.

It will be appreciated that the above embodiments have been described only by

way of example.

For instance, other options for triggering request of a sync-frame by the recipient
terminal may be used, e.g. one other possibility would be to request a sync frame

if a user clicks or selects a control to report bad quality or artifacts.

In the embodiments described above, the encoder always generates the sync
stream but only transmits the sync frames on demand as and when needed.
However, in alternative embodiments the encoder could actually generate the

sync frames on demand.

The sync-frames described above preferably encoded losslessly by using the
sync coefficients to encode the difference between a corresponding inter-frame
the sycn-frame’s intra-frame prediction data, but in other embodiments could
instead transmit an intra-frame without this additional encoding. In less preferred
embodiments, the sync-frames or such like need not necessarily be lossless or

bitwise-exact to a corresponding inter-frame. Some degree of difference may be
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permissible, especially perhaps for short videos where propagation of errors

through the video may be less of a problem.

Where it is referred to a frame, intra-frame, sync-frame, inter-frame or such like,
this may refer to an image of the whole height and width of the video, but this is
not necessarily the case and more generally the terms could refer to any image

portion.

By inter-frame and intra-frame encoding or such like this does not necessarily
mean encoded according to any specific standard. More generally, inter-frame
encoding or such like means encoded relative to other image data from a
preceding time, and could relate to encoding any portion of a video image from
one time to a next. Intra-frame encoding could refer to any coding between
portions of image data representing substantially the same moment or interval in
time, using intra-frame prediction or otherwise; or indeed any alternative
encoding suitable for mitigating the effect of missed or insufficient inter-frame

data could be used in the role of the sync frames discussed above.

Where it is said the stream is “live” or in “real-time”, this does not necessarily
mean it is being viewed live or transmitted or received with the exact timing of
real-life events, but more generally that some kind of “on the fly” decision or
operation regarding decoding is being made at the recipient terminal as the
stream arrives (as opposed to transmitting and receiving a whole encoded file
then only decoding later after the whole file has been received). E.g. the stream
could actually be being stored at the receiving terminal rather than being viewed
live, but the invention is still applicable if the receiving terminal is performing
some degree of decoding or analysis relating to decoding as the stream arrives
such that it can request a sync frame where needed. That is to say, the request
for the sync-frame or such like is received from the recipient during ongoing
transmission of the stream - after starting transmission of the inter-frame stream

but before finishing transmission. Note also that “ongoing transmission” in this
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sense does not mean there is no absolutely break in the data (indeed in the case
of packet-loss there is a break in the received data at least), but rather during

substantively ongoing transmission of the same video content.

As discussed, the present invention preferably transmits video without the
periodic transmission of intra-frame encoded video data, and preferably without
any extra intra-frame encoded data apart from the initial key-frame and that
which is transmitted on request of the recipient. However, in embodiments this
could mean only substantially without periodic or extra transmission of intra frame
encoded data, in the sense that inclusion of a negligible amount of intra-frame
encoded data does not extend beyond the principle of the invention. E.g.
inclusion of periodic intra frame data that was too infrequent to be useful in

avoiding errors would not be substantially periodic.

The decoded video could be output to any output device at the receiver, e.g. by
being played via a video screen, or stored in a memory device, or relayed to

another recipient.

According to certain aspects of the present invention, there may be provided a
method of transmitting video to one or more recipient terminals, the method
comprising: transmitting a stream of data portions each encoding image data of
the video corresponding to a different respective time, the data portions of said
stream including at least a sequence of first data portions each being encoded
relative to a preceding one of the data portions in said stream; receiving a
request signal from one or more recipient terminals of the stream; and selectively
transmitting a second data portion to each of the recipient terminal in association
with the stream of first data portions, the second data portion encoding image
data of the video in a form decodable independently of any preceding ones of
said image data portions in the stream; wherein the selective transmission

comprises: in response to each of the one or more request signals, selecting to
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transmit a second data portion to the; and at at least another time, omitting to

transmit a second data portion in absence of a request.

According to other aspects of the invention, there may be provided a method
comprising: transmitting a stream of inter frame encoded video data to one or
more recipient terminals; receiving a request signal from one or more of the one
or more recipient terminals; and at each of a plurality of times, selecting whether
to transmit intra frame encoded video data to each of the one or more recipient
terminals in association with the inter frame encoded video data, and transmitting
the intra frame encoded video data in accordance with the selection; wherein the
selection comprises: in response to each of the one or more request signals,
selecting to transmit the intra frame encoded video data to the respective
recipient terminal at a corresponding one of said times; and at at least another of
said times, omitting to transmit intra frame encoded video data to one of the
recipient terminals in absence of a request signal from the respective recipient

terminal.

Other applications and configurations of the present invention may be apparent
to a person skilled in the art given the disclosure herein. The present invention is

not limited by the described embodiments, but only by the appended claims.
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Claims
1. A method of transmitting video to multiple recipient terminals, the method
comprising:

transmitting the stream of inter frame encoded data to the multiple
recipient terminals;

during ongoing transmission of the stream to the recipient terminals,
receiving a respective request signal from each of those multiple recipient

terminals; and
in response to each of the request signals, transmitting alternatively
encoded video to the respective recipient terminal in association with the inter

frame encoded video data.

2. The method according to claim 1, wherein the alternatively encoded video

data is intra frame encoded video data.

3. The method according to claim 1 or 2, comprising:

during ongoing transmission of the stream to each of the recipient
terminals, receiving a respective plurality of request signals at different times
from each of the recipient terminals; and

in response to each of those request signals, transmitting alternatively
encoded video to the respective recipient terminal in association with the inter

frame encoded video data.

4, The method according to claim 2 or claim 3 as dependent on claim 2,
wherein the stream of inter frame encoded video data is transmitted substantially

without periodic transmission of intra frame encoded video data.

5. The method according to claim 4, wherein the intra frame encoded video

data is transmitted to each of the one or more recipient terminals only in
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response to a request signal from the respective recipient terminal and at the

beginning of the stream.

6. The method according to any preceding claim, wherein the alternatively
encoded video data is transmitted in parallel with the stream of inter frame

encoded video data.

7. The method according to any preceding claim, wherein the request signal
indicates that the respective recipient terminal has failed to receive a portion of

the inter frame encoded video data.

8. The method according to claim 2 or any claim as dependent thereon,
comprising receiving a request from a further terminal to join the stream; and in
response, transmitting the stream of inter frame encoded video data and an initial

portion of intra frame encoded video data to the further terminal.

9. The method according to claim 2 or any claim as dependent thereon,
comprising generating a first stream and parallel second stream, the first stream
comprising a plurality of frames of inter frame encoded video data and no more
than one frame of intra frame data, and the second stream comprising a plurality
of frames of intra frame encoded video data;

wherein said transmission of the stream of inter frame encoded video data
comprises transmitting the first stream, and said transmission of the intra frame
encoded video data comprises transmitting selected frames of the second

stream.

10.  The method according to claim 9, wherein each of the frames of intra
frame data in the second stream is substantially equivalent, when decoded, to a

respective corresponding one of the frames of inter frame data in the first stream.
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11.  The method according to claim 10, wherein each of the frames of intra
frame data in the second stream is bitwise exact, when decoded, to a respective

corresponding one of the frames of inter frame data in the first stream

12.  The method according to claim 9, 10 or 11, wherein there are fewer

frames of the first stream per unit time than frames of the first stream.

13.  The method according to any preceding claim, wherein the transmission of
the inter frame encoded video data and the alternatively encoded video data is

over a packet-based communication network.

14,  The method according to claim 13, wherein the packet-based

communication network comprises the internet.

15.  The method according to claim 13 or 14, comprising establishing a
connection with the recipient terminal over said packet-based communication
network using a peer-to-peer communication system, wherein the inter frame
encoded video data and alternatively encoded video data is transmitted over said

peer-to-peer established connection.

16. A method of decoding received video, the method comprising:

receiving a stream of inter frame encoded video data transmitted from a
transiting terminal,

during ongoing receipt of the stream from the transmitting terminal,
sending a request signal to that transmitting terminal;

in response to the request signal, receiving back alternatively encoded
video data from the transmitting terminal in association with the inter frame
encoded video data; and

decoding the received video using the inter frame encoded video data in
association with the alternatively encoded video data, and outputting the

decoded video to an output device
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17.  The method according to claim 16, wherein said alternatively encoded

video data is intra frame encoded video data.

18.  The method according to claim 16 or 17, wherein the sending of said
request signal is trigged by failing to receive a portion of inter frame encoded

data from the transmitting terminal.

19. A computer program product for transmitting video to multiple recipient
terminals, the program product comprising code embodied on a computer-
readable medium and configured so as when executed on a processor to:

transmit the stream of inter frame encoded data to the multiple recipient
terminals;

during ongoing transmission of the stream to the recipient terminals,
receive a respective request signal from each of those muiltiple recipient
terminals; and

in response to each of the request signals, transmitting alternatively
encoded video to the respective recipient terminal in association with the inter

frame encoded video data.

20.  The computer program product according to claim 19, wherein the

alternatively encoded video data is intra frame encoded video data.

21.  The computer program product according to claim 19 or 20, wherein the
code is configured to:

during ongoing transmission of the stream to each of the one or more
recipient terminals, receive a respective plurality of request signals at different
times from each of the recipient terminals; and

in response to each of those request signals, transmit alternatively
encoded video to the respective recipient terminal in association with the inter

frame encoded video data.
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22.  The computer program product according to claim 20 or claim 21 as
dependent on claim 20, wherein the code is configured to transmit the stream of
inter frame encoded video data substantially without periodic transmission of

intra frame encoded video data.

23.  The computer program product according to claim 22, wherein the code is
configured to transmit intra frame encoded video data to each of the recipient
terminals only in response to a request signal from the respective recipient

terminal and at the beginning of the stream.

24. A computer program product for decoding received video, the program
product comprising code embodied on a computer-readable medium and
configured so as when executed on a processor to:

receive a stream of inter frame encoded video data transmitted from a
transiting terminal;

during ongoing receipt of the stream from the transmitting terminal, send a
request signal to that transmitting terminal; and

in response to the request signal, receive back alternatively encoded
video data from the transmitting terminal in association with the inter frame
encoded video data; and

decode the received video using the inter frame encoded video data in
association with the alternatively encoded video data, and output the decoded

video to an output device.

25.  The computer program product according to claim 24, wherein the

alternatively encoded video data comprises intra frame encoded video data.
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26. A transmitter for transmitting video to multiple recipient terminals, the
transmitter comprising:

a transceiver arranged to transmit a stream of inter frame encoded video
data to multiple recipient terminals and, during ongoing transmission of the
stream to the recipient terminals, to receive a respective request signal from
each of those multiple recipient terminals; and

an encoder coupled to the transceiver and configured to transmit, in
response to each of the request signals, alternatively encoded video to the
respective recipient terminal in association with the inter frame encoded video

data.

27.  The transmitter according to claim 26, wherein the alternatively encoded

video data is intra frame encoded video data.

28.  The transmitter according to claim 26 or 27, wherein:

the transceiver is configured to, during ongoing transmission of the stream
to each of the one or more recipient terminals, receive a respective plurality of
request signals at different times from each of the recipient terminals; and

the encoder is configured to transmit, in response to each of those request
signals, alternatively encoded video to the respective recipient terminal in

association with the inter frame encoded video data.

29. The transmitter according to claim 27 or claim 28 as dependent on claim
27, wherein transceiver is configured to transmit the stream of inter frame
encoded video data substantially without periodic transmission of intra frame

encoded video data.

30. The transmitter according to claim 29, wherein the encoder is configured
to transmit intra frame encoded video data is transmitted to each of the recipient
terminals only in response to a request signal from the respective recipient

terminal and at the beginning of the stream.
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31.  Areceiver for decoding received video, the receiver comprising:

a transceiver arranged to receive a stream of inter frame encoded video
data transmitted from a transiting terminal; and

a decoder coupled to the transceiver and configured to send, during
ongoing receipt of the stream from the transmitting terminal, a request signal to
that transmitting terminal;

wherein the transceiver is arranged to receive back, in response to the
request signal, alternatively encoded video data from the transmitting terminal in
association with the inter frame encoded video data; and

the decoder is configured to decode the received video using the inter
frame encoded video data and alternatively encoded video data, and output the

decoded video to an output device.

32.  The receiver according to claim 31, wherein the alternatively encoded

video data is intra frame encoded video data.
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