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(57)摘要

各实施例提供了跨不同群集的服务迁移以

平衡利用率并且满足顾客需求。不同的服务迁移

选项可以有停机时间或没有停机时间地被执行。

服务的人工产物被移至新的目的地群集。服务在

新目的地群集上被创建并且被发起，以使服务几

乎准备好启动。在一实施例中，服务在旧群集上

被停止并且在新群集上被启动。在停止服务之

后，DNS被更新以指向新群集上的服务。在另一实

施例中，服务在旧群集上被停止并且以同一IP地

址在新群集上被启动，以避免DNS重新编程及相

关联的延迟。在进一步实施例中，通过将服务逐

部分地自一个群集移至另一个群集而无停机时

间地执行迁移。
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1.一种计算机实现的方法，包括：

复制在计算环境中的第一群集上运行的服务的人工产物，所述第一群集包括第一组虚

拟机；

使用所述人工产物在所述计算环境中的第二群集上创建所述服务，所述第二群集包括

第二组虚拟机；

在所述第一群集上停止所述服务的所选部分；

在所述第二群集上启动所述服务的相对应的所选部分；

将所述停止和启动步骤执行两次或更多次，直到所选服务的所有部分已在所述第一群

集上被停止且所述服务的所有相对应部分已在所述第二群集上被启动；以及

删除所述第一群集上的服务；

其中,所述方法还包括更新网络以连接所述第一群集上的服务和所述第二群集上的服

务的已启动部分。

2.如权利要求1所述的方法，还包括：

向所述服务指派IP地址；以及

使用所述IP地址在所述第一群集和所述第二群集两者上同时支持所述服务。

3.如权利要求1所述的方法，还包括：

向所述第二群集上的服务指派IP地址；以及

更新网络位置服务以便将所述服务与所述第二群集上的IP地址相关联。

4.如权利要求3所述的方法，其特征在于，所述网络位置服务是域名系统DNS。

5.如权利要求1所述的方法，还包括：

在停止所述第一群集上的服务之后，从所述第一群集移除与所述服务相关联的IP地

址；以及

向所述第二群集上的服务指派IP地址。

6.如权利要求1所述的方法，其特征在于，所复制的人工产物包括代码、证书和型号中

的一个或多个。

7.如权利要求1所述的方法，其特征在于，所述第一群集和所述第二群集位于数据中心

内。

8.如权利要求1所述的方法，其特征在于，承租者迁移器执行复制、创建、停止、启动和

删除步骤。
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跨群集边界的服务迁移

[0001] 背景

[0002] 大规模数据中心一般包括运行标准软件包的集合的硬件机器的有组织群集，诸如

web服务器、数据库服务器等等。出于容错和管理原因，数据中心中的机器一般被分成多个

群集，所述多个群集独立地由协调各软件应用的各资源的一框架监控和管理。在一实施例

中，框架可以是例如供应、支持、监控和命令构成数据中心的各虚拟机(VM)和物理服务器的

Windows  AzureTM结构控制器。

[0003] 在现有的数据中心中，每个承租者在其整个生命周期被部署至单个群集，允许承

租者的部署被单个框架管理。然而，该配置可以限制承租者的成长，因为扩展被限制于该单

个群集内的机器。承租者和群集间的紧密耦合要求数据中心操作者将群集的容量维持在一

级别，该级别将满足部署在该群集上的承租者的潜在的将来要求。通常，这导致群集在预期

可能的将来需求时以低电流利用率进行操作。即使多余容量被维持时，这仅仅改进了承租

者的将来需求将被支持的可能性。不保证承租者规模请求将被限制于已保留的容量并且，

因此，有时承租者可能不能获得所需的容量。

[0004] 将服务限制于一个群集也为该服务创建单个故障点。如果控制该群集的框架发生

故障，则整个群集将发生故障，并且该群集上所支持的所有服务都将不可用。

[0005] 概述

[0006] 提供本概述是为了以精简的形式介绍将在以下详细描述中进一步描述的一些概

念。本概述并不旨在标识所要求保护主题的关键特征或必要特征，也不旨在用于限制所要

求保护主题的范围。

[0007] 本发明的各实施例允许承租者的服务有停机时间或无停机时间地在多个群集间

移动。服务与群集上的特定IP地址相关联。用户使用一域名接入服务，该域名通过域名系统

(DNS)或其他网络位置服务转换成IP地址。在服务在各群集间移动时，服务的IP地址可能改

变或可能不改变。

[0008] 服务可以通过以下步骤有停机时间地被迁移：在新群集中发起服务的新实例；等

待该新实例准备就绪；然后停止原始实例；并将服务的DNS名称指向与服务在新群集上的新

部署相对应的IP地址。

[0009] 或者，服务可以有停机时间地被迁移至新群集，并且保留原始IP地址。这会避免在

DNS高速缓存被重新填充的同时对DNS及相关延迟重新编程的需求。

[0010] 迁移服务的进一步替代方案是通过以下步骤来无停机时间地执行迁移：逐部分地

移动服务使得服务在迁移过程期间总是在群集中的一者或两者中运行。

[0011] 附图简述

[0012] 为了进一步阐明本发明的各实施例的以上和其他优点和特征，将参考附图来呈现

本发明的各实施例的更具体的描述。可以理解，这些附图只描绘本发明的典型实施例，因此

将不被认为是对其范围的限制。本发明将通过使用附图用附加特征和细节来描述和解释，

附图中：

[0013] 图1是图示用于跨不同群集移动服务的承租者迁移器的框图。
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[0014] 图2图示了具有服务停机时间且需要DNS重新编程的服务迁移。

[0015] 图3图示了具有服务停机时间但保留服务的IP地址的服务迁移。

[0016] 图4图示了消除服务停机时间并保留服务的IP地址的服务迁移。

[0017] 图5图示了用于承租者迁移的适当的计算和联网环境的示例。

[0018] 详细描述

[0019] 图1是图示用于跨不同群集12、13移动服务的承租者迁移器11的框图。承租者迁移

器11连接至数据中心中的所有群集。一旦数据中心操作者决定在各群集间移动服务，例如，

为了平衡利用率或为了满足承租者需求，承租者迁移器11就标识该服务的正确目的地群

集。目的地群集的选择可以基于各因素，诸如潜在目的地群集的利用、服务所作的当前需求

等等。一旦标识了目的地群集，承租者迁移器11就通过在原始群集和新群集上创建/删除VM 

14、15上的实例来移动服务。

[0020] 承租者迁移器11控制如操作者所选择的那样是有停机时间还是没有停机时间地

执行迁移。如果新IP地址被指派给服务则承租者迁移器11可以请求对DNS记录的更新，或者

如果服务保持相同地址时则承租者迁移器11可以将IP地址移至新群集。服务存在性在迁移

期间是互斥的。例如，当服务被迁移时，承租者迁移器11确保从顾客角度来看服务的两个实

例绝不会都在运行。

[0021] 图2图示了根据一实施例的具有服务停机时间且需要DNS重新编程的服务迁移。承

租者迁移器21已标识在群集22上运行的要被移至群集23的服务。旧服务被指派群集22上的

一个旧IP地址。在步骤201中，承租者迁移器21标识并复制来自群集22的服务人工产物，诸

如代码、比特、证书、型号等。通过使用这些人工产物，在步骤202中在群集23上创建新服务，

但该服务未被启动。

[0022] 承租者迁移器21在步骤203中指示新群集23来发起新服务群集23在步骤204中选

择适当的节点并且设立VM来运行该服务。群集23上的新IP地址被指派给该新服务。群集23

在此时不启动该服务。承租者迁移器21在步骤206中等待该服务在新群集上被发起，这例如

在步骤205中指示。

[0023] 一旦新服务已被发起，承租者迁移器21就在步骤207中停止旧服务，并接着在步骤

208中启动新服务。在步骤209中从群集22删除旧服务，这为该群集上运行的其他服务打开

空间以扩展或被添加。

[0024] 然后，承租者迁移器在步骤210中更新中央DNS记录以使该服务的域名指向群集23

上的适当的新IP地址。DNS记录更新可以用步骤207和208同时执行，而同时旧服务被停止且

新服务被启动。

[0025] 在步骤207中停止旧服务和在步骤208中启动新服务之间有一时间段服务将对于

用户不可用。此外，如果用户使用域名来接入服务，则在DNS记录从服务的域名的旧IP地址

被更新至新IP地址的同时，可能有附加延迟。由于DNS支持跨互联网分布的许多本地高速缓

存，因此需要时间来更新全部这些高速缓存。一旦中央DNS记录被更新，则本地DNS高速缓存

被清除并且用新IP地址来更新。在这些更新发生之前，用户将被定向至旧群集22，该旧群集

22不再运行服务并，因此，使用该服务的尝试将失败

[0026] 图3图示了根据一实施例的具有服务停机时间但保留服务的IP地址的服务迁移。

承租者迁移器31已标识在群集32上运行的要被移至群集33的服务。旧服务被指派群集32上
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的一个IP地址。在步骤301中，承租者迁移器31标识并复制来自群集32的服务人工产物，诸

如代码、比特、证书、型号等。通过使用这些人工产物，在步骤302中在群集33上创建新服务，

但该服务未被启动。

[0027] 承租者迁移器31在步骤303中指示新群集33来发起新服务。群集33在步骤304中选

择适当的节点并且设立VM来运行该服务。群集33在此时不启动该服务。承租者迁移器31在

步骤306中等待该服务在新群集上被发起，这例如在步骤305中指示。

[0028] 一旦新服务已被发起，则承租者迁移器31在步骤307中停止旧服务。在步骤308中，

服务的IP地址从群集32移除。

[0029] 服务的IP地址在步骤309中被添加至群集33，并且群集33上的新服务在步骤310上

被启动。

[0030] 最后，在步骤311中从群集32删除旧服务，这为该群集上运行的其他服务打开空间

以扩展或被添加。

[0031] 由于服务的IP地址尚未改变，因此承租者迁移器不需要如同图2所示的过程中所

需的那样更新DNS记录。因此，在步骤307中停止旧服务和在步骤310中启动新服务之间有一

时间段服务将对于用户不可用。然而，一旦新服务被启动，用户可能仍使用域名接入该服

务，而不等待任何DNS记录更新延迟。本地DNS高速缓存将是准确的，因为服务的域名将仍旧

与服务的相同IP地址相关联。

[0032] 图4图示了根据一实施例的消除服务停机时间且保留服务的IP地址的服务迁移。

承租者迁移器41已标识在群集42上运行的要被移至群集43的服务。旧服务被指派群集42上

的一个旧IP地址。在步骤401中，承租者迁移器41标识并复制来自群集42的服务人工产物，

诸如代码、比特、证书、型号等。通过使用这些人工产物，在步骤402中在群集43上创建新服

务，但该服务未被启动。

[0033] 承租者迁移器41在步骤403中指示新群集43来发起新服务。群集43在步骤404中选

择适当的节点并且设立VM来运行该服务。同一IP地址在群集42和群集43两者上用于该服

务。承租者迁移器41在步骤406中等待该服务在新群集上被发起，这例如在步骤405中指示。

[0034] 一旦新服务已被发起，则承租者迁移器41在步骤407中停止旧服务的一部分。然

后，承租者迁移器41在步骤408中启动新服务的相应部分。网络也在步骤408中按需被更新

以连接旧服务和新服务的已启动部分以及负载平衡器及其他路由组件，以允许它们跨群集

42、43指向已启动的服务。不像图2和3所示的过程，服务的仅仅一部分(例如，所选数量的VM

或实例)在步骤407中被停止且然后在步骤408中被启动。承租者迁移器在步骤409中等待在

新群集上被启动的该部分准备就绪供使用。

[0035] 一旦新部分在步骤409中准备就绪，则承租者迁移器对于服务的下一部分重复(步

骤410)步骤407－409。这些步骤在循环410中继续，直到该服务的全部已经零碎地从旧群集

42移至新群集43。在一实施例中，在每次经过循环410期间逐一地移动值得服务的一个更新

域。承租者会准备好在对服务的升级期间丢失升级域，因此那些分段可用于分割该服务用

于群集间的迁移。

[0036] 在服务的所有部分已经在循环410中被移动之后，在步骤411中从群集42删除旧服

务。

[0037] 由于服务的IP地址尚未改变，因此承租者迁移器不需要如同图2所示的过程中进
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行的那样更新DNS记录。不存在服务在两个群集上均被停止的时间段。因此，服务将没有停

机时间而总是对于用户可用。

[0038] 图5解说了其上可以实现图1-4的示例的适当的计算和联网环境的示例。例如，承

租者迁移器11和/或VM  14、15可以主存在一个或多个计算系统500上。计算系统环境500只

是合适的计算环境的一个示例，而非意在暗示对本发明的使用或功能性范围有任何限制。

例如，多个这样的计算系统500可以被分组以支持数据中心中的群集11、12。本发明可用众

多其他通用或专用计算系统环境或配置来操作。适用于本发明的公知计算系统、环境、和/

或配置的示例包括但不限于：个人计算机、服务器计算机、手持式或膝上型设备、平板设备、

多处理器系统、基于微处理器的系统、机顶盒、可编程消费电子产品、网络PC、微型计算机、

大型计算机、包括任何以上系统或设备的分布式计算环境等等。

[0039] 本发明可在诸如程序模块等由计算机执行的计算机可执行指令的通用上下文中

描述。一般而言，程序模块包括执行特定任务或实现特定抽象数据类型的例程、程序、对象、

组件、数据结构等。本发明也可被实践在分布式计算环境中，分布式计算环境中任务是由通

过通信网络链接的远程处理设备执行的。在分布式计算环境中，程序模块可以位于包括存

储器存储设备在内的本地和/或远程计算机存储介质中。

[0040] 参考图5，用于实现本发明的各个方面的示例性系统可以包括计算机500形式的通

用计算设备。组件可包括但不限于诸如处理单元501之类的各种硬件组件、诸如系统存储器

之类的数据存储502、以及将包括数据存储502在内的各种系统组件耦合到处理单元501的

系统总线503。系统总线503可以是若干类型的总线结构中的任一种，包括存储器总线或存

储器控制器、外围总线和使用各种总线体系结构中的任一种的局部总线。作为示例而非限

制，这样的体系结构包括工业标准体系结构(ISA)总线、微通道体系结构(MCA)总线、增强型

ISA(EISA)总线、视频电子技术标准协会(VESA)局部总线和外围部件互连(PCI)总线(也称

为夹层(Mezzanine)总线)。

[0041] 计算机500通常包括各种计算机可读介质504。计算机可读介质504可以是能由计

算机500访问的任何可用介质，并同时包含易失性和非易失性介质以及可移动、不可移动介

质，但不包括传播信号。作为示例而非限制，计算机可读介质504可包括计算机存储介质和

通信介质。计算机存储介质包括以存储诸如计算机可读的指令、数据结构、程序模块或其他

数据之类的信息的任何方法或技术实现的易失性和非易失性、可移动和不可移动介质。计

算机存储介质包括，但不仅限于，RAM、ROM、EEPROM、闪存或其他存储器技术、CD-ROM、数字多

功能盘(DVD)或其他光盘存储、磁带盒、磁带、磁盘存储或其他磁存储设备，或可以用来存储

所需信息并可以被计算机500访问的任何其他介质。通信介质通常以诸如载波或其他传输

机制之类的已调制数据信号来体现计算机可读指令、数据结构、程序模块或其他数据，并且

包括任何信息传送介质。术语“已调制数据信号”是指使得以在信号中编码信息的方式来设

置或改变其一个或多个特性的信号。作为示例而非限制，通信介质包括诸如有线网络或直

接线连接之类的有线介质，以及诸如声学、RF、红外及其他无线介质之类的无线介质。上面

各项中的任何项的组合也包括在计算机可读介质的范围内。计算机可读介质可被实现为计

算机程序产品，诸如存储在计算机存储介质上的软件。

[0042] 数据存储或系统存储器502包括诸如只读存储器(ROM)和/或随机存取存储器

(RAM)之类的易失性和/或非易失性存储器形式的计算机存储介质。基本输入/输出系统
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(BIOS)包含有助于诸如启动时在计算机500中元件之间传递信息的基本例程，它通常被存

储在ROM中。RAM通常包含处理单元501可立即访问和/或当前正在操作的数据和/或程序模

块。作为示例而非限制性，数据存储502保存操作系统、应用程序、其他程序模块、和程序数

据。

[0043] 数据存储502还可以包括其它可移动/不可移动、易失性/非易失性计算机存储介

质。仅作为示例，数据存储502可以是对不可移动、非易失性磁介质进行读写的硬盘驱动器，

对可移动、非易失性磁盘进行读写的磁盘驱动器，以及对诸如CD  ROM或其它光学介质等可

移动、非易失性光盘进行读写的光盘驱动器。可在示例性操作环境中使用的其它可移动/不

可移动、易失性/非易失性计算机存储介质包括但不限于，磁带盒、闪存卡、数字多功能盘、

数字录像带、固态RAM、固态ROM等。上文所描述的并且在图5中所显示的驱动器以及它们的

关联的计算机存储介质，为计算机500提供对计算机可读取的指令、数据结构、程序模块及

其他数据的存储。

[0044] 用户可通过用户接口505或诸如平板、电子数字化仪、话筒、键盘和/或定点设备

(通常指的是鼠标、跟踪球或触摸垫)等其它输入设备输入命令和信息。其他输入设备可以

包括操纵杆、游戏垫、圆盘式卫星天线、扫描仪等等。另外，语音输入、使用手或手指的手势

输入、或其它自然用户接口(NUI)也可与适当的输入设备(诸如话筒、相机、平板、触摸垫、手

套、或其它传感器)一起使用。这些及其他输入设备常常通过耦合到系统总线501的用户输

入接口505连接到处理单元503，但是，也可以通过其他接口和总线结构，如并行端口、游戏

端口、通用串行总线(USB)端口来进行连接。监视器506或其他类型的显示设备也通过诸如

视频接口之类的接口连接至系统总线503。监视器506也可以与触摸屏面板等集成。注意到

监视器和/或触摸屏面板可以在物理上耦合至其中包括计算设备500的外壳，诸如在平板型

个人计算机中。此外，诸如计算设备500等计算机还可以包括其他外围输出设备，诸如扬声

器和打印机，它们可以通过输出外围接口等连接。

[0045] 计算机500可使用至一个或多个远程设备(诸如远程计算机)的逻辑连接507在网

络化或云计算环境中操作。远程计算机可以是个人计算机、服务器、路由器、网络PC、对等设

备或其它常见的网络节点，并且一般包括上面关于计算机500所述的许多或全部元件。图5

中所描述的逻辑连接包括一个或多个局域网(LAN)和一个或多个广域网(WAN)，但是，也可

以包括其他网络。此类联网环境在办公室、企业范围的计算机网络、内联网和因特网中是常

见的。

[0046] 当在联网或云计算环境中使用时，计算机500可通过网络接口或适配器507连接至

公共或私有网络。在一些实施例中，使用调制解调器或用于在网络上建立通信的其它装置。

调制解调器可以是内置或外置的，它经由网络接口503或其它适当的机制连接至系统总线

507。诸如包括接口和天线的无线联网组件可通过诸如接入点或对等计算机之类的合适的

设备耦合到网络。在联网环境中，相关于计算机500所示的程序模块或其部分可被存储在远

程存储器存储设备中。可以理解，所示的网络连接是示例性的，也可以使用在计算机之间建

立通信链路的其他手段。

[0047] 尽管用结构特征和/或方法动作专用的语言描述了本主题，但可以理解，所附权利

要求书中定义的主题不必限于上述具体特征或动作。相反，上述具体特征和动作是作为实

现权利要求的示例形式公开的。
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