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(57) ABSTRACT 

A cache coordination mechanism for a multiprocessor, 
shared-memory computer Switches between a Snooping 
mechanism where an individual processor unit broadcasts or 
multicasts cache coherence messages to each other node on 
the System and a directory System where the individual 
processor unit transmits the cache control message to a 
directory which then identifies potential candidates to 
receive that message. The Switching is according to the 
activity on the communication network used by the cache 
coherence messages. When network activity is high, a 
directory protocol is used to conserve bandwidth but when 
network activity is low, a Snooping System is used to provide 
faster response. 
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BANDWIDTH-ADAPTIVE, HYBRID, 
CACHE-COHERENCE PROTOCOL 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a divisional of U.S. patent 
application Ser. No. 10/037,727, filed Oct. 19, 2001, which 
claims the benefit of Provisional Application No. 60/275, 
743, filed Mar. 14, 2001. 

STATEMENT REGARDING FEDERALLY 
SPONSORED RESEARCH OR DEVELOPMENT 

0002 This invention was made with United States gov 
ernment Support awarded by the following agencies: 

0003 NSF 9971256 

0004. The United States has certain rights in this inven 
tion. 

BACKGROUND OF THE INVENTION 

0005 The present invention relates generally to a system 
for coordinating cache memories in a shared-memory com 
puter architecture, and in particular, to a System that chooses 
a mechanism for communicating cache coherence messages 
based on the bandwidth available for transmitting such 
meSSageS. 

0006 Large computer software applications, such as 
Simulators and database Servers, require cost-effective com 
putation beyond that which can be provided by a single 
microprocessor. Shared-memory, multiprocessor computers 
have emerged as a popular Solution for running Such appli 
cations. 

0007 Most shared memory multiprocessor computers 
provide each constituent processor with a cache memory 
into which blocks of the shared memory may be loaded. The 
cache memory allows faster memory access. A coherence 
protocol ensures that the contents of the cache memories 
accurately reflect the contents of the shared memory. Gen 
erally, Such protocols invalidate all other cache memories 
when one cache is written to, and updating of the main 
memory before a changed cache is flushed. 
0008 Two important classes of protocols for maintaining 
cache coherence are "Snooping and “directories'. In the 
Snooping protocols, a given cache, before its processor reads 
or writes to a block of memory, “broadcasts a request for 
that block of memory to all other “nodes' in the system. The 
nodes include all other caches and the shared memory itself. 
The node “owning” that block responds directly to the 
requesting node, forwarding the desired block of memory. A 
refinement of Snooping, is “multicast Snooping”, in which 
the requesting node attempts to predict which of the other 
nodes has a copy of the desired block, and rather than 
broadcasting its request, the requesting node performs a 
multicast to the predicted copy holders. This technique is 
described in Multicast Snooping. A New Coherence Method 
Using a Multicast Address Network, E. Ender Bilir, Ross M. 
Dickson, Ying Hu, Manoj Plakal, Daniel J. Sorin, Mark D. 
Hill, and David A. Wood, International Symposium on 
Computer Architecture (ISCA), 1999, hereby incorporated 
by reference. 
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0009. In the directory protocols, a given cache “unicasts' 
its request for a block of memory to a directory which 
maintains information indicating those other caches using 
that particular memory block. The directory then “multi 
casts' requests for that block directly to a limited number of 
indicated caches. Generally, the multicast will be to a 
SuperSet of the caches, over those that actually have own 
ership or sharing privileges, because of transactions which 
are not recorded in the directory, as is understood in the art. 
0010 Snooping protocols are often used with small com 
puters because they transmit the necessary cache messages 
quickly without the delaying intermediate Step of using the 
directory. For large Systems with many processors, however, 
Snooping generates large numbers of messages which may 
overwhelm a communications channel. For this reason, the 
directory protocol, which focuses communications only to a 
limited number of relevant caches, may be desirable in 
larger, multiprocessor machines. 
0011 While the above principals guide the system 
designer in Selecting between Snooping and directory pro 
tocols, the decision can be complicated. First, many multi 
processor units are designed to accommodate a range of 
different processor numbers. Selecting one of a directory 
protocol or a Snooping protocol will result in less than 
optimal performance when the same System is configured 
with different numbers of processors or in certain upgrade 
operations where more processors are added to the System. 
0012 Second, even for a fixed number of processors, the 
application being executed may result in a radically different 
demand on the cache protocol communication network for 
which one of the Snooping or directory protocols will be 
preferable to the other protocol. For any given System, the 
amount of memory traffic may vary Significantly over time. 
0013 What is needed is a cache coherence protocol that 
Works better with these varying real-world conditions. 

BRIEF SUMMARY OF THE INVENTION 

0014. The present invention provides an adaptive, hybrid 
protocol that is sensitive to the bandwidth available for 
communication of cache protocol messages. Specifically, 
the hybrid protocol performs like Snooping if bandwidth is 
plentiful, and performs like a directory if bandwidth is 
limited. 

0015 The adaptability of the present invention provides 
improved performance over a range of different sizes of 
multiprocessor machines, running a variety of different 
applications, and during different phases of the execution of 
those applications. Simulation Suggests that not only does 
the hybrid protocol outperform Snooping for periods of high 
bandwidth demand and outperform directory systems for 
periods of plentiful bandwidth, but also outperforms both 
Snooping and bandwidth for intermediate bandwidth avail 
ability, a State likely to dominate in many practical System 
applications. 
0016 Specifically then, the present invention provides a 
method and apparatus for coordinating cache memories in a 
multiprocessor computer having at least two processor units 
each with a processor and cache memory, and further having 
a shared memory, where the processor units communicate 
cache coherence messages over a network. The invention 
provides for two mechanisms for communicating cache 
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coherence messages. When the first, Snooping mechanism is 
used, the cache coherence messages are Sent directly from a 
given processor to another processor. When the Second, 
directory mechanism is used, the cache coherence messages 
are Sent directly from a given processor to a directory and 
then to multiple processor units indicated by the directory. 
Available bandwidth on the network, used to communicate 
the cache coherence messages, is evaluated and for a given 
cache coherence message, different mechanisms for com 
munication of the cache coherence message are used 
depending on the evaluation of available bandwidth. 

0017 Thus, it is a first object of the invention to provide 
multiple communication mechanisms for cache coherence 
messages, where the particular mechanism may be Selected 
dynamically as a function of the available bandwidth. 
0.018. The Snooping mechanism may broadcast the given 
cache coherence message to all other processor units. 

0.019 Thus, it is an object of the invention to provide a 
direct communication mechanism when bandwidth is plen 
tiful. 

0020. The given cache coherence message may be related 
to a portion of the shared memory and the directory may 
provide an indeX linking portions of the memory to a given 
Set of processor units and the directory mechanism may send 
the cache coherence message to the given Set of processor 
units linked to the portion of the shared memory related to 
the given cache coherence message. 

0021. Thus, it is another object of the invention to pro 
vide for a focused transmission of cache coherence mes 
Sages to less than all the processors when bandwidth is 
limited. 

0022. When used in a hybrid system with multicast 
Snooping, the directory may send the cache coherence 
message directly over the network to the given Set of 
processor units. 

0023. In this way, the invention streamlines the directory 
process over the proceSS normally used in multicast Snoop 
ing by eliminating the need to Send a NACK Signal to the 
originating processor requiring the originating processor to 
Start over with the request. 

0024. The method may include the steps of detecting 
insufficiency in the Set of processor units to which coherence 
messages are sent, when using the directory, and retrying the 
transmission a predetermined number of times if there is an 
insufficiency, and afterwards, reverting to a broadcasting of 
the given cache coherence message to all processor units. 

0.025 Thus, it is another object of the invention to address 
possible problems of live lock wherein one processor unit 
using the directory technique is unable to compete with 
other processor units using a direct broadcast technique. 

0026. The processor units in responding to a retry of the 
cache coherence message may add a retry number to the 
forwarded data to link it to a Specific cache coherence 
meSSage. 

0.027 Thus, it is another object of the invention to elimi 
nate ambiguity at the receiving node when the directory 
undertakes retries. 
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0028. The evaluation of available bandwidth may com 
pare the available bandwidth against a predetermine thresh 
old and Select the mechanism of Snooping in Situations 
where the available bandwidth is greater than the threshold 
and the mechanism of directory in Situations where the 
available bandwidth is less than the threshold. This decision 
may be a simple or complex function of the thresholding 
process. The threshold may be less than all the bandwidth of 
the network. 

0029. Thus, it is another object of the invention to pro 
vide a flexible method of dynamically selecting between 
cache coherence message transmission mechanisms based 
on a simple threshold that may be empirically derived. 
0030 The step of selecting the mechanism for commu 
nication of cache coherence messages may provide a mix of 
Selections of Snooping and directory mechanisms where the 
mix is a function of the evaluation of the available band 
width and has greater than two values. In one embodiment, 
the mix may be generated pseudorandomly according to a 
probability function based on the evaluation of available 
bandwidth. 

0031. Thus, it is another object of the invention to pro 
vide an effectively continuous variation in the mechanism 
Selection process to provide improved control dynamics. 
0032. In this hybrid directory/snooping system, the 
mechanism of Snooping may use multicast Snooping where 
the cache coherence message is transmitted to a Selected Set 
of processor units based on a prediction as to which pro 
ceSSor units have caches loaded with relevant data. 

0033. Thus, it is another object of the invention to pro 
vide the benefits of this hybrid system together with an 
alternative to broadcasting to all processors during Snoop 
ing. 

0034. The directory monitors the multicast to determine 
insufficiency in the Set of targets of the multicast resulting 
from erroneous prediction to initiate a retransmission of the 
cache coherence message. 
0035) It is another object of the invention to provide a 
lower latency correction mechanism for Speculatively mul 
ticasting. 
0036) The step of evaluating the available bandwidth may 
monitor the communication on the network at the processor 
unit transmitting the given cache coherence messages. 
0037 Thus it yet another object of the invention to 
provide for a simple approximation of network bandwidth 
that may be performed locally at each processor unit. 
0038. The foregoing objects and advantages may not 
apply to all embodiments of the invention and are not 
intended to define the scope of the invention, for which 
purpose claims are provided. In the following description, 
reference is made to the accompanying drawings, which 
form a part hereof, and in which there is shown by way of 
illustration, a preferred embodiment of the invention. Such 
embodiment also does not define the Scope of the invention 
and reference must be made therefore to the claims for this 
purpose. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0039 FIG. 1 is a fragmentary block diagram of multi 
processor architecture employing a number of processor 
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units, each processor unit having a processor, a cache, the 
latter including a cache controller, the processor units com 
municating on multiple logical networks with a memory 
having a directory; 
0040 FIG. 2 is a simplified representation of the proces 
Sor units and memory of FIG. 1 showing a Snooping, cache 
coherence message transmission mechanism used in the 
present invention; 
0041 FIG.3 is a figure similar to that of FIG.2, showing 
a directory cache coherence message transmission mecha 
nism also used in the present invention; 
0.042 FIG. 4 is a detailed fragmentary view of the cache 
controller of FIG. 1 showing the functional elements of the 
bandwidth monitoring of the present invention to Selected 
between a Snooping and directory protocol; 
0.043 FIG. 5 is a simplified graph plotting performance 
of the cache communications in the multiprocessor unit 
versus available bandwidth of the network for each of the 
Snooping mechanism alone, the directory mechanism alone, 
and for the present invention which switches between the 
Snooping and directory mechanisms based on network band 
width, the graph showing the Superiority of the present 
invention; 

0044 FIG. 6 is a flow chart showing the steps of a 
program executing by the directory of the memory of FIG. 
1 in responding to a broadcast or dual-cast message, or in a 
Second embodiment, to a multicast message; 
004.5 FIG. 7 is a figure similar to that of FIG. 2 showing 
the multicasting cache coherence message transmission 
mechanism of FIG. 5; and 

0.046 FIG. 8 is a detail of a processor unit similar to that 
of FIG. 1 showing the addition of a predictor to the cache 
controller to allow multicasting of FIGS. 5 and 6. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

0047 Referring now to FIG. 1, a multiprocessor, shared 
memory, computer System 10 includes a number of proces 
Sor units 12 communicating on a network 14 with a shared 
memory system 16. Although the shared memory system 16 
is depicted as a Single unitary Structure, in practice, the 
physical memory of the shared memory System 16 may be 
distributed among different processor units 12 to be shared 
over a network or the like. The shared memory system 16 
includes a shared memory 17 of conventional architecture 
and storing a number of memory blocks 19, a directory 21, 
and a memory controller 11 as will be described below. 
0.048. Each processor unit 12 includes a processor 18 
connected over an internal bus 20 with a cache memory 22 
and cache controller 26. Only two processor units are shown 
in FIG. 1, however, the present invention is applicable to 
architectures having an arbitrary number of processor units 
and is particularly well Suited for multiprocessor, shared 
memory, computer Systems 10 accepting variable numbers 
of processor units 12. 
0049. During operation of the computer system 10, the 
cache memory 22 may receive a copy of a block 19 of the 
shared memory 17 to Speed execution of reading or writing 
of that block 19 by its associated processor 18. The directory 
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21 records which cache memory 22 holds which block 19, 
providing a table that links each block 19 to all cache 
memories 22 having a copy of that block 19. The directory 
21 may also indicate the status of that block 19 in each cache 
memory 22 as, for example “owned' indicating the proces 
Sor unit 12 associated with the cache memory may perform 
reads or writes to the block 19, or “shared’ indicating that 
the processor associated with the cache memory 22 may 
only read the block, as is understood in the art. 
0050. The cache controllers 26 communicate cache 
coherence messages with the memory controller 11 of the 
shared memory system 16 or other cache controllers 26 
along an ordered request network 28. The ordered request 
network 28 observes the requirement that each of the cache 
controllers 26 and the directory 21 receive the requests in the 
Same order although not necessarily Synchronously. The 
invention, however, is not limited to this type of ordered 
network, but may also be used with networks that allow 
certain reordering of the requests. 
0051. The cache coherence messages generally help to 
provide a consistent ordering of reads and writes of multiple 
processor units 12 as is understood in the art. The present 
invention is applicable to a variety of cache coordination 
messages but of particular importance is a request for a 
memory block 19 that must be made by a cache memory 22 
prior to writing to the cache memory 22. 
0.052 The cache memories 22 may receive data (also 
broadly part of the cache coherence messages as the term is 
used herein) from the shared memory system 16 or other 
cache memories 22 along a nonordered data network 24 
providing rapid transfer of data between cache memories 22 
and the shared memory 17 or other cache memories 22. 
0053 Referring now to FIG. 2, when a Snooping mecha 
nism is used for the transmission of cache coherence mes 
Sages, for example, from a processor unit 12a, the cache 
coherence message is duplicated and broadcast over the 
ordered request network 28 to each of the remaining pro 
cessor units 12b through 12f and the memory controller 11 
of the shared memory system 16 as indicated by the arrows 
23 of FIG. 2. When the cache coherence message is a 
request for a block 19, that cache memory 22 owning the 
block 19 (or the shared memory system 16 if it is the owner) 
responds by relinquishing the block 19 to the cache memory 
22 of the requesting processor unit 12a. Snooping is rapid, 
but requires a large number of messages as is apparent from 
FG, 2. 

0054 Alternatively, referring to FIG. 3, when a directory 
mechanism is used for the transmission of cache coherence 
messages, the processor unit 12a dual-casts the cache coher 
ence message (arrow 27) to itself and the directory 21 which 
identifies those processor units, for example, processor units 
12c and 12d (or the memory systems 16 itself) having the 
desired block 19 (e.g. as an owner or sharer of the block 19). 
The directory 21 then multicasts the cache coherence mes 
Sage (arrows 29) to those specifically identified processor 
units (12c and 12d) and the originating, processor 12a and 
itself only. AS is apparent from this example, the number of 
cache coherence messages required to be transferred over 
ordered request network 28 is much reduced with respect to 
the Snooping mechanism. This disparity grows even more 
pronounced as additional processor units 12 are added. 
However, it will also be evident, that the two-step process 
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with the communication with the directory 21 imposes a 
delay in the transmission of cache coherence messages. 
0055 Referring now to FIG. 4 in the present invention, 
the cache controller 26 implements a state machine 29 that 
may execute either a Snooping mechanism 30 or a directory 
mechanism 32. This state machine 29 provides for a Switch 
34 whose state selects between these mechanisms for the 
transmission of a given cache coherence message over the 
ordered request network 28. 
0056 Generally, the state of the Switch 34 is determined 
by monitoring the message traffic on the ordered request 
network 28. Specifically, the cache controller 26 receives a 
network usage Signal 36 having a high State indicating that 
the ordered request network 28 is receiving or transmitting 
messages related to the cache memory 22 and a low State 
indicating that the ordered request network 28 is idle with 
respect to cache memory 22. A weighting may be applied to 
the network usage Signal 36 to create a threshold as will be 
explained below. In the preferred embodiment, a +1 weight 
ing is assigned to the high State of the network usage Signal 
36 and a -3 weighting is assigned to the low State of the 
network usage Signal 36. This weighted Signal is periodi 
cally Sampled and integrated by integrator 38 implemented, 
for example, by a Saturating Seven-bit signed adder. If at the 
Sampling time, the network usage Signal 36 is in the high 
State, the adder adds 1 to its value, whereas if at the Sampling 
time the network usage Signal 36 is in the low State, the 
adder subtracts 3 from its value. The weighting described 
above causes the output 40 of the integrator 38 to Swing 
about a zero value when the utilization of the network is 
about 75%; Saturation of the adder effectively limits the 
range of the output 40 of the integrator 38 to between -64 
and +64. 

0057. It will thus be understood that the output 40 of 
integrator 38 provides a value dependent on the duty cycle 
of the network usage Signal 36 and thus provides an approxi 
mation of available network bandwidth, with negative out 
put values representing less than 75% of the bandwidth 
being used and positive values representing more than 75% 
of the bandwidth being used. This threshold of 75% may be 
adjusted by changing the weighting to account for the 
limited Sampling of the ordered request network 28 at only 
one processor unit 12 and may be adjusted empirically. 

0.058. The term bandwidth as used herein is intended to 
indicate generally a measure of the amount of data that can 
be transmitted per time on the ordered request network 28 
and is intended to include the effects both of the speed of the 
network (e.g. how many bits per Second can be transmitted 
on a network line), and the width of the network (e.g. how 
many lines are run in parallel for the network). 
0059) The output 40 of integrator 38 is periodically 
Sampled (every 128 cycles) by a Second integrator 41 
implemented by a Saturating six-bit unsigned counter, each 
Sampling resetting the integrator 38 to provide an average 
utilization signal 42. If the output 40 of integrator 38 is 
positive, this indicates that the utilization of the ordered 
request network 28 is greater than 75% and the counter of 
the Second integrator 41 counts up one, whereas if the 
average output 40 of integrator 38 is negative this indicates 
that the utilization of the ordered request network 28 is less 
than 75% and the counter of the integrator 41 counts down 
Oc. 
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0060. This average utilization signal 42 could be pro 
Vided directly to a comparator whose output is used to 
directly control the state of Switch 34 so that the Snooping 
mechanism 30 is used whenever the utilization indicated by 
the average utilization signal 42 is below a threshold (for 
example, half its output range) and directory mechanism 32 
is used whenever the average utilization signal 42 is above 
threshold. 

0061 This approach, however, would provide a relatively 
coarse control System, So accordingly, in preferred embodi 
ment of the present invention, the average utilization Signal 
42 is treated as a probability function to be compared with 
a pseudorandom Sequence 44 produced by pseudorandom 
Sequence generator 46. Only if the average utilization Signal 
42 is greater than the pseudorandom Sequence 44 is the 
directory mechanism 32 used and in all other cases, Snoop 
ing mechanism 30 is used to create a probabilistic mix 50 of 
Selections of the Snooping mechanism 30 and directory 
mechanism 32 for each cache protocol message being trans 
mitted. The balance of the mix 50 varies continuously as a 
function of the deviation of average utilization Signal 42 
from the selected threshold so that as the network utilization 
increases, the mix 50 favors directory transactions and as it 
decreases, the mix 50 favors Snooping transactions. 
0062) Referring now to FIG. 5, for a period 52 of low 
available bandwidth, generally, the performance 51 of a 
directory mechanism 32 is Superior reflecting, intuitively, 
the fact that broadcast Systems will tend to overuse the 
bandwidth of the ordered request network 28 slowing the net 
transfer of information. In contrast, the performance 55 of a 
Snooping mechanism 30 during periods 54 of high available 
bandwidth will exceed the directory mechanism 32, the 
latter which is fundamentally limited by the indirection 
through the directory 21, which increases latency. Interest 
ingly, empirical Studies have shown that the performance 53 
of the present invention can provide comparable perfor 
mance to both the Snooping mechanism 30 and the directory 
mechanism 32 in these periods 52 and 54 yet superior 
performances to both mechanisms in periods 56 of mid 
bandwidth utilization. This surprising result reflects the fact 
that the present system better utilizes available bandwidth 
creating fewer issueS of interference. 
0063 Referring again to FIG. 1, generally each of the 
processor units 12 responds to a cache coherence message 
from another processor unit 12 or from the memory con 
troller 11 of the shared memory system 16 requesting a block 
19, by evaluating whether they have that block 19 in their 
cache memory 22. If they have that block in the capacity of 
an owner, and the request is for Sharing, they downgrade 
their ownership to a sharing Status. If on the other hand, the 
request is for ownership, they invalidate their cache memory 
22 and transmit ownership and the data of that block 19 to 
the requesting processor unit 12. If on the other hand, the 
request is for Ownership and the cache 22 has a shared copy, 
it downgrades its shared copy to invalid. 

0064. Referring now to FIG. 6, the procedure executed 
by the memory controller 11 of the shared memory system 
16 is Somewhat more involved. If a cache coherence mes 
Sage requesting a block 19 is received as part of a broadcast 
request, as determined by decision block 60 implemented in 
circuitry within the memory controller 11, then the memory 
controller 11 proceeds to decision block 62 to determine 
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whether the requested data is owned by the shared memory 
17. If so, as indicated by process block 64, the memory 
controller 11 replies with the block 19 and updates its 
directory 21 indicating the new copy holders as identified to 
one or more cache memories 22. Invalidation of the other 
caches is performed by the broadcast message only if 
necessary due to an ownership change. 

0065. If the block 19 is not owned by the memory 
controller 11 as determined by decision block 62, then at 
proceSS block 66, the directory 21 is updated to indicate new 
copyholders as needed but no data is sent. 

0.066 If at decision block 60, the cache coherence mes 
Sage is not a broadcast request, the memory controller 11 
proceeds to process block 68 to determine whether the 
message is part of a dual-cast request to the directory 21. If 
So, memory controller 11 proceeds to decision block 70 to 
determine if the requested block 19 is owned by the shared 
memory 17. If so, then at process block 72, the shared 
memory 17 replies with the data and the memory controller 
11 updates its directory 21. 

0067. If the block 19 of a dual-cast request is not owned 
by the memory controller 11, as indicated at decision block 
70, and as determined through review of the directory 21, the 
memory controller 11 proceeds to process block 74 and a 
retry number (stored within the messages) is initialized to 
Zero. The memory controller 11 then proceeds to check to 
See if a message can be injected on the ordered request 
network 28 as indicated by decision block 75. 

0068 If a network buffer is not available (as a necessary 
condition to getting on the ordered request network 28), then 
at decision block 75, a deadlock situation is possible and the 
memory controller 11 proceeds to process block 82 to send 
a NACK (no acknowledgement) Signal to the cache con 
troller 26 originating processor unit 12 for it to Start over. 

0069. When a network buffer is available, the memory 
controller 11 proceeds from decision block 75 to process 
block 76 and the retry number is incremented, and at proceSS 
block 78 a multicast message is Sent only those processor 
units 12 indicated by its directory 21 to have relevant data 
in their cache memories 22 and to the processor unit 12 
originating the request, and to itself. The value of the retry 
number is appended to the multicast messages. 

0070 The multicast message will be received by the 
memory controller 11 and reviewed at decision block 79 by 
comparing the Scope of the multicast with the directory 21. 
If no intervening request has changed the directory 21 So that 
the multicast addressees are still Sufficient, then the multicast 
is sufficient and the memory controller 11 branches to 
decision block 62 as described above. If the set of targets of 
the multicast is insufficient, however, the memory controller 
11 moves to decision block 80 to check if the value of the 
retry number is at its maximum (Set in the preferred embodi 
ment to three). 
0.071) If the retries have not been exhausted, the memory 
controller 11 branches to decision block 75 as has been 
described to undertake yet another retry multicast. Processor 
units 12 responding to a multicast, append the retry number 
to their responses to allow the origination processor unit to 
match responses with retry requests on the ordered request 
network 28. 
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0072) If the number of multicast retries have been 
exhausted then the memory controller 11 checks at decision 
block 81 (similar to decision block 75) whether there is a 
buffer available on the ordered request network 28 so as to 
forestall a deadlock situation. If a buffer is available, the 
memory controller 11 moves to process block 83 and sends 
a broadcast request to all other processor units 12. If there 
is no buffer available, a NACK is sent to the origination 
processor unit 12 to let it initiate the process again. 
0073) Referring now to FIG. 7, in an alternative embodi 
ment, the invention may alternate between a directory 
mechanism 32 and a Snooping mechanism 30 where the 
latter undertakes less than a full broadcast to all of the 
processor units 12 and memory controller 11 but instead 
multicasts (as indicated by arrows 100) only to itself, 
processor units 12 likely to have the desired block 19 and 
memory controller 11. This multicast also includes the retry 
number. 

0074) Referring also to FIG. 8, in this embodiment, the 
cache controller 26 is augmented by a predictor 98, which 
endeavors to predict those processors units 12a through 12f 
likely to have copies of the block 19 being sought. The 
predictor 98 may make its predictions in a number of ways 
including, for example, Storing information about recent 
mispredictions to the same block 19, recent mispredictions 
to any block 19, behavior of spatially adjacent blocks 19, 
recent mispredictions of the same Static load or Store instruc 
tions (indexed to the program counter), input form the 
Software (the programmer, compiler, library or runtime 
System or Some combination of these). 
0075 Referring again to FIG. 6, when multicasting 
Snooping is allowed, the memory controller 11 may detect a 
multicast as one of the possibilities after decision block 68 
and monitor the multicast by the originating processor unit 
12 as indicated by process block 79. This monitoring checks 
the Success of the multicast, as with the multicast from the 
memory controller 11. 
0076. If the multicast by the originating processor unit 12 
is Successful, the memory controller 11 will do nothing 
except update its directory 21 per the path of decision block 
62, but if the multicast is insufficient, meaning that it was 
Sent to fewer than the necessary processor units 12, the 
memory controller 11 may initiate its own multicasting 
message per the path of decision block 80. No NACK need 
be sent to the initiating processor unit 12 which may deduce 
an error occurred by receipt of the multicasting message 
from the memory controller 11. 
0077. It is specifically intended that the present invention 
not be limited to the embodiments and illustrations con 
tained herein, but that modified forms of those embodiments 
including portions of the embodiments and combinations of 
elements of different embodiments also be included as come 
within the Scope of the following claims. 
We claim: 

1. A method of coordinating at least two processor units, 
each having a processor and cache memory, and communi 
cating cache coherence messages with each other and a 
directory over a network, the method comprising the Steps 
of: 

(a) multicasting from a given processor unit, a cache 
coherence message to a Selected Set of other processor 
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units, based on a prediction as to which other processor 
units have cache memories loaded with relevant data; 

(b) using the directory to detect insufficiency in the 
Selected Set of other processor units to which transmis 
Sion of the cache coherence message is made; and 

(c) upon a detected insufficiency, causing the directory to 
retry the multicast transmission of the cache coherence 
meSSage. 

2. The method recited in claim 1 including the Step of 
(d) upon repeated insufficiency in step (c), broadcasting 

the given cache coherence message to all processor 
units. 

3. The method recited in claim 1 wherein the repeated 
insufficiency is a predetermined number less than ten. 

4. The method recited in claim 1 wherein the directory 
Sends the retry multicast transmissions to processor units 
likely to have the relevant data based on a monitoring of 
cache coherence messages from processor units. 

5. The method of claim 1 wherein the directory appends 
a retry number to retires of the cache coherence message. 

6. The method of claim 5 wherein the processor units 
responding to the retries appends the retry number to the 
responses to the retried cache coherence message. 

7. The method recited in claim 1 wherein at step (c) the 
multicast transmission of the cache coherence message is 
also sent to the given processor unit originating the cache 
coherence message. 

8. Cache-coherence circuitry for a computer architecture 
having: (a) a shared memory, (b) at least two processor units, 
each having a processor and cache memory, and (c) a 
network for communicating cache coherence messages 
among the processor units and the shared memory, the 
cache-coherence circuitry comprising: 
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(a) predictive multicasting circuitry, multicasting from a 
given processor unit, a cache coherence message to a 
Selected Set of other processor units, based on a pre 
diction as to which other processor units have cache 
memories loaded with relevant data; and 

(b) a directory detecting insufficiency in the Selected Set of 
other processor units to which transmission of the 
cache coherence message is made, the directory oper 
ating upon a detected insufficiency, to retry the multi 
cast transmission of the cache coherence message. 

9. The cache coherence circuitry recited in claim 8 
wherein the directory further, upon repeated insufficiency in 
the Selected Set of other processor units, broadcasts the given 
cache coherence message to all processor units. 

10. The cache coherence circuitry recited in claim 8 
wherein the repeated insufficiency is a predetermined num 
ber less than ten. 

11. The cache coherence circuitry recited in claim 8 
wherein the directory sends the retry multicast transmissions 
to processor units likely to have the relevant data based on 
a monitoring of cache coherence messages from processor 
units. 

12. The method of claim 8 wherein the directory appends 
a retry number to retires of the cache coherence message. 

13. The method of claim 12 including circuitry within the 
processor units responding to the retries appends the retry 
number to the responses to the retried cache coherence 
meSSage. 

14. The cache coherence circuitry recited in claim 8 
wherein the predictive multicasting circuitry Sends the cache 
coherence message also to the given processor unit origi 
nating the cache coherence message. 

k k k k k 


