Adaptive threading models for predicting an interaction between two or more molecules such as proteins are provided. The adaptive threading models have one or more learnable parameters that can be learned from all or some of the available data. The available data can include data relating to known interactions between the two or more molecules, the composition of the molecules and the geometry of the molecular complex.
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Background

[0001] Living organisms possess various mechanisms for preventing disease states. For instance, the vertebrate immune system provides both humoral-mediated and cellular-mediated immunological defenses. As part of the cellular arm, cytotoxic CD8+ T cells kill infected cells if they recognize short peptides (amino acid subsequences) from a pathogenic protein, which are presented within the Major Histocompatibility Complex class I (MHC-I) molecules on a cell’s surface. Most human cells create such short peptides by a process that trims proteins down to a length of 8-18 amino acids suitable for binding to MHC-I molecules, or around 20 amino acids suitable for binding to MHC-II. The MHC molecules bind to some of the processed peptides (referred to as epitopes) and present them on the surface of the cell where the cells of the immune system can encounter and recognize the epitopes. The particular epitopes that can be presented by a cell depend on the type of MHC molecules expressed by the organism.

[0002] The human MHC molecules are also often referred to as the Human Lymphocyte Antigen (HLA) molecules. MHC-I (HLA-1) molecules are encoded in three regions of the human genome, labeled A, B, and C. Since each individual inherits genes from two parents, each individual expresses from three to six different MHC molecules. The regions of the gene that code for MHC molecules are among the most variable in the human genome. The diversity is concentrated in those nucleotide sequences coding for the groove region of the MHC molecule where an epitope binds to the MHC molecule.

[0003] Since different MHC molecules typically bind to different peptides, it is very important clinically to classify MHC types. For example, organ transplant recipients may reject organs received from donors with different MHC types because the cells in these transplanted organs will present MHC-peptide complexes that are new to the immune system of the recipient. Modern MHC typing is performed by sequencing, and the sequence data for all known MHC variants is publicly available.

[0004] The interaction between an MHC molecule and a peptide (or any two molecules) can be characterized by a binding free energy. The lower the binding free energy, the greater the affinity between the two proteins. The binding free energy is the difference between the free energy of the bound and unbound states. The binding energy for an MHC-peptide complex can be directly measured by competition experiments with a standard peptide. It is expressed as the ratio between the half-maximal inhibitory concentration (IC50) of the standard peptide to that of the test peptide. In the context of MHC-peptide binding, IC50 is the concentration of the test peptide required to inhibit binding of the standard peptide to MHC by 50%. The result of such experiments is a set of relative binding energies (negative logarithms of the relative concentrations), for different MHC-peptide combinations.

[0005] Despite significant progress over the last few years, predicting 3-D protein structure and binding remain difficult to solve problems. Research in this area has focused on complex physics-based models using a large number of particles to describe not only the amino acids in the proteins, but also the solvent that surrounds them. One example of a structural model that can be used to predict peptide-MHC affinity is the threading model. The threading model is based on the premise that proteins fold in a finite number of ways and that the change in the short peptide that binds to MHC does not dramatically influence the 3-D binding configuration. Therefore, instead of screening all theoretically possible ways a particular sequence can fold and bind to another peptide to properly choose the sequence’s 3-D structure, the protein binding configurations that are already known are used to compute the binding energy (or affinity).

[0006] Due to the importance of MHC complexes, many structures of MHC-peptide binding configurations have been obtained by crystallographers. Since x-ray crystallography reveals that MHC-peptide complexes exhibit a finite number of conformations, the threading approach can be applied to the problem of predicting MHC-peptide binding. The threading approach assumes that energy is additive, but it introduces a simplification that allows estimation of the binding energy of a peptide with an MHC molecule whose 3-D configuration of binding with some other peptide is known. In particular, the assumption is that the binding energy is dominated by the potentials of pairwise interactions that occur when the amino acids are in close proximity (e.g., distance smaller than 4.5 Å). Another assumption underlying the threading approach is that the proximity pattern of the peptide in the groove (i.e., MHC binding site) does not change dramatically with the peptide’s amino acid content. As the pairwise potentials are assumed to depend only on the amino acids themselves and not on their context in the molecule, the energy becomes a sum of pairwise potentials taken from a symmetric 20x20 matrix of pairwise potentials between amino acids. These parameters are computed based on the amino acid binding physics and there are several published sets derived in different ways.

[0007] The MHC-peptide threading procedure utilizes solved MHC-peptide complexes as the threading template, a definition of interacting residues and a pairwise contact potential table. To predict MHC-peptide binding, the query sequence is “threaded” through the various known MHC structures to find the best fit. These structural data files are available, for instance, from the Research Collaboratory for Structural Bioinformatics (RCSB) protein data bank (http://www.rcsb.org/dvb/). The algorithm for the threading model proceeds as follows. Given a known structure of an MHC-peptide complex, the contacting MHC residues for each peptide position are determined. The amino acid-atomic pairwise potentials are used to score the interaction of a peptide amino acid at a certain position with all its contacting residues. Assuming position independence, the peptide’s score is the sum of the amino acid scores.

[0008] An example of an MHC-peptide complex is given in Fig. 1A, which shows the 3-D structure of MHC A0201 bound to peptide GILGFVFTL. The peptide amino acid centroids are marked in 3-D space by triangles and the centroids of the MHC amino acids are marked by circles. The MHC amino acids that are in proximity (<4 Å) of the peptide are marked by filled circles. Fig. 1B shows the MHC A0201 sequence with groove sites indicated by the increased font size.

Summary

[0009] This Summary is introduced to describe concepts in a simplified form that are further described.
below in the Detailed Description. This Summary is not intended to identify key features or essential features of the claimed subject matter, nor is it intended to be used to limit the scope of the claimed subject matter.

[0010] The subject matter described herein utilizes machine learning techniques to predict molecular interactions. By way of example, a threading model can be expressed as one or more parametric functions having learnable parameters. The parameters can be estimated from available data and the trained adaptive threading model can be used to predict molecular interactions. The available data can be of any type suitable for the particular molecules under study. For instance, if the adaptive threading model is used to predict protein-protein (e.g., MHC-peptide, receptor-ligand, antibody-antigen, etc.) binding energies, the parameters can be estimated from the protein sequences, 3-D protein-protein complex structural data and known binding energies (continuous or threshold) for similar protein-protein complexes. Knowledge of epitopes includes knowledge of threshold or binary energy data. For peptides that are epitopes, this implies low binding energy. If the IC50 or some other continuous measure of binding affinity is not known, other sources of binding data can be used. For instance, for some peptides, the information in the published literature can be used to determine whether they are or are not epitopes even though their exact binding energy is not known. In these cases, binary (low or high) information about binding energy can be used.

[0011] The adaptive model can infer unknown data using machine learning techniques. The learnable parameters can be, for instance, contact potentials, weights and distance function parameters. Any suitable machine learning technique can be used to estimate the parameters and infer unknown variables and parameters so as to maximize the fit of the known data to the model (e.g., iterative optimization, iterative least squares, expectation maximization (EM), generalized expectation maximization (GEM), variational expectation maximization (VEM), gradient descent, conjugate gradient descent, etc.).

[0012] The subject matter can be used to not only identify molecules with very low binding energies (i.e., good binders such as epitopes), but also to rank the molecules having intermediate levels of binding. The model significantly outperforms the standard threading approach in binding energy prediction. The subject matter also can be used to identify the effects of host immune pressure on pathogen evolution (e.g., HIV sequence evolution within a host and on a population level).

[0013] The following description and the annexed drawings set forth in detail certain illustrative aspects of the subject matter. These aspects are indicative, however, of but a few of the various ways in which the subject matter can be employed and the claimed subject matter is intended to include all such aspects and their equivalents. For ease of description, MHC-peptide binding energies have been selected to illustrate how the subject matter can be employed. However, the subject matter facilitates making predictions about any molecular binding configuration, especially protein-ligand binding or other situations in which a family of similar molecules have been documented to bind to a variety of molecules of interest and is not limited only to predicting MHC-peptide binding energies. A ligand can be any molecule (especially a small molecule, such as a peptide) that binds to another.

BRIEF DESCRIPTION OF THE DRAWINGS

[0014] FIG. 1A schematically illustrates the 3-D structure of MHC A0201 bound to a peptide GILGFVFTL.

[0015] FIG. 1B shows the MHC A0201 sequence with groove sites indicated by increased font size.

[0016] FIG. 2 is a block diagram of one example of a system that facilitates making a prediction relating to a molecular interaction.

[0017] FIG. 3 is a block diagram of another example of a system that facilitates making a prediction relating to a molecular interaction.

[0018] FIG. 4 is a block diagram of another example of a system that facilitates making a prediction relating to a molecular interaction.

[0019] FIG. 5 is a block diagram of another example of a system that facilitates making a prediction relating to a molecular interaction.

[0020] FIG. 6 is a block diagram of yet another example of a system that facilitates making a prediction relating to a molecular interaction.

[0021] FIG. 7 is a flowchart illustrating one example of a method to evaluate a molecular contact.

[0022] FIG. 8 is a block diagram of an exemplary system that facilitates determining the binding free energies of protein-protein complexes.

[0023] FIG. 9 shows ROC curves comparing the performance of a bilinear predictor having MHC-specific weights (Bil) to the standard threading approach employing two previously published pairwise potential matrices (Miy and Bet).

[0024] FIG. 10 shows ROC curves comparing the performance of a bilinear predictor having MHC-specific weights (Bil) to the standard threading approach employing two previously published pairwise potential matrices (Miy and Bet).

[0025] FIG. 11 shows ROC curves comparing the performance of a bilinear predictor having MHC-independent weights (Bil) to the standard threading approach employing two previously published pairwise potential matrices (Miy and Bet).

[0026] FIG. 12 shows ROC curves comparing the performance of a bilinear predictor having MHC-independent weights (Bil) to the standard threading approach employing two previously published pairwise potential matrices (Miy and Bet).

[0027] FIG. 13 shows ROC curves comparing the performance of a bilinear predictor having MHC-specific weights (Bil) trained on data from different MHC molecules to the standard threading approach employing two previously published pairwise potential matrices (Miy and Bet).

[0028] FIG. 14 shows ROC curves comparing the performance of a bilinear predictor having MHC-independent weights (Bil) trained on data from different MHC molecules.
to the standard threading approach employing two previously published pairwise potential matrices (Miy and Bet).

**0029** FIG. 15 shows ROC curves demonstrating the performance of an adaptive threading predictor trained on data from over 50 MHC molecules.

**0030** FIG. 16 shows ROC curves demonstrating the performance of an adaptive threading predictor trained on data from over 50 MHC molecules.

**0031** FIG. 17 shows ROC curves demonstrating the performance of an adaptive threading predictor trained on data from over 50 MHC molecules.

**0032** FIG. 18 shows ROC curves demonstrating the performance of an adaptive threading predictor trained on data from over 50 MHC molecules.

**0033** FIG. 19 shows ROC curves demonstrating the performance of an adaptive threading predictor trained on data from over 50 MHC molecules.

**0034** FIG. 20 shows ROC curves demonstrating the performance of an adaptive threading predictor trained on data from over 50 MHC molecules.

**0035** FIG. 21 shows ROC curves demonstrating the performance of an adaptive threading predictor trained on data from over 50 MHC molecules.

**0036** FIG. 22 is an overall ROC curve demonstrating the performance of an adaptive threading predictor trained on data from over 50 MHC molecules.

**0037** FIG. 23A is a graph showing HIV peptide-MHC A0201 binding energy trends as a function of viral load in individual’s infected with HIV.

**0038** FIG. 23B is a graph showing the average binding energy of MHC A0201 to HIV peptides over the last 23 years.

**0039** FIG. 24 schematically illustrates an exemplary computing architecture.

**0040** FIG. 25 schematically illustrates an exemplary networking environment.

**DETAILED DESCRIPTION**

**0041** FIG. 2 schematically illustrates an exemplary system 200 that facilitates making a prediction 210 relating to an interaction between a protein and a ligand. One example of such a system 200 utilizes a prediction component 220 employing an adjusted threading model 230 having one or more learnable parameters 240 that are estimated using available direct or indirect data 250 (either separately or jointly) about molecular binding. The system 200 makes the prediction 210 utilizing the estimated learnable parameters 240, information about the protein’s sequence 260, information about the ligand’s sequence 270 and information about the geometry of the protein-ligand complex 280 (e.g., MHC-peptide complexes, T-cell receptor-ligand, antibody-antigen, etc.).

**0042** By way of example, the adjusted threading model 230 can be used to make a prediction 210 about the binding energy of an MHC-peptide complex as a function of the MHC sequence and the peptide sequence. One way to accomplish this is to add learnable parameters 240 to a general mathematical definition of a threading model expressed as follows:

\[
E(m, s, e) = \sum_{i} \sum_{j} \phi_{i,j} h(d_{ij})
\]

where \(i\) is a sequence position in the MHC molecule having sequence \(s\) and \(j\) is a sequence position in the peptide having sequence \(e\), \(\psi\) is a pairwise contact potential, and \(d_{ij}\) is the distance between the \(i\)-th amino acid of the MHC molecule and the \(j\)-th amino acid of the peptide in the \(m\)-th known 3-D structure. The distances \(d_{ij}\) are obtained from the 3-D structural data. The structural data can be, for instance, the 3-D coordinates of the amino acids of an MHC-peptide complex obtained by crystallography. A distance \(d_{ij}\) can be, for instance, the distance between an atom in the side chain of the \(i\)-th amino acid in the \(m\)-th MHC molecule and any atom in the \(j\)-th amino acid in the peptide. Function \(h\) is the step function:

\[
h(d) = \begin{cases} 
1, & d \leq d_{th} \\
0, & d > d_{th} 
\end{cases}
\]

where \(d_{th}\) is a threshold distance. If the \(i\)-th amino acid of the MHC molecule and the \(j\)-th amino acid of the peptide are not at least as close the threshold distance, the amino acids do not contribute to the binding energy \(E\). The parameter \(d_{th}\) is typically hand chosen to be about 4-4.5 Å.

**0043** In order to use the abundant direct or indirect information about binding to improve the threading model, the threading equation given in Equation 1 can be adjusted by adding one or more learnable parameters. As shown in FIG. 3, the learnable parameters 340 can be learnable weights 342 and pairwise contact potentials 344. By way of example, learnable MHC-specific weights 342 (\(w^{m}_{i,j}\)) and learnable pairwise contact potentials 344 (\(\phi_{i,j}\)) can be added to the threading equation as follows:

\[
E(m, s, e) = \sum_{i} \sum_{j} w^{m}_{i,j} \phi_{i,j} h(d_{ij})
\]

The learnable weights 342 and learnable pairwise contact potentials 344 can be estimated from the data 350 using machine learning techniques. For instance, a Bayesian network can be constructed using previously published pairwise potential matrices as a Bayesian prior on the potentials 344 to avoid overtraining. A Bayesian prior favoring \(w^{m}_{i,j} = 1\) can be used to estimate the weights 342. Thus, the model reduces to standard threading when priors are strong enough to ignore the dataset of energies \(E\) for various peptide and MHC combinations. However, the priors can be left weak enough so that the data can dominate the learning process and the priors simply serve as a measure against over-fitting.

**0044** The data 350 utilized to learn the weights 342 (\(w^{m}_{i,j}\)) and pairwise contact potentials 344 (\(\phi_{i,j}\)) can be, for instance, known MHC sequences, known 3-D structures of MHC-peptide complexes, known binding energies for
MHC-peptide complexes, binding energies of known non-binders (peptides that have a very high binding energy with the particular MHC molecule), and binding energies of known strong binders. The data can be obtained from any suitable source. For instance, the sequence data for known MHC variants can be obtained from http://www.ebi.ac.uk/imgt/hla/. Structural MHC-peptide data files can be obtained from the RCSB protein data bank at http://www.rcsb.org/pdb/. MHC-peptide binding affinities can be obtained experimentally by measuring the IC50 as described above. The sequences of known binders and non-binders can be obtained from publicly available databases such as the SYFPEITHI database at http://www.syfpeithi.de/, the Los Alamos National Laboratory database http://www.hiv.lanl.gov/ and the MHCDB database at http://www.imtech.res.in/raghava/mhc/bn/third.html. These databases provide “binary” energy data for many peptides (i.e., by indicating if a peptide is a strong binder with very low binding energy or a non-binder with very high binding energy for a particular MHC type).

[0045] The dataset of measured binding energies can be directly used to train the adjusted threading model 330 but the dataset of known good binders and non-binders (i.e., binary energy) requires a treatment of missing energy values. To incorporate this data, the lowest binding energy in the measured binding energy dataset for good binders (epitopes), and similarly, the highest binding energy for the non-binders can be used. Alternatively, the spread between the binding energies of the binders and non-binders can be maximized, or a cost function (other than quadratic) that punishes high but not low binding energies for good binders and does the opposite for non-binders can be used. During training, if 3-D structural data is not available for an MHC molecule having sequence s, the distances \(d_{m,s}^{w,e}\) can be defined from the available structural data file corresponding to the MHC molecule whose sequence content is the most similar to s. Using a generative approach, m can be considered as a hidden variable influencing the sequence s, thus allowing m to be machine inferred (e.g., Bayesian inference) from s. Alternatively, m can be machine inferred from both s and e. Integrating m out, exactly or approximately (e.g., by setting the most likely m that maximize the likelihood, minimizes the energy or yields the best similarity between the m-th structure’s amino acid content and that of s and e) yields the resulting estimator \(E(s,e)\).

[0046] One way to estimate the learnable parameters 340 is to assume that Gaussian noise exists in the data set 350 and, because of the bilinear dependence of \(E\) on \(\phi\) and \(w\), fit the adjusted threading model 330 using variational learning techniques. As the optimization criterion becomes quadratic, the variational inference essentially iterates a linear regression to find the contact potential 344 variables (penalized appropriately by the prior) and a regression that estimates the weights 342 again taking into account the Gaussian prior favoring \(w_{i,j}=1\).

[0047] By way of another example, since the pairwise contact potentials 344 parameters (\(\psi\)) are shared across all the data 350, the model 330 can be fit to all of the structural data relating to the MHC-peptide complexes together. The weighting 342 parameters (\(w\)), however, are specific to a particular MHC molecule. Training only on a limited number of MHC molecules degrades the performance of the predictor on the test data even for the MHC molecules included in training. Joint training improves energy prediction for individual MHC types according to the equation:

\[
E(m, s, e) \approx \sum_{i} \sum_{j} w_{i,j} \phi_{s,i} \psi_{s,e,j}(d_{m,i,j}),
\]

where \(w_{i,j}\) are MHC-independent weights 342. The data shows that MHC types for which little binding and epitope data is available can be better trained with weight sharing. The data also shows a slight degradation in energy estimation for the MHC types for which more data is available in comparison to the models having MHC type-specific weights. As more data becomes available, both the models with shared weights and type-specific weights become more precise, although the current data indicates that the type-specific models still should be slightly better. Moreover, the embodiments having shared weights allow prediction even for completely new MHC types discovered in nature or those synthesized artificially (e.g., by mutating existing MHC sequences) before any binding data is obtained for training.

[0048] Other adjustments can be made to address errors introduced by the assumptions underlying the threading model. For instance, one such assumption is that all pairs of amino acids that are in a proximity defined by h will contribute to the energy independently. When the threshold parameter \(d_{th}\) is set high (producing a very sparse set of pairs i,j that contribute to the energy), this approximation indeed render these amino acid pairs isolated from each other. However, setting a low distance threshold \(d_{th}\) results in many interactions being left out. Raising the threshold can result in having one amino acid in the MHC molecule interacting with multiple amino acids in the peptide, in which case the additive model could be questioned.

[0049] To vitiate these errors, as shown in FIG. 4, the adjusted threading model 430 can be further adjusted, for instance, by adding a learnable threshold distance 440 to optimize the threshold distance \(d_{th}\) parameter. As shown in FIG. 5, the adjusted threading model 530 can be made more robust to slight variations in geometry by using a soft step function (e.g., sigmoid) that has a learnable smoothness of the step 548. This makes the predictor 520 more robust, but this eliminates the problem of turning off the contribution to the energy prediction 510 of those amino acid pairs whose distance is close to the threshold but slightly above the threshold (as can occur with the hard step function). The learnable parameters 546 and 548 can be estimated to optimally set the threshold and the softness of the step. One example of such a learnable soft step function is:

\[
h(d)=\frac{1}{1+e^{-A(d-d_{th})}} \]

where \(A\) is a parameter that determines the softness of the step function, \(d_{th}\) is the threshold distance and \(d_{th}\) is the distance between the i-th amino acid of the MHC molecule and the j-th amino acid of the peptide in the m-th 3-D structure. The learnable parameters A and \(d_{th}\) can be estimated using machine learning algorithms designed to minimize the error between the predicted energies and the true energies (e.g., gradient descent).

[0050] As shown in FIG. 6, an inference component 690 can be used to infer information about geometry 680, and
thus can facilitate making predictions even when the geometry is not known (e.g., unavailable data or if the molecules are synthetic). After the adjusted threading model is trained on the data, the prediction component can provide a prediction even for proteins for which no data other than their sequence is given. By way of example, if 3-D structural data is not available for an MHC molecule, the distances can be defined from the available structural data file corresponding to the MHC molecule whose sequence content is the most similar to s. Using a generative approach, m can be considered as a hidden variable influencing the sequence s, thus allowing m to be machine inferred (e.g., Bayesian inference) from s. Alternatively, m can be machine inferred from both s and e. Integrating m out, exactly or approximately (e.g., by setting the most likely m that maximize the likelihood, minimizes the energy, or yields best similarity between the m-th structure’s amino acid content and that of s and e) yields the resulting estimator E(s,e).

Fig. 7 illustrates a method for evaluating a contact between a protein (e.g., MHC, T cell receptor, antibody, etc.) and a peptide (e.g., epitope, 9mer, ligand, antigen, etc.). The term “ligand” is used broadly to mean any molecule that binds to another. A short molecule, such as a peptide, is one example of a ligand. The protein and peptide can be naturally occurring amino acid sequences or can be sequences not occurring naturally. At step 710, an optimized set of weighted contact potentials are provided. The set of optimized weighted contact potentials can be optimized utilizing one or more machine learning algorithms (e.g., iterative optimization, iterative least squares, generalized expectation maximization (GEM), variational expectation maximization (VEM), etc.). By way of example, the bilinear models with or with out a soft step function given in equations 3-5 can be used to facilitate optimizing the weighted contact potentials.

At step 720, a set of distances are chosen according to a structural template relating to the protein. The structural template can be, for instance, obtained by crystallography and contain the 3-D coordinates of the amino acids of a protein-peptide complex (e.g., an MHC-peptide complex). The set of distances can define, for instance, the distance between amino acid of the protein and an amino acid of the peptide for the two to be considered in contact. The set of distances can be chosen, for instance, by machine inferring (e.g., Bayesian inference) the identity of the structural template. One way to infer the structural template to define the distances is to employ a machine learning algorithm to choose the closest match from known structural templates. The match can be based on, for instance, the sequence of the protein or the sequences of both the protein and the peptide.

At step 730, a score that rates the contact (e.g., the binding energy) between the protein and the peptide is determined by evaluating protein sequence and peptide sequence data according to the set of distances and the optimized set of weighted contact potentials. One way of evaluating the sequence data according to the set of distances and optimized set of weighted contact potentials is by using the bilinear model described in reference to Figs. 2-6 above. The protein sequence and peptide sequence data can be evaluated according to the set of distances by, for instance, utilizing an optimized soft step distance function (e.g., Equation 5). The optimized soft step distance function can be optimized, for instance, using gradient descent.

The steps of the method need not be performed in the order described and can be performed in different orders. By way of example, step 720 can be performed before step 710 or steps 710 and 720 can be performed concurrently.

Fig. 8 shows a system for determining the binding free energies of protein-protein complexes. Machine learning means estimates amino acid contact potentials and their corresponding weights from at least some of the data that is available. Machine learning means determines a binding free energy of one protein (e.g., an MHC molecule) to another protein (e.g., an 8-11 amino acid long peptide) utilizing an optimized soft step function defining an amino acid distance criterion, the amino acid contact potentials and their corresponding weights. The machine learning means and 820 can be, for instance, any of the machine learning means described in reference to Figs. 2-7 above.

The following examples are provided for the purpose of demonstrating utility. Although MHC-peptide binding energies have been selected to illustrate how the subject matter can be employed, the claimed subject matter facilitates making predictions about any molecular complex and is not limited to predicting MHC-peptide binding energies.

Example 1

A bilinear predictor having a soft step distance function and hidden variable m as described in detail above was used to predict molecular interactions. Data to train and validate the model included structural data files obtained from the RCSB protein data bank, experimentally obtained binding energies of 870 different MHC-peptide combinations and binary information on known good binders (epitopes) and nonbinders from the SYTPELTTHI database, the Los Alamos National Laboratory HIV Database and the MHCBN Database. The binary energy data is data that indicates if a peptide is a strong binder with very low binding energy, or a non-binder with very high binding energy for a particular MHC type without providing the exact energy of binding.

The range of experimental binding energies (or equivalently IC50 ratios, the negative log of which corresponds to energy) for peptides used in the experiments was large and and only some of the peptides exhibited very high energies (epitopes). The peptides were divided into three categories: good binders, intermediate binders and non binders. The peptides having relative binding (IC50 ratio) above 0.1 were labeled as good binders, and those with IC50 below 0.0001 were considered non-binders. Table 1 summarizes the number of peptides for which data was available in terms of the MHC molecules, peptide lengths and the binding strength.

<table>
<thead>
<tr>
<th>MHC, peptide</th>
<th>Good Binders</th>
<th>Intermediate</th>
<th>Non-binders</th>
</tr>
</thead>
<tbody>
<tr>
<td>A0201, peptide length 9</td>
<td>62</td>
<td>254</td>
<td>202</td>
</tr>
<tr>
<td>A0201, peptide length 10</td>
<td>27</td>
<td>138</td>
<td>100</td>
</tr>
</tbody>
</table>
TABLE 1-continued

<table>
<thead>
<tr>
<th>MHC, peptide</th>
<th>Good Binders</th>
<th>Intermediate</th>
<th>Non-binders</th>
</tr>
</thead>
<tbody>
<tr>
<td>A6801, peptide length 9</td>
<td>10</td>
<td>34</td>
<td>7</td>
</tr>
<tr>
<td>B2709, peptide length 9</td>
<td>11</td>
<td>11</td>
<td>14</td>
</tr>
</tbody>
</table>

[0059] In order to compare the adjusted threading method to standard threading, the performance of an adjusted predictor was evaluated in terms of peptide ranking measured by Spearman correlation factor. The Spearman correlation factor varies between -1 and 1. Values close to 1 indicate that the ranking of peptides according to the predicted energies is similar to a ranking according to the experimentally measured energies.

[0060] To train and test the model, the data was divided 100 times into random training/testing partitions such that 70% of the data was used for training and the remainder used to validate the model. The data distribution for both sets was kept similar to that of Table 1. Table 2 shows the average performance as well as the standard deviation across the experiments and shows that the trained, bilinear model clearly outperforms regular threading on this dataset.

[0061] In order to evaluate the performance of both of the adjusted models (i.e., one with MHC-dependent weights and one with MHC-independent weights) on the data for which only binary energies are known, the entire set of measured binding energies, all available 3-D structures, and some of the binary data was used for training, and the rest of the binary data was used for testing. The training and testing sets were chosen randomly 10 times. The training set spanned 9 MHC types (A0201, A6801, B2705, A1101, B3501, B5301, A0301, B4402, and B0702), and the peptides had lengths of 9-10 amino acids.

[0062] Since both the standard threading model and the trained adjusted threading models output a binding energy and not a binary decision, the two were compared in terms of Receiver Operating Characteristics (ROC) curves. The ROC curves were obtained by using test data from the SYFPEITHI database, varying the good-binder (epitope) threshold (i.e., the cut-off value for classifying a peptide as an epitope) and measuring the number of false positives and false negatives. The standard threading model employed two previously published pairwise contact potential matrices (Miy and Bet published in S. Miyazawa and R. L. Jernigan, “Residue-residue potentials with a favorable contact pair term and an unfavorable high packing density term for simulation and threading.” J. Mol. Biol. (1998) 256.623-644 and M. R. Betancourt and D. Thirumalai, “Pair potentials for protein folding. Choice of reference states and sensitivity of predicted native states to variations in the interaction schemes,” Protein Sci. (1999) 8:361-369, respectively).

[0063] As shown in the ROC curves of FIGS. 9-12, both of the adjusted threading methods (Bil) significantly outperformed standard threading. Of particular note, for A0301 and B0702, the crystal structures were not available. Using the amino acid content of the MHC molecule, an analogous MHC molecule with available crystal structure was inferred. This approach still resulted in improved performance compared to the standard threading model.

[0064] FIGS. 13-14 show ROC curves demonstrating the ability of both of the above trained models (i.e., the MHC-specific and MHC-independent trained models producing the ROC curves shown in FIGS. 9-12) to predict binding energies for 4 MHC molecules that were not part of the training set (A6801, B1508, B5301 and CW0401). This model transfer was conducted using the parameters m and distance d for the MHC molecule used during training that had the closest sequence to that of the MHC molecule under study. As shown in the ROC curves of FIGS. 13-14, both of the trained adjusted models outperformed the standard threading model.

[0065] FIGS. 15-21 show ROC curves demonstrating the performance of an adaptive threading predictor trained on data from 53 MHC molecules. FIG. 22 is an overall ROC curve demonstrating the overall performance of the adaptive threading predictor trained on 53 MHC molecules. The overall ROC shows the performance of the energy predictions for all of the peptides and all of the MHC types tested. The 53 MHC molecules used to train the model were A0201, B2705, A1101, B3501, B5301, A0301, B4402, and B0702, and the peptides had lengths of 9-10 amino acids.

[0066] The adaptive binding energy predictor described above was used to study viral infections in 246 HIV patients from the West Australian (WA) cohort, and over 1000 sequences in HIV clade B from Los Alamos National Laboratory database, which capture the course of HIV evolution over the last 20 years. The results of the study illustrate short, medium, and long-term adaptation of HIV to the human immune system.

[0067] Using the bilinear adjusted threading model with a soft step distance function and hidden variable m, the average binding energy of all HIV 9mers taken from the current consensus sequence for clade B (starting from each site in each protein) was computed to be 9.74. In comparison, the average binding energy in a randomized HIV sequence (i.e., HIV sequence containing the same set of proteins having the same lengths but with random amino acid content) is 9.3. The difference in average binding energies has a very strong statistical significance (p<10^{-5} based on 50 different randomizations), and can be explained by viral evolution (i.e., higher average binding energy translates into a smaller total number of presented peptides which trigger immune reaction). Similar patterns should be expected from other viruses that are variable enough to use mutation as an escape mechanism and even possible that less
variable viruses evolving over a very long time, may exhibit the same evolution over time.

[0068] It previously has been shown that some HIV mutations correlate with MHC types of the host. The adjusted binding energy estimators aid in explaining these correlations. FIG. 23A shows a significant correlation (p<0.05) between the average A0201 binding energy and viral load in HIV positive patients having HLA type A0201 (i.e., A0201 positive) from the WA cohort. As would be expected, in A0201 negative patients, no correlation was found. Each patient’s HIV was sequenced providing a source of 9mers and 10mers. In FIG. 23A, each chronically infected and untreated A0201 positive patient in the cohort is represented by a dot with coordinates equal to the patient’s viral load and the sum of 9mer and 10mer average binding energies for A0201.

[0069] A viral strain coding for peptides that bind well to a particular MHC molecule and infecting an individual with that particular MHC type is typically under strong immune pressure to mutate away from its fittest form towards a form that binds less well to that particular MHC. However, as HIV damages the individual’s immune system, the pressure to escape the particular MHC type wanes and the viral load increases. Thus, the negative trend in FIG. 16A can be explained by reversion of the viral sequence towards the wild type having higher replicative fitness and lower adaptation to A0201 in patients whose immune system is starting to fail.

[0070] FIG. 23B shows the average binding energy of MHC A0201 to HIV peptides over the last 23 years. The HIV sequences were obtained from the Los Alamos National Laboratory database. To smooth out the sampling density over time, all sequences were grouped into 3 year time intervals (i.e., 1982-1984, 1985-1987, . . ., 2003-2005). The apparent upward trend is statistically weak, but could indicate that HIV as a population is adapting to the immune systems of the host population. The recent trend of HIV fitness attenuation that has been noted is consistent with this observation.

[0071] Thus, the examples provided above show that an adjusted threading model of MHC-peptide binding can be used to estimate a high range of binding energies for high resolution MHC types (four digits, based on MHC sequencing). Both in terms of peptide ranking and binary classification performance, the adjusted model significantly outperforms the standard threading model. The increased predictive power of the adjusted model facilitates capturing pathogen evolution patterns (e.g., escape mutations, immunodominance, etc.) in response to the immune pressure of the host (whereas the standard threading model did not show statistically significant trends). The adjusted model also can be used to provide binding energies for epitome learning. Epitome learning is described elsewhere (see, N. Jojic, V. Jojic, B. Frey, C. Meek, and D. Heckerman, “Modeling genetic diversity with epitopes: Rational design of HIV vaccine cocktails,” 10th Annual Conference on Neural Information Processing Systems, Dec. 5-10, 2005 available online at http://books.nips.cc/papers/files/nips18/NIPS2005_0759.pdf).

[0072] FIGS. 24-25 and the following discussion are intended to provide a brief, general description of a suitable computing environment in which the various aspects of the subject matter can be implemented. While the subject matter has been described above in the general context of computer-executable instructions of a computer program that runs on a local computer and/or remote computer, the subject matter also can be implemented in combination with other program modules.

[0073] Moreover, the subject matter can be practiced with other computer system configurations, including single-processor or multi-processor computer systems, minicomputers, mainframe computers, as well as personal computers, handheld computing devices, microprocessor-based and/or programmable consumer electronics and the like, each of which may operatively communicate with one or more associated devices. The subject matter also can be practiced in distributed computing environments such that certain tasks are performed by remote processing devices that are linked through a communications network. In a distributed computing environment, program modules may be located in local and/or remote memory storage devices. However, some, if not all, of the subject matter can be practiced on stand-alone computers.

[0074] The subject matter can operate in the general context of computer-executable instructions, such as program modules, executed by one or more components. Generally, program modules include routines, programs, objects, data structures, etc., that perform particular tasks or implement particular abstract data types. Typically, the functionality of the program modules may be combined or distributed as desired. The subject matter can be embodied on a computer-readable medium having computer-executable instructions and transmitted as signals manufactured to transmit such instructions as well as the results of performing the instructions, for instance, on a network.

[0075] FIG. 24 schematically illustrates an exemplary environment 2410 for implementing various aspects of the subject matter. The environment 2410 includes a computer 2412, which includes a processing unit 2414, a system memory 2416 and a system bus 2418. The system bus 2418 couples system components including, but not limited to, the system memory 2416 to the processing unit 2414. The processing unit 2414 can be any of various available processors. Dual microprocessors and other multiprocessor architectures also can be employed as the processing unit 2414.

[0076] The system bus 2418 can be any of several types of bus structure(s) including the memory bus or memory controller, a peripheral bus or external bus, and/or a local bus using any variety of available bus architectures including, but not limited to, 10-bit bus, Industrial Standard Architecture (ISA), Micro-Channel Architecture (MSA), Extended ISA (EISA), Intelligent Drive Electronics (IDE), VESA Local Bus (VLB), Peripheral Component Interconnect (PCI), Universal Serial Bus (USB), Advanced Graphics Port (AGP), Personal Computer Memory Card International Association bus (PCMCIA), and Small Computer Systems Interface (SCSI).

[0077] The system memory 2416 includes volatile memory 2420 and nonvolatile memory 2422. The basic input/output system (BIOS) containing the basic routines to transfer information between elements within the computer 2412, such as during start-up, is stored in nonvolatile memory 2422. By way of illustration, and not limitation,
nonvolatile memory 2422 can include read only memory (ROM), programmable ROM (PROM), electrically programmable ROM (EEPROM), or flash memory. Volatile memory 2420 includes random access memory (RAM), which can act as an external cache memory. By way of illustration and not limitation, RAM is available in many forms such as static RAM (SRAM), dynamic RAM (DRAM), synchronous DRAM (SDRAM), double data rate SDRAM (DDR SDRAM), enhanced SDRAM (ESDRAM), Synchlink DRAM (SLDRAM), and Rambus Direct RAM (RDRAM), direct Rambus dynamic RAM (DRDRAM), and Rambus dynamic RAM (RDRAM).

Computer 2412 also includes removable/non-removable, volatile/non-volatile computer storage media. FIG. 24 illustrates, for example a disk storage device 2424. Disk storage device 2424 includes, but is not limited to, devices like a magnetic disk drive, floppy disk drive, tape drive, Jaz drive, Zip drive, LS-100 drive, flash memory card, or memory stick. In addition, disk storage device 2424 can include storage media separately or in combination with other storage media including, but not limited to, an optical disk drive such as a compact disk ROM device (CD-ROM), CD recordable drive (CD-R Drive), CD rewritable drive (CD-RW Drive) or a digital versatile disk ROM drive (DVD-ROM). To facilitate connection of the disk storage devices 2424 to the system bus 2418, a removable or non-removable interface is typically used such as interface 2426.

In addition to hardware components, FIG. 24 illustrates software that acts as an intermediary between users and the basic computer resources described in suitable operating environment 2410. Such software includes an operating system 2428. Operating system 2428, which can be stored on disk storage devices 2424, acts to control and allocate resources of the computer system 2412. System applications 2430 take advantage of the management of resources by operating system 2428 through program modules 2432 and program data 2434 stored either in system memory 2416 or on disk storage devices 2424. The subject matter can be implemented with various operating systems or combinations of operating systems.

A user enters commands or information into the computer 2412 through input device(s) 2436. Input devices 2436 include, but are not limited to, a pointing device such as a mouse, trackball, stylus, touch pad, keyboard, microphone, joystick, game pad, satellite dish, scanner, TV tuner card, digital camera, computer camera, web camera, and the like. These and other input devices connect to the processing unit 2414 through the system bus 2418 via interface port(s) 2438. Interface port(s) 2438 include, for example, a serial port, a parallel port, a game port, and a universal serial bus (USB). Output device(s) 2440 use some of the same type of ports as input device(s) 2436. Thus, for example, a USB port may be used to provide input to computer 2412 and to output information from computer 2412 to an output device 2440. Output adapter 2442 is provided to illustrate that there are some output devices 2440 like monitors, speakers, and printers, among other output devices 2440, which require special adapters. The output adapters 2442 include, by way of illustration and not limitation, video and sound cards that provide a means of connection between the output device 2440 and the system bus 2418. It should be noted that other devices and/or systems of devices provide both input and output capabilities such as remote computer(s) 2444.

Computer 2412 can operate in a networked environment using logical connections to one or more remote computers, such as remote computer(s) 2444. The remote computer(s) 2444 can be a personal computer, a server, a router, a network PC, a workstation, a microprocessor based appliance, a peer device or other common network node and the like, and typically includes many or all of the elements described relative to computer 2412. For purposes of brevity, only a memory storage device 2446 is illustrated with remote computer(s) 2444. Remote computer(s) 2444 is logically connected to computer 2412 through a network interface 2448 and then physically connected via communication connection 2450. Network interface 2448 encompasses communication networks such as local-area networks (LAN) and wide-area networks (WAN). LAN technologies include Fiber Distributed Data Interface (FDDI), Copper Distributed Data Interface (CDDI), Ethernet/IEEE 802.3, Token Ring/IEEE 802.5 and the like. WAN technologies include, but are not limited to, point-to-point links, circuit switching networks like Integrated Services Digital Networks (ISDN) and variations thereon, packet switching networks, and Digital Subscriber Lines (DSL).

Communication connection(s) 2450 refers to the hardware/software employed to connect the network interface 2448 to the bus 2418. While communication connection 2450 is shown for illustrative clarity inside computer 2412, it can also be external to computer 2412. The hardware/software necessary for connection to the network interface 2448 includes, for exemplary purposes only, internal and external technologies such as, modems including regular telephone grade modems, cable modems and DSL modems, ISDN adapters, and Ethernet cards.

FIG. 25 is a schematic block diagram of a sample computing environment 2500 with which the subject matter can interact. The system 2500 includes one or more client(s) 2510. The client(s) 2510 can be hardware and/or software (e.g., threads, processes, computing devices). The system 2500 also includes one or more server(s) 2530. The server(s) 2530 also can be hardware and/or software (e.g., threads, processes, computing devices). The servers 2530 can house threads to perform transformations by employing the subject matter.

One possible communication between a client 2510 and a server 2530 can be in the form of a data packet or signal manufactured to be transmitted between two or more computer processes. The system 2500 includes a communication framework 2550 that can be employed to facilitate communications between the client(s) 2510 and the server(s) 2530. The client(s) 2510 can connect to one or more client data store(s) 2560 that can be employed to store information local to the client(s) 2510. Similarly, the server(s) 2530 can connect to one or more server data store(s) 2540 that can be employed to store information local to the servers 2530.

Although the subject matter has been described in language specific to structural features and/or methodological acts, it is to be understood that the subject matter defined in the appended claims is not necessarily limited to the specific features or acts described above. Rather, the specific
features and acts described above are disclosed as example forms of implementing the claims.

[0086] It is, of course, not possible to describe every conceivable combination of components or methodologies that fall within the claimed subject matter, and many further combinations and permutations of the subject matter are possible. While a particular feature may have been disclosed with respect to only one of several implementations, such feature may be combined with one or more other features of the other implementations of the subject matter as may be desired and advantageous for any given or particular application.

[0087] In regard to the various functions performed by the above described components, computer-executable instructions, means, systems and the like, the terms are intended to correspond, unless otherwise indicated, to any functional equivalents even though the functional equivalents are not structurally equivalent to the disclosed structures. Furthermore, to the extent that the terms “includes,” and “including” and variants thereof are used in either the specification or the claims, these terms are intended to be inclusive in a manner similar to the term “comprising.” Accordingly, the claimed subject matter is intended to embrace all such alterations, modifications, and variations that fall within the spirit and scope of the appended claims.

1. A system stored on computer-readable media, comprising:

   two or more parameters machine learned at least in part utilizing data relating to a set of known interactions between proteins and ligands, two of the two or more parameters relating to pairwise contact potentials and weights; and

   a prediction component configured to predict information relating to an unknown interaction between a protein and a ligand by employing information about the protein’s sequence, the ligand’s sequence, a geometry of a protein-ligand complex and an adjusted threading model comprising the two or more parameters.

2. The system of claim 1, further comprising an inference component configured to machine infer the geometry of the protein-ligand complex.

3. (canceled)

4. The system of claim 1, wherein the adjusted threading model has a soft step function.

5. The system of claim 4, wherein the soft step function is a sigmoid function.

6. The system of claim 4, wherein the soft step function has at least one machine learned parameter.

7. The system of claim 6, wherein the at least one machine learned parameter comprises a threshold distance and a smoothness of the soft step function.

8. The system of claim 1, wherein the information relating to the unknown interaction is a binding energy.

9. The system of claim 1, wherein the unknown interaction between the protein and the ligand is between an MHC molecule and a peptide of about 8-11 amino acids in length.

10. The system of claim 9, wherein the MHC molecule is a synthetic molecule.

11-20. (canceled)

21. Computer-executable instructions stored on computer-readable media, the computer-executable instructions encoding a method, comprising:

   providing two or more parameters machine learned at least in part utilizing data relating to a set of known interactions between proteins and ligands, two of the two or more parameters comprising pairwise contact potentials and weights; and

   predicting information relating to an unknown interaction between a protein and a ligand using the two or more parameters and information about the protein’s sequence, the ligand’s sequence and a geometry of a protein-ligand complex.

22. The computer-executable instructions of claim 21, the method further comprising inferring the geometry of the protein-ligand complex.

23. The computer-executable instructions of claim 21, wherein the information relating to the unknown interaction between the protein and the ligand is a binding energy.

24. The computer-executable instructions of claim 21, wherein the unknown interaction between the protein and the ligand is between an MHC molecule and a peptide of about 8-11 amino acids in length.

25. The computer-executable instructions of claim 24, wherein the MHC molecule is a synthetic molecule.

26. A method for generating an adaptive threading system, the method stored on computer-readable media, the method comprising:

   machine learning two or more parameters at least in part utilizing data relating to a set of known interactions between proteins and ligands, two of the two or more parameters comprising pairwise contact potentials and weights.

27. The method of claim 26, wherein machine learning comprises employing a Bayesian network.

28. The method of claim 26, wherein the set of known interactions between proteins and ligands comprises a set of binding energies.

29. The method of claim 26, wherein the proteins are MHC molecules and the ligands are peptides of about 8-11 amino acids in length.

30. The method of claim 29, wherein at least one of the MHC molecules is a synthetic molecule.