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STITCHING AN APPLICATION MODEL TO AN
INFRASTRUCTURE TEMPLATE

BACKGROUND

180811  An increasingly larger number of business entities and
individuals are turning {o cloud computing and the services provided through a
cloud computing system in order to, for example, sell goods or services,
maintain business records, and provide individuals with access to computing
resources, among other cloud-related objectives. Cloud computing provides
consumers of the cloud with scalable and pooled computing, storage, and
networking capacily as a service or combinations of such services built on the
above. A cloud may be designed, provisioned, deploved, and maintained by or
for the entity for which the cloud compuling system is created. Designing,
provisioning, deploying, and maintaining a cloud compuling system may be a
difficult task,

BRIEF DESCRIPTION OF THE DRAWINGS

168827 The accompanying drawings illustrate various examples of the
principles described herein and are a part of the specification. The illustrated
examples are given merely for illustration, and do not limit the scope of the
claims.

(60831 Fig. 1is a block diagram of a blueprini, according to one
aexampls of the principles described herain.

(60041 Fig. 2 is a block diagram showing an archilecture derived

topology, according 1o one example of the principles described herein.
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(80857 Figs.3A and 3B depict a block diagram showing a functional
overview of a topology-based management broker for designing, provisioning,
deploying, monitoring, and managing a cloud service, according {0 one example
of the principles described hersin.

(80868} Fig. 4 is a block diagram showing a common platform for
topology-based management broker of Figs. 3A and 3B at a high level,
according o one exampie of the principles described hersin.

(80071 Fig. 5 is a block diagram of an execution flow of the execution
of a topology using provisioning policies, according to one exampile of the
principles described herein.

1860881 Fig. 6 is a flowchart showing a method for brokering a cloud
service, according to one example of the principles described herein,

180881 Fig. 7 is a flowchart showing a method for brokering a cloud
service, according to another example of the principles described herein.

180181 Fig. 8 is a flowchart showing a method for remedialing a
number of incidents within a cloud service, according {0 one example of the
principles described herein.

1806111 Fig. 9 is a flowchart showing a method of designing a topology,
according to one sxampie of the principles described herain.

100121 Fig. 10 is a block diagram showing a modification of an
infrastructure topology according to one example of the principles described
herein.

18813} Fig. 11 is a flowchart showing a method of modifying a
topology according to one example of the principles described herein.

1880141  Throughout the drawings, identical reference numbers

designate similar, bui not necessarily identical, elements.

DETARLED DESCRIPTION

(60151  Cloud computing provides services for a user's dala, software,

and computation. Applications deploved on resources within the cloud servicse

may be manually deployed. This manual deployment consumes considerable
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adminisirative time. The manual steps of deploying an application may include
the provisioning and instantiation of the infrastructure. This may include linking
the installation of an application or a platform such as middieware and DB+
applications or deployment of an image with or without the full knowledge of the
deployed infrastructure. Manual deployment may further include numerous
sequences of steps launched by a user who atiempis to deploy the application.
Thus, the manual linking of an application {0 a deployed infrastructure
consumes large amounts of computing and personnel resources, and may lead
to mistakes and irreconcilable issues bebween the application and the
underlying infrastruciure. Linking of an application to a deployed infrastructure
may be automaied with a number of {ools, scripls, and exscutables, with
orchestrators automating the segquence of exscution of these processes. A
number of devices used in the designing, provisioning, deploying, and
maintaining of applications deployed on resources within the cloud service may
include data centers, privaie clouds, public clouds, managed clouds, hybrid
clouds, and combinations thereof.

60161 More specifically, clioud services provided o users over a
network may be designed, provisioned, deploved, and managed using a cloud
service manager. The cloud service provider or other entity or individual
designs, provisions, deploys, and manages such a cloud service that
appropriately consists of a number of services, applications, platforms, or
infrastruciure capabilities deployed, execuled, and managed in a cloud
environment, These designs may then be offered o user who may order,
request, and subscribe to them from a catalog via a market place or via an API
cali, and then manage the lifecycles of a cloud service deployed based on the
designs through the same mechanism. The service designs in a cloud service
manager such as CLOUD SERVICE AUTOMATION (CSA 3.2) designed and
distributed by Hewlett Packard Corporation, described in more detall below, are
expressed with “blueprints.”

[68177 Blueprints describe services in terms of the collections of
workfiows that are {0 be execuled to provision or manage ail the components

that make up the service in order {o perform a particular lifecycle management
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action. Some of the funclions of the workflows defined by blueprints are actual
fife cycle management actions that are then performed as calls {o a resource
provider. The resource provider converts the calls into well formed and
exchanged instructions specific o the particular resource or instance offered by
a resource provider.

18018} Fig. 1is a block diagram of a blueprint {100}, according to one
example of the principles described herein. Each object (102-1, 102-2, 102-3,
102-4, 102-5, 102-6, 102-7, 102-8, 102-9, 102-10, 102-11, 102-12} in the
blueprint may be associated with action workflows that call resource providers.
A number of chailenges exist with a blueprint (100) approach to designing,
provisioning, deploying, and managing cloud services. The slructure of a
blusprint, while consisting of objects comprising properties and actions linked by
relationships, do not identify relationships o physical {opologies such as, for
example, the actual physical architecture of the system that supports the cloud
service. This renders it difficull to associate additional metadata with the
blueprints (100} to describe, for example, policies associated wilh the system.
Further, this association of policies with nodes in a blueprint (100} is not intuitive
for a designer or adminisirator of the {o-be-deployed cloud service.

60191 Further, the structures of blusprints (100), for the same
reason, are difficult o use as models of applications or templates of
infrastructures as CONTINUOUS DELIVERY AUTOMATION (CDA) doss. CDA
is system fool ulilized within a topology designer that independently models
infrastructure and application requirements while managing versions,
configurations, and other application components. CDA 1.2 is also developed
and distributed by Hewlelt Packard Corporation. The structures of blueprints
(100), for the same reason given above, are difficult to use as models of
applications because blueprints do not describe the architecturs of the
application. Further, blueprints are difficult o use as templates of an
infrastructure because they also do not describe the architecture of the
imfrastructure. As a result, systems aiming at modeling application models and
infrastructure or platform templates, and mapping the application models and

infrastructure or platform templates 10 each other are not easily reconciled with
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the biueprints becauss they are based on different methods of modeling these
services.

(60281  The present sysiems and mathods describe archifecture-
descriptive topologies that define the physical architecture of a system thal
constituies a cloud service. Fig. 2 is a block diagram showing an architecture
derived topology (200}, according to one example of the principles described
herein. As depicted in Fig. 2, the architecture derived topology {200) may
comprise a number of nodes (201, 202, 203, 204, 205, 206, 207, 208, 208, 210,
211, 212, 213, 214, 215) associated with one another. Associations bebween
nodes within the topology (200} are indicated by the open arrows. A number of
nodes (201, 202, 203, 204, 205, 206, 207, 208, 209, 210, 211, 212, 213, 214,
215} within the topology (200} may also be aggregaied with one another as
designated by the filled arrows. Aggregation is a computing term used io
describe combining (aggregating) mulliple network connections in paraliel to
increase throughput beyond what a single connection could sustain, and fo
provide redundancy in case one of the links fails.

18021 For example, the load balancer {201}, web server service
(202}, application enterprise archive (203), and the database (204} are
associated with one another. The web server service (202) is aggregated with
a web virtual machine (205} and its security group (213) as well as a web virtual
local area network (208). Similarly, the application enterprise archive (203} is
aggregated with an application server service such as the JavaBeans Open
Source Software Application Server {(JBoss) service (206}, a JBoss virfual
machine {208) and iis associated security group (214), and a secure application
virtual local area network (210}, Again, similarly, the database (204} is
associated with a database virtual machine (207) and its security group (215),
and a secure database virtual local area network (211). The web virtual local
ares network (209}, secure application virlual local area network (210}, and
secure database virtual local area network (211) are then associaled with a
router (212).

160227 Thus, a cloud service based on an instantiation of the

architeciure derived topology (200) may be expressed as a topology of nodes

N
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with a number of relalionships defined belween a number of nodes within the
topology. A number of properties and actions are associated with a number of
the nodes, a number of groups of nodes, a portion of the topology, the topology
as a whole, or combinations thereof. Further, a number of policies are
associated with the number of the nodes, a number of groups of nodes, &
portion of the topology, the topelogy as a whole, or combinations thereof. SHill
further, a number of lifecycle management actions (LCMAS) are associated with
the number of the nodes, a number of groups of nodes, a portion of the
topology, the {opology as a whole, or combinations thereof.

160237  Thus, the present systems and methods dascribe cloud
service broker or manager that supports both topeologies and blueprinis while
using the same lifecycle management engine. The lifecycle management
engine supports lifecycle management of cloud services, and mapping of
application models with infrastructure templates. The present systems and
methods also describe a policy-based framework for managing the provisioning,
deployment, monitoring, and remediatlion processes within a cloud service.
Further, the present systems and methods provide support for usage modesis
supported by CSA, CDA, and blueprints as will be described in more detail
below.

[60241  As used in the present specification and in the appended
claims, the term “broker” is meant to be understood broadly as any computing
device or a collection of computing devices in a network of computing devices
that manages the designing, provisioning, deployment of a topology within the
cloud, and the maintenance and life cycle management of {an) instantiated
service based on that topology.

(80251 As used in the present specification and in the appended
claims, the term “cloud service” is meant {o be understood broadly as any
nurnber of services provided over a number of computing devices that are
connected through a real-time communication network. Cloud services may
include services provided on a disiribuled system implemsanting distributed
hardware and software resources. In one example, a cloud service may be any

service offered on a private cloud, public cloud, managed cloud, hybrid cloud, or
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combinations thereol, In another example, a doud service may be services
provided on physically independent machines such as, for example, a data
center.

(80281 Further, as used in the present specification and in the
appended claims, the terms “node or “computing device” are meant {o be
understood broadly as any hardware device, virtual device, group of hardware
devices, group of virlual devicas, or combination thereof within a nefwork.
MNodes may include, for example, servers, switches, data processing devices,
data storage devices, load balancers, routers, and virtual embodiments thereof,
among many other types of hardware and virtual devices. Further, nodes may
he represeniations of the above hardware and virtual devices before execution
and instantialion of 3 topology of which the node is a parl.

(60277 Sl further, as used in the present specification and in the
appsnded claims, the term “topology” is meant {0 be undersiood broadiy as
data representing a graph of nodes where branches between the nodes
represent relationships between the nodes. The nodes may comprise any
number of computing devices located within a network. Thus, the topology of
the network may comprise the physical and logical layout of nelworked
compuling devices, and definitions of the relationships between the computing
devices. A number of policies and lifecycle management actions (LCMA) may
be associated with the topologies, portions of the topologies, nodes within the
topologies, groups of nodes within the topologies, and combinations thereof.

[60281  Still further, as used in the present specification and in the
appended claims, the term "blueprin” is meant 1o be understood broadly as an
exacution flow for aliowing automation of cloud service deployment and life
cycle management of cloud services. A blue print may include a functional
description of a number of hardware and/or virtualized components included
within a service such asg, for exampie, operating systems, application stacks,
databases. A blueprint may further include a functional description of the
configuration and conneclivily between the hardware and virtualized
componenis. The blueprints may also include a number of deployment modais

to enable the functional description o be deploved. The blueprints may further
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include a set of user-configurable oplions to allow a user to configure a numbser
of optional aspects of the deployed service. Blusprints are an example of non
architecture derived executable topologies.

(80281 S8l further, in addition to the blueprints described above, the
present disclosure provides for the utilization of executable topologies. Thus,
the present systems and methods provide for the execution and instantiation of
both blueprini- and architecture-derived {opologies. Both blueprini- and
architecture-derived iopologies are executable. Thus, as used in the prasent
specification and in the appendad claims, the term “lopology” is meant to be
undersicod broadly as any set of execulabie logic or interpretable logic that may
be expressed as executable logic that defines the characleristics of the network
to be instantiated. The topology may define a number of nodes. Further, the
topology may define and a number of policies and lifecycle management
actions associated with the nodss as a number of groups, individually, or a
combination thereof. In one example, blueprinis may be expressed as
topolagies. In this example, the blueprint-derived topologies may also define a
number of nodes and a number of pelicies and lifecycle management actions
associated with the nodes within the topologies, groups of nodes within the
topologies, portions of the topologies, the topology as a whole, and
combinations thereof.

[60301  Still further, as used in the present specification and in the
appended claims, the term "policy” is meant to be understood broadly as any
data or meladala used fo assisi in the management of the provisioning,
deploying, monitoring, enforcement, and remediation within a cloud service.
The policies may reprasent a number of rules or seis of rules that are applicable
to the provisioning, deploying, monitoring, enforcement, and remediation tasks
associated with a number of computing devices within a cloud service
environment.

(60311 Sl further, as used in the present specification and in the
appended claims, the term “user” is meant {0 be undersiood broadiy as any
individual or entity for whom or by whom a cloud service is designed,

provisioned, deployed, monitored, policy enforced, incident remediated,
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otherwise managed, or combinations thereol. In one example, the user may
purchase use of the cloud service at a cost. For example, the user may pay a
subscription 1o use the cloud rescurces and services, and, in this case, alsc be
classified as a subscriber. In another example, a user may be a designer or
administrator of the cloud service. In still another example, 8 user may be any
individual who manages the cloud service.

(60327  Even stiil further, as used in the present specification and in
the appended claims, the term “a number of’ or similar language is meant to be
understood broadly as any positive number comprising 1 to infinity; zero not
being a number, but the absence of a number.

[68331 In the following description, for purposes of explanation,
numerous specific delails are set forth in order (o provide a thorough
undersianding of the present systems and methods. It will be apparent,
howeaver, 10 one skilled in the arl that the present apparatus, sysiems, and
methods may be practiced without these specific detlails. Reference in the
specification 10 "an exampie” or similar language means that a particular
feature, struciure, or characteristic described in connection with that example is
included as described, bui may not be included in other examples.

[8034] The present systems may be utilized in any daia processing
scenario including, for example, within a network including the design,
provisioning, deployment, and management of a number of compuiing devices
within the network. For example, the present systems may be utilized in a cloud
compuling scenario where a number of computing devices, real or virtual, are
designed, provisioned, deploved, and managed within a service-orisnted
nefwork. In anocther example, the present systems may be utilized in a stand
alone data center or a data center within a cloud computing scenaric. The
service oriented network may comprise, for example, the following: a Software
as a Service (8aal8) hosting a number of applications; a Platform as a Service
{(PaaS} hosting a computing platform comprising, for example, operating
systams, hardware, and storage, among others; an Infrastruciure as g Service
{laa8) hosting equipment such as, for example, servers, storage components,

network, and components, among others; application program interface (AP

[4o)
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as a service (APlaal), other forms of cloud services, or combinations thereof.
The present systems may be implemented on one or multiple hardware
platforms, in which the modules in the system are executed on one or across
miultiple platforms. Such modules may run on various forms of cloud
technologies and hybrid cloud technologies or offered as a Saal {Software as a
service) that may be implemenied on or off the cloud.

(60351  Further, the present systems may be used in a public cloud
network, a private cloud networlk, a hybrid cloud network, other forms of
networks, or combinations thereof. In one exampls, the methods provided by
the present systems are provided as a service over a nelwork by, for example,
a third party. In ancther example, the methods provided by the present
systems are executad by a local administrator. In still ancther example, the
present systems may be utilized within a single computing device. In this data
processing scenario, a single computing device may utilize the devices and
associated methods described herein {o deploy cloud services and manage life
cycles of the cloud services. In the above examples, the design of the cloud
service, provisioning of a number of computing devices and associated
software within the cloud service, deployment of the designed and provisioned
cloud resources and services, management of the cloud resources and
services, and combinations thereof may be provided as the service.

[6036] Aspects of the present disclosure may be embodied as a
system, method, or computer program product, and may take the form of an
entirely hardware embodiment, or an embodiment combining software and
hardware aspects that may all generally be referred to herein as a “circuit,”
“‘module” or "system.” Furthermore, aspects of the present disclosure may take
the form of a computer program product embaodied in a number of computer
readable mediums comprising computer readable program code embodied
thereon. Any combination of one or more computer readable mediums may be
utilized.

(60371 A computer readable medium may be a computer readable
storage medium in conirast to a computer readable signal medium. A computer

readable storage medium may be, for example, an electronic, magnetic, optical,

10
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electromagnetic, infrared, or semiconducior sysiem, apparatus, or device, or
any suitable combination of the foregoing. More specific examples of the
computer readable storage medium may include the following: an electrical
connection having one or more wires, a poriable computer diskette, a hard disk,
a random access memory (RAM), a read-only memory (ROM}, an erasable
programmable read-only memory (EPROM or Flash memory}, a compact disc
read-only memory (CB-ROM), an optical storage device, a magnetic storage
device, or any suitable combination of the foregoing. In the context of this
disclosure, a computer readable storage medium may be any {angible medium
that can contain, or store a program for use by or in connection with an
instruction execution system, apparatus, or device.

(60381  Throughout the present disclosure, various compuling devices
are described. The computing devices may comprise real or virtual computing
elements including data processing devices, data storage devices, and daia
communication devices. Although these various devices may be described in
connection with real and physical devices, any number of the devices may be
virtual devices. The virtual devices, although describing a software-based
computer that is based on specifications of emulated computer architecture and
functions of a real world computer, the virtual devices comprise or are
functionally connected fo a number of associated hardware devices.
Accordingly, aspects of the present disclosure may be implemenied by
hardware elements, sofiware elements {including firmware, resident software,
micro-code, eic.}, or a combination of hardware and software elements.

(003981 Figs. 3A and 3B depict a block diagram of a topology-based
management broker (300} along with a designing phase for provisioning,
deploying, monitoring, protecting and remediating a cloud service, according o
one example of the principles described herein. The system of Figs. 3A and 3B
support both topologies and blueprints while using the same lifecycle
management engine as will be described in more detaill below. This concept
may be understood in connection with Fig. 4.

100401 Fig. 4 is a block diagram showing a common platform (400) for
topology-based management broker {(300) of Figs. 3A and 3B at a high level,

1
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according o one example of the principles described herain. As depicted in
Fig. 4 a common platform for CSA (401} and CDA {408} are represented by the
commen use of service design aspects (404) and service fulfillment aspects
(405). In the case of CSA (401}, the self-service portal (402} and service
consumption (403) aspects of CEA (401} use the same resources as does the
CDA extension aspects (407) of CDA (406). In this manner, all use cases of
instantiating a cloud service are supported by the common platform. Thus,
although topologies may be designed de novo vig a number of topology
designers andfor via a application model and infrastructure template stitching
process, the present systemns and methods also provide, within the same
sysiem, execution of blueprints using the systems and methods described
herein. This aspect will now be described in more detall in connection with
Figs. 3A and 3B.

(80411 As depicted in Figs. 3A and 3B, one or a number of topology
designers {301} contribute in designing various aspects of the cloud service
topology. In one exampie, fopology design is performed via a design tool that
uses hardware devices and sofiware modules such as graphical user interfaces
{(GUL) and coding scripts. A human designer designs the topology with the use
of a design tool (301). Thus, the design of the topology (302) is achieved
through a combination of autonomous and human-provided design methods. In
one example, the {opology designer (301) may be an interface utilizing APl's
that enables separate creation of an application model (Fig. 3B, 319) and iis
associated components along with creation of an infrastruciure template (Fig.
3B, 320} which specifies infrastructure and lifecycle conditions for the
infrastructure.

8042} The subsystem depicied in Fig. 3A of the overali topology-
based management broker (200} comprises a subsystem capable of
provisioning, deploying, monitoring, enforcing policies within a cloud service,
and remediating incidents within the cloud service, These tasks are all
performed with the use of topologies with LOCMASs and policies, whether the
topologies are blueprint or architecture derived. Thus, the present systems and

associated methods also support all the use cases that CSA 3.2 suppoerts. As

12
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described above, CSA 3.2 is an automation sysiem tool used to deploy and
manage cloud computing applications, and is developed and distributed by
Hewlalt Packard Corporation. CSBA 3.2 technologies are capable of supporting
blueprints or architecture topologies. Further, CEA is describad in international
Patent App. Fub. No. PCT/US2012/045429, entitled "Managing g Hybrid Cloud
Service,” o Maes, which is hereby incorporated by reference in iis entirety. As
will be described in more detail below, the subsystem depicted in Fig. 3A uses a
number of types of policies and lifecycle management actions (LCMAs) to
provision, deploy, moniior, enforce policies within, and remediale incidents
within a deployed cloud service.

[6043]  Furiher, the subsystem depicted in Fig. 3B of the overall
topology-based management broker (200} comprises a subsystem capabile of
independently modsling infrastructure and application requiremenis of a
topology on the same stack as the subsystem depicted in Fig. 3A. The present
systermns and associated methods aiso support all the use cases that a CDA
subsystem such as those use cases of CDA 1.2 support. As described above,
CDA is an automation sysiem {ool utilized within a topology designer that
independently models infrastruciure and application requirements while
managing versions, configurations, and other application componenis. CDA 1.2
iz also developed and distribuied by Hewlell Packard Corporation. Further,
CDA s described in inlernational Patent App. Pub. No. PCT/US2012/041625,
entitied “Cloud Application Deployment,” to Maes, which is hereby incorporated
by reference in its entirety.

[0044]  In this manner, the subsystems of Figs. 3A and 3B work under
a common stack and work together within the {opology-based management
broker (200} as a singie computing system with common use of topologies,
reaiized topologies, and policies 1o support all use cases of constructing
fopologies and supporting multiple providers’ associated technolegies. Thus, in
one example, the present systems and methods reconcile the differing models,
templates, and blueprinis used respeciively by CDA and CSA by utilizing, on

the same stack, designed topologies (preferably architecture derived) of a cloud
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sarvice, a number of policies, and a number of LCMAS associated with the
topology nodes / subsets/iull.

[0045] As depicted in Fig. 3A, a topology designer (301) may design
and present a lifecycle management (LCM) topology (302) to the topology-
based management broker (200}, In one example, the topology designers
(301} describad herein may be an integraied part of the topology-based
management broker (200). in another exampls, the topology designers (301)
may be separate from the lopology-hased management broker (200). In
another example, a number of persons may use the topology designers (301} to
design the topoiogies {302}, These individuals may be service designers,
infrastructure architects or administrators, sysiem administrators, information
technology operators, offer managers, or users, among other personnel with
roles in the design of a topology. In still another example, the topology
designers {301} may be operated by a third party.

[8046] The LCM topology (302) may define a number of nodes (302-
1, 302-2, 302-3, 302-4, 302-5, 302-6, 302-7), and a number of relationships
between the nodes (302-1, 302-2, 302-3, 302-4, 302-5, 302-6, 302-7).
Although in Fig. 3A, seven nodes are depicted, any number of nodes may be
designed into the topology (302) to achieve any data processing objectives. in
one example, the fopology-based management broker (200) may represent the
topology (302} as an extensible markup language (ML) file. In another
example, the topology-based management broker {200} may represent the
topology (302} in JavaSceript object notation (JSON) format; a text-based open
standard designed for human-readable data interchange that is derived from
the JavaScript scripting language for representing objects. In still another
example, the topoiogy-based management broker (200} may represent the
topology (302} in YAML syntax format; a human-readable data serialization
format.

180471 In Fig. 3A, the relationships between nodes (302-1, 302-2,
302-3, 302-4, 302-5, 302-6, 302-7) ars depicted as lines connecting the nodes
{302-1, 302-2, 302-3, 302-4, 302-5, 302-6, 302-7}. Each of the nodes (302-1,
302-2, 302-3, 302-4, 302-5, 302-6, 302-7}, the entire topology (302), a group of
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nodes {302-1, 302-2, 302-3, 302-4, 302-5, 302-6, 302-7), portions of the
topology (302}, or combinations thereof are associated with a number of
policies (303). Policies (303} are data or metadata provided in the same file
describing the nodes or topology, or in a file associated therewith. Inone
example, the association of the policies (303} within the topology (302} may be
performed during the designing of the topology (302), by, for example, an
administrator when offering the design. In another example, the association of
the policies {303} within the topology (302} may be performed during the
designing of the topology (302) when a user, for example, selects the design as
a subscription or reguest.

(60487 Furlher, in one example, the addition of a policy (303) o the
topology or portions thereof may cause the design of the topology to change. in
this example, a policy (303) added to an element of the {opology (302) may
effect a number of other policies. For example, associating with a topology
{302} a policy that indicaies that a node be highly available may evolve the
policies (303} and topology (302} as a whole io require, for example, a cluster of
nodes. In this manner, policies may drive the design of the topology (302).

(60497  Each of the nodes (302-1, 302-2, 302-3, 302-4, 302-5, 302-5,
302-7), the entire topology (302}, a group of nodes (302-1, 302-2, 302-3, 302-4,
302-5, 302-8, 302-7}, portions of the topology {302}, or combinations thereof
are further associated with a number of lifecycle management actions (LCMAs)
{304}, iIn examples where LCMAs {304} are associated with the nodes, a single
LCMA s associated with a given nods. In exampies where a number of LCMAs
are associated with portions of the topology (302) or the fopology (302} as a
whole, the LCMASs are subjected to an orchestration of resource providers,

(60507 LCMAs are expressed as a number of appiication
programming interfaces (APls}, wherein the LCMAS are called during execution
of the fopology (302}, and a number of compuling resources are provisioned for
purposes of managing the lifecycle of a given cloud capabiiity. In one example,
the LCMAs may be accessed via uniform resource identifiers (URls) of
application programming interfaces (APIs) to perform calls in order to execute

the APls. In one example, the LCMASs are provided by reference within the file
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comprising the data or metadaia described above in connection with the
policies (303}.

(80511 In one exampie, the LCMAs are associated with the aspects of
the topology by default by virtue of what computing device the node or nodes
(302-1, 302-2, 302-3, 302-4, 302-5, 302-5, 302-7} represent. In another
example, the LCMAs are associated with the aspects of the topology by
explicitly providing a number of Tunclions, Fagien, that define how o select a
resource provider {o implement the action based on the policies associated with
the aspects of the topology and the policies of the different relevant resource
providers. These functions define how a resource provider is selected to
implement the action based on the policies associated with the aspect of the
topology and the policies of the diffsrent relevant resource providers.,

[6052]  The policies and LOCMAs will be denocted herein by elements
303 and 304, respeciively, to denote that the policies {303} and LCMAs (304)
are associated with the nodes (302-1, 302-2, 302-3, 302-4, 302-5, 302-8, 302-
7}, the entire {opology (302}, a group of nodes (302-1, 302-2, 302-3, 302-4,
302-5, 302-6, 302-7), portions of ihe topology (302), or combinations thereof.
In one example, the association of the policies and LCMAs with aspecis of the
topology is performed via the topology designer (301).

(60531  In one example, although not depictad, a subset of nodes
making up a group may aiso be associaied with a number of policies (303) and
a number of LCMAs {304). In this example, a number of nodes, for example,
nodes (302-2, 302-3, 302-4, 302-8, 302-7}, may be associated as a group with
a number of policies (303} and a number of LCMAs (304} associaled therewith.
Several groupings of the nodes may be present within the entire topology (302).
In one example, the groups of nodes may overlap, in which a single node in a
firsi group of nodes may also belong to a second group of nodes, and be
subjected {o both the first and second groups of nodes’ policies (303} and
LCMAS (304). Policies and their associations with individual nodes and groups
of nodes will be described in more defail below.

(80541 The policies (303) associagted with the nodes may be

expressed and atiached with the nodes in any manner (302-1, 302-2, 302-3,
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302-4, 302-5, 302-6, 302-7). In one example, the policies (303} are associatad
with the nodes (302-1, 302-2, 302-3, 302-4, 302-5, 302-6, 302-7) by defining
properties of the nodes (302-1, 302-2, 302-3, 302-4, 302-5, 302-6, 302-7). In
another example, the policies {303} are associated with the nodes (302-1, 302~
2, 302-3, 302-4, 302-5, 302-8, 302-7) by melalanguage exprassions.

(60551  The policies (303) are a number of descriptions, metadata,
worlkflows, scripls, rules, or sets of rules that are applicable 1o guiding the
provisioning, monitoring, enforcement, governance, and remediation tasks
associated with the lifecycle management of a number of nodes {302-1, 302-2,
302-3, 302-4, 302-5, 302-8, 302-7} within a cloud service environment in which
the topology (302} is to be or has been implemented. The policies (303} define
the access control and usags conirol of the APls of the topology-based
management broker (200). Further, policies {(303) define the access control
and usage conirol of the APls used to manage or use the instantiated services.
For example, when g security threat is detected by a monitoring system (313), a
remediation option may comprise making changes to a number of access
conirol policies.

[8056] The policies (303) may be associated with and operable
against a number of individual nodes, a number of groups of nodes, a number
of nodes of a class of nodes, a subset of the nodes within the entire topology of
the cloud service; the entire topology of the cloud servics as a whole, or
combinations thereof. if the policles (303) are initiated on the individual nodes,
groups of nodes, or the entire lopology of the cloud service as a whole, the
policies will guide how life cycle management actions are taken with respect to,
or performed on the individual nodes, groups of nodes, nodes of a class of
nodes, a subset of the nodes within the entire topology of the cloud service, or
the entire topology of the cloud service as g whole.

180577  On example of a type of policy is a provisioning policy.
Provisioning policies may, if implemented, define the characteristios of the
computing devices thal comprise the cloud when the fopology is provisionad,
deployed, and executed. This provisioning can include the infrastruciure and

platform of the topology (302). The provisioning policies may include definitions
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of characieristics such as, for exampls, the physical location of a node.
Provisioning policies may also include definitions of characteristics such as, for
example, a geographical or deployment type location such as a network zone
with or without access 1o an internet or behind or not behind a firewall, among
other geographical or deployment type provisioning policies. In this example, a
policy may have a provisioning policy componeant that may be associated with a
server device that requires the server device o be located in a particular
geographic area of a country, a particuiar region such as, for example, the east
coast of the United Slates versus the west Coast, a particular server facility, or
any other geographic location.

(60581  As to a provisioning policy that defines a physical location of
the computing device, other characlteristics may include, for example, the level
of securily of the location or access o the internet at which the node is located.
Other provisioning policies may also include, for example, the spsed in, for
example, bandwidth of the network 1o which the node is coupled, whether the
node is 1o be connected o an internet or infranet such as, for example, a
demilitarized zone (DMZ) or parimeter network, whether the node is firewalled,
whether the node has access o an internet, whether the node is to be located
ot top of another node, and whether the node is {o be localed on top of ancther
node using a particular infrastructure element or platform, among other
provisioning policies.

[6053] Provisioning policies may also, if implemented, rely on the
requirements and capabilities of the nodes within the proposead cloud service
that is based on the lopology (302). Requirements define the needs of nodes
{302-1, 302-2, 302-3, 302-4, 302-5, 302-5, 302-7) such as, for example, server
or nebwork needs in relation to processing, memory, and operating system {05}
needs, among other forms of needs. For example, the requirements policies
may indicate thatl a node requires particular software or a particular software
version associated with it such as a particular operatling system. As another
example, a requiremenis policy may also indicate that a particular node may
require additional hardware devices associated with it such as, for example, a

server device, a server group, or a high availability configuration, among others.
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160807 Capabilities such as the nalure of the processors, memory,
capacity, O8, middieware lype and version, among others, define what each
node (302-1, 302-2, 302-3, 302-4, 302-5, 302-6, 302-7) offers. Thus, inone
example, capabilities policies may indicate that a node is capabls of processing
data at a certain rate. In ancther example, a capabilities policy may indicate
that & memory device may have a terabyte (TB) of data siorage space.

180617  In still another example, the requirements policies may indicale
that a node requires a particular computing platform. When designing a
topology (302), the topology or association of metadata supporis capturing data
defining a number of hardware devices within the computing platform including
hardware architecture and a software framework (including application
framaworks). When the metadaia is presented or associaled, it is used to
guide provisioning policies in order [o better selsct appropriate elemeants within
the computing platform such as, for exampile, a suitable data center. The
metadata, when presented or associated, may also be used {o guide maiching
fragmenis of fopologies to other fragments as will be discussed in more detail
below in connection with stitching of application models to infrastruciure
femplates.

180627  With regard to capability policies, the nodes may define what
kind of device they are, what versions of software they capable of, or are
execuling, and what thay can do. An example, of a capability policy may
include a definition associated with the node that defines it as an application
server, that it provides a Java Plafform, Enterprise Edition (J2EE) environment,
that it runs a particular operating system, a version of an operating system, or a
particular release of a version of the operating system, among many other
capabilities. As described above, this may be used o determins, for example,
what else may be deployed or what other devices may use the cloud services.

(80631  Ancther iype of policy (303) that may be assigned includes
monitoring policies. Moniforing policies are policies that, if implemented, define
the operational moniforing of the nodes (302-1, 302-2, 302-3, 302-4, 302-5,
302-6, 302-73, the security moniloring of the nodes, the compliance monitoring

of the nodes, analvtics among the nodes and groups of nodes, usage
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monitoring of the nodes, performance monitoring, and intelligence monitoring
such as, for example, collection of metrics, business intelligence (Bl and
business activity moniforing (BAM} and analytics/big data integration, among
other types monitoring-related policies.

180647  The moniloring policies may also define what kind of
monitoring is expected and how the monitoring is (o be implemented.
Examples of monitoring policies regarding node operations include
performance, monitoring CPU levels and loads of the various nodes within the
network, monitoring the speed at which data is processed through a nede or a
number of nodes or exchanged belween nodes, and monitoring the operational
staie of applications running on a node or nodes at any level of the network,
among many other operations parameters of the nodes, group of nodes, and
the cloud service as a whols.

(60857  In another example, the moniforing policies also define how
monitored events that occur in an instantiated topology are handled. In this
example, the monitoring policies assist an event handier (316} in receiving and
processing the events, and in making decisions regarding remediation of
incidenis resulting from the gvents, and in sending notification messages
regarding the incidents. The handling of events within the topology-based
management broker (200} will be described in more deiail below. As will be
described in more detail below, the monitoring policies include a portion that
defines what to do with the monitored events that resuit from the monitoring
such as, for example, how to handled the events, where the evenis are sent,
what devices or individuals address the evenis, how incidents resulting from the
processing of the evenis are handled, how the events and incidents are
processed {2.g., processed as gggregated, filtered, or correlated events, among
other forms of processing}, and how the resulling incidents are handled.

(80661 Monitoring policies also include monitoring policies regarding
security. Security policies define how {o monitor for abnormal behaviors or
behaviors known as being associated with known or suspected security issues.
Examples of monitoring policies regarding security include monitoring whether a

node or a group of nodes is experiencing an attack, whether there is strange
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behavior occurring within the cloud service or inferactions with the cloud
service, and whether there is a virus or other anomaly with a node or group of
nodes, among other security-related monitoring policies.

[8067] Monitoring policies also include monitoring policies regarding
comphliance. Examples of monitoring policies regarding compliance include,
determinagtions as {o whether the nodes or group of nodes are running an
appropriate varsion of an operating system, determining whether the most
recent paich associated with the release of a software program running on the
nodes has been installed, determining if an installed patch is a correct palch,
checking that a code or ariifacis that have been used o provision the node and
cloud service have been appropriately checked and velted for any weakness or
problerm, if governance and access control o the node and cloud service or the
node and cloud service management is appropriate, and if settings of a
provisionad system maich provisioning, security, or other compliance
requirements such as correct logging levels, correct setup for access conirols,
and correct setup for passwords, among other compliance-related monitoring
policies.

180681 Monitoring policies also include monitoring policies regarding
usage. Examples of moniloring policies regarding usage include, determining
how much a user has been using CPUs of a node or group of nodes,
determining how much memory a user has utilized, determining how much
money has been charged {o the user, and determining whether the user has
paid for the services provide through the designing, provisioning, deploying, and
monitoring of the network topology, among other usage-related monitoring
policies,

(806981 The policies (303) may further comprise governance policies
that, if implementad, define access controls of nodes (302-1, 302-2, 302-3, 302-
4, 302-5, 302-8, 302-7} or groups of nodes within the topology (302) or the
cloud sarvice. For example, governancs policies may include policies that
define who may access the nodes within the opology (302} or the cloud

service, and under what conditions may thoss individuals obtain such access.
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{80787  The policies (303} may further comprise analylics policies that,
if implemented, define what is needed {o ensure analylics and big data
monitoring within or among the nodes (302-1, 302-2, 302-3, 302-4, 302-5, 302-
8, 302-7) or groups of nodes within the topology (302), and ensure that this is
ocourring as expected. For example, the analytics policies may define a
number of workflows by which the moniloring system (313) may operate 0
configure the cloud service, provide analytics, collect big data, and process the
data.

(60741 Still further, the policies (303) may comprise remediation
policies that defing what actions are o {ake place within the topology (302)
should a problem arise or an incident be raised during deployment and
execution of the topology (302}, Remediation policies may include policies that
define a number of actions taken by the topology-based management broker
(200} during remediation processes, and include: (1) providing notifications to a
user, consumer, or administrator; (2) obtaining instructions from the user,
consumer, or administrator; (3) taking manual actions input by the user,
consumer, or administrator; {4) taking autonomous actions afler receiving
instructions from the user, consumer, or administrator; (8) taking aulonomous
actions without receiving instructions from the user, consumer, or administrator;
{6} taking autonomous actions without notifying the user, consumer, or
administrator or recelving instructions from the user, consumer, or
administrator; (7} proposing a remediation action to a user or administrator for
approval, and performing the proposed remediation action if approved by the
user or administrator, or combinations thereof.

[6072]  As an example, a fallure of the cloud service as instantiated or
realized by the topology (302) may occur, and the remediation policies may
define how that failure may be handled based on the above potential scenarios.
in addition, the remediation policies provide the actual rules and workflows of
actions {o perform to remediate the incidents under any number of conditions or
indicate to whom or which device to delegate the decision making and
orchestration and fulfiiment of these remediation actions. Another remediation

example may regard a potential need to maintain a level of service based on,
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for example, a service level agreament {SLA), or a quality of service {(QoS)
within the cloud service that is realized based on the topology (302}, in this
example, the addition of rescurces o support the increase in demand for
resources may be handled based on the above polential scenarios. More
details regarding monitoring of the deployed topology and event handling
therein will be described in more detail below.

(60731  As described above, the nodes {302-1, 302-2, 302-3, 302-4,
302-5, 302-6, 302-7) may include a number of lifecycle management actions
{LCMA) (304) associated with the nodes (302-1, 302-2, 302-3, 302-4, 302-5,
302-8, 302-73. The LCMASs (304) are a number of aclions associated with the
policies (303) that are executed by a processor when triggered by the policies
{303} within a cloud service environment in which the topology {302} is
implemented. The LCMAs may be associated with and operable against a
number of individual nodes, a number of groups of nodes, a number of nodes
of a class of nodes, g subset of the nodes within the entire fopology of the cloud
service; the entire {opology of the cloud service as a whole, or combinations
thereof. If the LCMASs are executed with respect to the individual nodes, groups
of nodes, or the entire topology of the cloud services as a whole, the LOCMAS will
take an action with respect to the individual nodes, groups of nodss, the nodes
of a class of nodes, a subset of the nodes within the entire topology of the cloud
service, or the entire topology of the cloud service as a whole as defined within
the LCMAs. LCMAs (304) include actions such as, for example, provisioning of
computing resources within the lopology, updating the topology, copying all or
portions of the topology, modifying computing resources within the fopology,
moving computing resources within the topology, destroying or deleting
resources within the topology, among other lifecycle management getions.

180747  The various policies described herein define what actions are
io be performed throughout the lifecycle of the fopology (302} before, during,
and after instantiation of a service based on the topology (302). Further, the
various policies described herein define how these actions are o be performed.
Still further, the various policies described herein define which device,

individual, or combination thereof to which the actions are to be delegated.
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Even still further, the various policies described herein define combinations of
the above. For example, any of the monitoring policies used in event handling
and processing, or remediation may define what devices or portions of the
cloud service are 1o be monilored or remediated, how 1o execuie such
monitoring and remediation, to whom or what devices to delegale the roles of
monitoring and remediation, or a combination thereof.

60751  Different policies play different roles at different times within
the lifecycle of a fopology. Further, the different policies may be executed at
different times of the litecycle of the cloud service and throughout the flows of
the {opology-based management broker (200). Fig. 5 is a biock diagram of an
execution flow of the execution of a topology (302} using provisioning policies,
according o one exampie of the principles described herein. In the example of
provisioning policies with their number of capabilities and requirements, a
topology (302} may be designed with a number of associated policies {303} as
described above. As depicted in Fig. 5, the topology (302} with its associated
policies (303} may be an input {501} to a provisioning policy engine (502}, in
one example, the fopology (302) may be an architecture based topology. A
policy provisioning engine (502 may be a stand alone device or incorporated
into a device of Fig. 1A such as, for example, the resource offering manager
{308}, The policy provisioning engine {502} may obtain a number of
provisioning policies from a resource provider called resource provider policies
(PR} (308-1), a number of provisioning policies as defined by a user, a number
of policies as defined by the topology designer (301), or combinations thereof.

[8076] Resource provider policies (308-1) may be any policies that
associated with a number of resource providers’ offerings that guide the
selection of a number of resources. In one example, the resource provider
policies (308-1) may be dynamic functions that define the compuling abilities of
a compuling resourcs. In this sxample, a computing resource that provides a
defined level of compuiing resources such as, for exampls, processing power
may be provisioned by the LCM engine (311} and resocurce offering manager
{308} if the defined level of that computing resource meets a number of

requirements within the topology {302).
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180777  Further, in one example, the addition of a policy (303, 308-1)
to the topology or portions thereof may cause the design of the topology fo
change. In this example, a policy (303, 308-1) added to an element of the
topology (302} may sffect a number of other policies (303, 308-1). For
example, associating with a topology (302) a policy that indicales that a node be
highly available may evolve the policies (303} and topology (302) as a whole {o
require, for example, a clusier of nodes. In this manner, policies may drive the
design of the topology (302).

60781  Accordingly, a designed topology such as, for example, an
architeciure topology generated, for example, by an automated or manual
matching process with policies and LCMAs associated with the nodes of the
topology (302} is modified at the time of provisioning. This may be performed
by executing, with the provisioning policy enging (502} or the resource offering
manager {308), the provisioning policies to determine a topology that satisfies
the provisioning policies perfectly or in the best obtainable manner. Obtaining a
best fit topoiogy may involve a number of resource provider policies {308-1)
provided by the resource offering manager {308} which describe the capabilities
and selection criteria of a resource provider. The resource offering manager
{308) selacts, for example, the resource provider from which the resource is to
be obtained, and may also make other modifications to the topology (302}

180781  The topology (302) is modified per the received provisioning
policies (308-1) by the provisioning policy engine (502) as indicated by arrow
507, and sent to an interpreter (503). The interpreter (803} is any hardware
device or a combination of hardware and software that interprets the
provisioning policies (0 create an execution plan as indictad by arrow 508, The
result is then interpreied and converted info an execution plan (508} that
comprises a workflow or sequence of serial and/or parallel scripts in order (o
create an instance of the topology (Fig. 1A, 312). In one example, the
interpreter (503) is a stand alone device or is contained within the LCM engine
{Fig. 1A, 311}). The exscution plan {508} comprises a number of workflows or
sequences of serial and/or parallel scripts. The topology LOM engine (311)

obtains the workflows or sequences of serial and/or parallel scripis, calis a
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resource provider via the resource offering manager (308) as indicated by arrow
508, and creates an instantiated service (312} at block 805, Assuming the
workflow or sequence of serial and/or parallel scripts is executable, which it
should be in the case of an architecture descriptive topology, the actions
associated with the workflow or sequence of serial and/or parallsi scripis are
execuled by the LCM engine (311).

186801  With the above-described sequence based {opology, an
execution plan {508) may be represented as a blueprint. Conversely, a
blueprint may be expressed as an execution plan {(508). A blueprint with nodes
expanded by policies (303} and LOCMAs (304) may be similarly processed,
instead, in a2 manner similar (o the processing of an infrastructure {opology. in
this exampie, the blueprint in the form of a seguential service design (506} is
input to the inferpreter for processing as describaed above in connection with
Fig. 5.

[8081] The execution of the execution plan (508} by the topology life
cycle management engine (311) resulls in an instantiation of the cloud services
including the provisioning of devices for monitoring, event handling, and
processing and remediation of events and incidents as will be described in
more detail below. The result of the topology iife cycle management engine
{311} execuling the workflow or sequence of serial and/or parailel scripts as
defined by the execution plan {(508) is an instantiated service {312} as indicated
by block 505. Further, a realized topology (314} may be created based on the
instantiated service (312), and stored as will also be described in more detail
below.

[0082]  As to the moniloring and remedialion policies described herein,
the same type of process may be applied, bul with a number of realized policies
defined within an instantiated service (312) and is realized topology {314) as
input. In this process, additional LCMAs (304) may be created and used to
assist in provisioning resources in an updated instantialed service (312). The
explanation below across CEA/CDA use cases with architecturs topologies or
with blueprints shows the notion of common engine, pattern, and platform

across all these cases.
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(88831 The present sysiems and methods may be used in conjunction
with any third parly modeling such as, for example, HEAT command language
interpreter that is an open source sofiware developed and distributed by the
OpenStack Foundation and released under the terms of the Apache License.
Although HEAT may assist in the creation of a set of scripts fitling in the space
of the execution plan, HEAT may provide support by inferpreting or transiating
data, and converting the data into scripts. The present systems and methods
may add the policies (303) and LCMAs (304) to the HEAT interprefer, and
execuie as described above.

166841  Further, the present systems and methods may use topology
and orchestration OASIS specification for cloud applications {TGSCA), a cloud
computing standard to express topologies. In this example, the policies (303)
and LCMAs (304} are added to a TOSCA-based topology.

(60851 Thus, the policies (303) and the LCMAs (304) may be
implemented as function calis {305) or scripls in order to provision and deploy
the topology (302) when the policies (303) and the LCMAS (304 frigger such
provisioning and deployment. A resource offering manager {308) may be
provided within the topology-based management broker (200} to manage and
provide computing resources within the topology (302} based on the policies
{302 and LCMAs (304).

(8086} The resource offering manager (308} provides a number of
plug-ins to execule the life cycle manager (311). As described above, the
resource offering manager (308} associates a number of resource policies (308-
1} to the plug-ins of a number of rescurce providers so that the resource
providers may assist in guiding the selection process of g number of the
resource providers., The non-resource provider policies such as policies {103)
associated to the nodes are different in that they are associated with the nodes
(302-1, 302-2, 302-3, 302-4, 302-5, 302-6, 302-7) during the designing of a
topology (302).

(80871 The resource offering manager (308) may be operated by, for
example, an administrator, or a service provider in order {o provision the

resources within the cloud service to be created via the deployment of the
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topology (302). As discussed above, the resource offering manager (308)
comprises the hardware and software to define a number of resource provider
policies (308-1), associate a number of those resource provider policies {308-1}
with a number of the nodes (302-1, 302-2, 302-3, 302-4, 302-5, 302-8, 302-7},
the topology (302), or portions of the topology (302}, When the iopology (302)
is deployed, the resource offering manager (308) provides the computing
resources {o the user that will implement the topology (302) based on the
policies (303), the LCMAs (304}, and the resource provider policies (308-1). As
a result, the LCMAs are functions of the policies {303) associated with the
topology (302}, and the resource provider policies (308-1).

(60881 Thus, in one example, the resource offering manager (308)
may implement a number of resource provider policies (308-1) that define under
which conditions a computing resource from a number of service providers may
be selected for deployment within the topology (302). In this example, the
policies (303) associated with a node as well as the resource provider policies
{308-1) define which resource offering from the resource offering manager
{308) is selected for provisioning within the {o-be-deploved instantiated fopology
{312}, For example, if 3 policy associaled with node (302-1) requires that the
provisioned computing resource be located in a secure facilily, and the policies
of the resources offered by the resource offering manager (308} indicate that
those available computing resources are not locatad in a secure facilily, then
that non-secure computing resource provided by that particular service provider
will not be selected. In this manner, the policies associated with the nodes
{302-1, 302-2, 302-3, 302-4, 302-5, 302-8, 302-7) and the policies associated
with the resource offering manager (308} determine which computing resources
may be provisioned and deployed within the topology (302}

(80881 The topology-based management broker {200} may store the
topology (302} in a calalog (310}, In one exampie, the topoiogies (302}
designed and stored in the catalog (310) may be made available to any
interesied parly via a self-service portal {308). In another example, an
application program interface (AP} may be provided instead of or in addition o

the seif-service portal (309). In this example, the APl may be used by an
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application executing within the topology-based management broker (200)
which may make a request from the caialog (310} for a number of topologies
(302},

(80881  In ancther example, the user may be given the opportunity to
view the catalog (310} of stored topologies to obtain a topology that was created
for g first user or organization, and use a number of those opologies as the
user's topology by ordering or subscribing fo a topology (302). In still another
example, the user may be given the opportunity to view the catalog (310) of
stored topologies {o obiain a topology that was created for a first user or
grganization, obtain a number of those topologies, and add a number of other
topologies o it such as in an example where an application model is buill on an
infrastructure template using stitching processes described below.

(60917  In still another example, the user may be given the opportunity
to view the catalog (310} of stored topologies to oblain fopologies that were
created for a first user or organization, obtain a number of those topologies, and
add a number of other topologies {o it such as topologies designed de novo or
stored within the catalog (310}, In still another example, the user may be given
the opporiunity to view the catalog (310) of stored topelogies to obiain
topologies that were created for a first user or organization, obfain a number of
those topologies, and build a new cloud service that comprises aspects of all
the predsfined topologies and the respeclive services described by the pre-
defined topologies.

[6892] In another example, the user, a service designer, or a
combination hereof may design the topology anew, design a topology based on
a topology stored in the catalog (310), or design a topology based partigily on a
topology stored in the catalog (310). Design of a topology (302) may be split
among a number of users, designers, and administrators. The designing of the
topology (302} may include separating the design of the topology into a number
of topologies and aftaching to the separale pieces of the individual topologies
and the topology as a whole a number of properties, LCMASs, and policies. The

user may also order a desired topology, be given an opporiunity to approve of
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the chosen topolegy, and view and operaie the topology by exscuting a number
of applications on the resultant cloud senvice.

160931  In another example, an application program interface (AP
may be made available that invokes the call functions associated with the
desired topology (302). in the self-service portal (309} example, the catalog
{310) may be made available to the user, may identify o the user the Htem or
items associated with the desired topology (302}, may provide the ability for the
user to order a number of servicas, and provide for the deployment of the
selected topology (302). In one example, the deployment of the topology (302)
may be approved by the user or 8 manager as defined by an approval workfiow
hefore deployment based on, for sxampie, a service level agreement {SLA),
cost of the cloud services, and the policies, among other considerations, In still
another exampile, once the fopologies (302) are designed and stored in the
catalog (310}, the topologies (302) may be identified by commercial terms and
associated descriptions of how the topology (302} may be used.

80841 When a topology {302} has been designed, the topology (302}
may be provisioned on behalf of the user to creale a subscription within the
SLA. The topology lifecycle management (LCM) engine (311} is a data
processing device that will execule the topology (302) to provision and deploy
computing resources to form the cloud service for use by the user. The
topology LOM engine (311} analyzes the topology (302) created, and creaies a
set of scripts that form execution logic in the form of the execution plan to
instantiate and realize the topology {302). In one example, the set of scripts
define a sequence of provisioning and deployment of computing resources,
The topology LCM engine {311) applies the policies associated with the
topoloagy (302} and the nodes (302-1, 302-2, 3G2-3, 302-4, 302-5, 302-6, 302-7)
of the fopology (302} as well as the policies set for the resources managed by
the resource offering manager (308},

(60951  As a result of the above systems and methods, an instantiated
service {312} is provided o the user for use. The inslantialed service (312}
comprises a number of computing devices thal match the designed topology
(302} and the nodes (302-1, 302-2, 302-3, 302-4, 302-5, 302-6, 302-7} within
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the topology (302). The instantiated service (312) functions based on the
policies described above. The computing devices that make up the instantiated
service (312) may comprise, for example, servers, swilches, client devices, and
databases, among many other computing devices. A realized topology (314) is
derived by the LCM engine (311} or other device based on the instantiated
service {312).

180961  In addition to the instantiated service {312), a monitoring
system {313) is aiso deploved if not already existent, or setup and configurad if
already available in order to monitor the instantiated service (312). With the
inclusion of a monitoring system {313) within the topoiogy-based management
broker (200}, the topology-based management broker (200} provides for a
converged management and security (CM&S) environment. In one example,
the CM&S environment may be the CM&S environment developed and
distributed by Hewlett Packard Corporation. in ancther example, the CM&ES
environment may be the CM&S environment described in Infemational Patent
App. Pub. No. PCT/USZ012/058209, entitled “Hybrid Cloud Environment” to
Maes et al., which is hereby incorporaied by reference in its eniirely. The
CM&S snvironment provides for template- and model-based approaches fo
application and service development and deployment, with the ability to bind
management and security capabilities to service models at deployment time in
order to ensure common capabilities across hybrid cloud environments, CM&S
also provides poriability across private and public cloud environmenis, which
may include helerogeneous infrastrucitures, management, and security tools.
Further, CM&S provides efficient delivery and management of the application
release, whether the infrastructure resources are on pramiss, in the public cloud
or in a hybrid environment across public and privats clouds. CM&S also
provides role-hased, predictive, and realtime performance and risk insights,
and analytics such as, Business Intelligence (Bl)}, Business Activity Monitoring
(BAM), and big daia analyses across heterogeneous systems, networks, and
cloud environments.

(84971  In one exampie, the moniloring system {313} operates based

on the monitoring policies associated with the topology (302} and the nodes
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(302-1, 302-2, 302-3, 302-4, 302-5, 302-6, 302-7) of the fopology {(302) as
described above. In this example, the moniforing system (313} is used {o
monitor the operations, the security, the compliance, and the usage of the
topoloagy (302} and the nodes (302-1, 302-2, 3G2-3, 302-4, 302-5, 302-6, 302-7)
of the topology (302}, among other llems {0 monitor within the instantiated
service {312).

1606981 In one exampie, the monitoring system {313} is deployed {o
monitor the instantiated service (312} in cases where the monitoring system
{313) already exists. In this example, a number of existing moniloring devices
may be used fo monitor the instantiated service (312} aufonomously, through
human intervention, or 8 combination thereof by configuring the exisling
monitoring system (313} to match the monitoring policies defined when
designing the {opology (302). In this exampie, the monitoring system (313)
already existent may be configured based on the monitoring policies associated
with the topology (302} and the nodes (302-1, 302-2, 302-3, 302-4, 302-5, 302-
8, 302-7} of the topology (302} as described above, configured based on input
from a user, or combinations thereof.

180981  In another example, a previously non-existent monitoring
system {313) may be provisioned and deployed based on the monitoring
policies defined when designing the topology (302}, In this example, the
monitoring system (313} is provisioned and deployed at the same time as the
provisioning and deployment of the instantiated service {312). Further, the
monitoring system (313}, in this example, is deployed and managed based on
the monitoring policies associated with the topology {302) and the nodes (302-
1, 302-2, 302-3, 302-4, 302-5, 302-6, 302-7) of the topology (302) as described
above. In any of the above examples, a complete service as outiined by the
topology (302} is created, including the instantiated system {312} and the
monitoring system {313}

160100} The topology-hased management broker {200} further
comprises a realized topology system management (RTSM) database (315).
The RTSM database {315} is a logical system repository of realized topologies

{314}, and may be any form of data repository. In one example, the RTSM
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database {315) comprises a database management system (DBMS). The
DBMS is a combination of hardware devices and software modules that inferact
with a user, other applications, and the database itself {o capture and analyze
data. In one example, the RTSM database (315} is a configuration
management database (CMDB)., A CMDB is a reposifory of information related
to all the components of a realize topology (314).

160101} The DBMS of the RTSM database (315) is designed fo
allow the definition, creation, querving, updale, and administration of a
database of realized topologies (314). Realized fopologies are a model of the
topologies (302} with the policies described above associated therewith. Thus,
the realized topology (314) comprises a model of the topology (302}, with the
policies applied 1o the various nodes (302-1, 302-2, 302-3, 302-4, 302-5, 302-6,
302-7). A number of properties of the nodes (302-1, 302-2, 302-3, 302-4, 302-
5, 302-8, 302-7) of the realized topology (314) are defined within the realized
topology (314}, These properties include any details of any instantialed service
(312} that is crealed or updaled via the topology-based management broker
{200), and may include, for example, the internet protocol (IP) address of the
nodes, and characteristics and computing parameters of the nodes, among
many other properties.

168102] The RTSM (315} is a repository that stores each instance
of a realized topology (314). In this manner, every time a topology (302} is
designed, provisioned, and deployed, the topology-based management broker
{200} captures the realized topology (314} of that topology (302}, Thus, the
RTSM (315) contains a realized topology (314) of every topology (302) that has
been instantiated within the topelogy-based management broker (200) or,
through the below-described remediation processes, slores a modification of a
realized topology or an instantiated service (312). Thus, in one example, in
every instance of the modification of an existing topology (302), the realized
topology (314) resulting from that modification is also stored within the RTSM
{315}, The remediation processes will now be described in more detail.

[60103] As may happen within the topology-based management

broker {200}, a number of evenis may occur within the topology-based
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management broker (200}, These avenis may include, for exampie, a policy
failure within a node of the instantiated service (312}, a failure of one or more
hardware or soffware components within the instantiated service (312}, and an
unauthorized access of the instantiated service (312}, among many other
computing-related evenis. Further, the moniloring system {313} monitors a
number of performance- and utilization-related events that may occur within the
instantiated service {312). These performance- and utilization-related events
may include, for example, processor utilization within a number of the nodes,
utilization of a number of the nodes by, for example, customers of the users
business, and levels of remaining data storage space within a data storage
device, among many other performance- and utilization-related events.

[G60164] In one example, the monitoring system (313} informs the
event handler (316) of any events delected by the monitoring system (313).
The event handler (316) is any computing device that receives data associated
with detected events from the monitoring system {313}, and processes the dala
in order fo create a number of incidents that may arise from the detecled
avents.

[60105] Thus, the iopology-based management broker (200)
processes the events that are detecied by the monitoring system (313).
FProcessing of events detected by the moniforing system (313) may be
performed by the event handler (318). The event handler {316} may receive
any kind or amount of data from the monitoring system (313). As described
ahove, the dala received from the moniloring system (313) by the event handler
(316} may include any dafa associated with the operation and usage of the
instantiated service (312) as a whole, and the nodes (302-1, 302-2, 302-3, 302-
4, 302-5, 302-8, 302-7} within the instantiated service (312} as groups of nodes
and as individual nodes. In one example, the event handler {316) performs a
number of requests for the event data. In this example, the event handler (316}
may poil the monitoring system (313) for the event data after a predefinaed time
period, randomly, when lriggered by another event, or a combination thereof.
As described above, event handling and processing may, in one example, be

delegated to another system or third party service. For example, event handiling
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such as correlation and filtering of events and incidents and incident
identification may be delegated to HP BUSINESS SERVICE MANAGEMENT, a
suite of service management software {ools developed and distributed by the
Hewlelt Packard Corporation. Remediation processes may be delegated o HP
OPERATIONS MANAGER | (HP OMi} or SITESCOPE; both comprising a suite
of software tools developed and disiribuied by the Hewlett Packard Corporation.
Security event nolification, processing, and remediation may be delegated {o
HF ARCSIGHT; a suile of service management software tools developed and
distributed by the Hewlett Packard Corporation. In one example, HF
ARCSIGHT may reference the service agreement (SA) associaled with the
instantiated service (312) to comply with the SA.

[60106] The data received from the monitoring system (313} is
processed by the event handler {316), and the event handler (316) determines
whether an event requires a remediation action, and whether and how o
present a notification of the event to a user, administrator, third party, or other
user of the topology-based management broker (200) or instantialed service
{312). if the event handier {316) determinges that a remediation action is to be
taken in connection with an event, the event handler (318} generates an
incident based on the event, and the dala associated with the sventis sentic a
remediation engine (317). In one example, the event handier (318} may
process the evenis received from the monitoring system (313} using a number
of processing types. Types of processing that the event handler (316) may
perform include filtering, correlation, and aggregation of the evenis, among
other forms of event processing, and combinations thereof. In one example, a
number of evenis may colleclively be subjected to a number of forms of event
processing in order to create an incident. In this example, the events may
individually not support the creation of an incident that requires remediation, but
a number of events, when analyzed by the event handler (316}, may indicate
that an issue within the instantiated topology (312} is not in agreement with the
policies (303), or is otherwise in need of remediation.

[60167] in another example, incidents may be identified from a

number of ticke! support systems. For example, an information technology (IT)
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service management system (JTSM) (316-1) may aiso be a source of incidents,
An ITSM system (316-1) implements and manages the quality of IT services
that meet the needs of the user. In one example, the ITSM system (316-1) is
managed by the user, a service provider, a third party, or combinations thereof,
in which a service ticket is opened by one of these groups or individuals. In
another exampie, the ITSM system (316-1) may automatically enter a service
ticket based on the evenis detected by the monitoring system. if the ITSM
system {316-1} determines that the instantiated systemn (312) or a number of
nodes (302-1, 302-2, 302-3, 302-4, 302-5, 302-6, 302-7) thereof are nol
appropriately provisioned, are wronghy provisioned, or are otherwise unfit for the
instantiated system (312}, the ITSM system (316-1) may, like the event handier
{316), provide a remediation determination in the form of an incident sent to the
remediation engine (317},

[80148] The incidents generated by the event handler (316} and the
ITSM systermn (316-1) may be brought {o the atltention of a user, adminisirator,
third party, or other user of the lopology-based management broker (200} or
instantiated service {312) in the form of a notification. As described above, the
remediation policies define how a remediation action is to be performed, and
may include: (1} providing notifications to a user, consumer, or administrator; (2}
obraining instructions from the user, consumer, or administrator; {3} taking
manual actions input by the user, consumer, or administrator; (4) taking
autonomous actions after receiving instructions from the user, consumaer, or
adminisirator; (5) taking autonomous actions without receiving instructions from
the user, consumer, or administrator; (6} taking autonomous actions without
notifying the user, consumer, or adminisirator or receiving instructions from the
user, consumer, or administratorn; or combinations thereof. In this manner, the
issuance of nolifications within the sysiem is defined by the remediation
policies.

166109] The remediation engine (317} executes, via a processor,
logic fo correct the incidents reported by the event handler (316} and/or ITSM
system {(316-1}). Remedies issued by the remediation engine {317) may

include, for example, allocation of additional computing resources, allocation of
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different computing resources, and reallocation of computing resources from
one geographical area {o another, among many other remediation actions. In
one example, the remediation actions taken by the remediation engine (317}
are implemented to remedy a misaliocation of computing resources that does
not comply with the policies gssocialed with the topology (302) designed. In
another exampile, the remediation actions taken by the remediation engine
{317} are implemented o remedy a failure of a number of computing resources
within the instantiated service (312). In still another example, the remediation
actions {aken by the remediation engine {317} are implemented o adjust the
security levels of the instantiated service (312} and the groups and individual
computing resources therein. Any number of other remediation actions may be
implemented by the remediation engine {317} for any number of reasons.

[60110] in one exampie, the remediation actions taken by the
remediation engine (317} are implemented with or without notification 1o a user,
administrator, third party, or other user as described above. Further, in another
example, the remediation actions {aken by the remediation engine (317} are
implemented autonomously, without user interaction or confirmation from a
user.

[6a141] In still another example, the remediation actions taken by
the remediation engine (317} are implementad with user interaction from the
consumer, administrator, third party, or other user. In this example, the
remediation engine (317) sends data to a seli-service subscription management
engine {318). The self-service subscription management engine (318)
executes, via a processor, logic fo present information o a user regarding the
events detected by the monitoring system (313) and the incidents generated by
the event handler (316) and ITSM system (316-1}. The self-service
subscription management engine (318} also executes, via g processor, logic o
prasent 1o a user a number of recommendations for remediation of the evenis
and incidents.

[60112] In one example, the self-service subscription management
engine {318} executes, via a processor, logic to present a number of graphical

user interfaces (GUls) (318-1) to a user. In this example, the GUIs (318-1)
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allow a user to view the realized topology (314), and the evenis detected by the
monitoring system (313} and the incidents generated by the event handier (316}
and {TSM system {316-1). In this manner, the user is able {o identify the
problems within the realized topology (314) via the GUIs (318-1) produced by
the self-service subscription management engine (318). Further, the GUls
{318-1) allow the user to select a recommended remediation action and define
how the remediation action may be executed.

[60113] In ancthar example, the self-service subscription
management engine (318} may executs, via a processor, an APl o provide to a
user a number of indicators within a representation of the realized topology
{314} that represent the problem within the realized topology (314) paired with
information regarding the problem and which nodes (302-1, 302-2, 302-3, 302-
4, 302-5, 302-6, 302-7) in the realized topology (314) the problem is associated
with.

[80114] When the remediation engine (317} executes ifs logic o
correct the incidents reported by the event handler (318} and ITSM system
{316-1}, and/or when a user, via the self-service subscription management
engine (318}, selects a remediation action 1o be taken, the topology-based
management broker (200) execuies a number of calls {o a number of lifecycle
management actions (LCMAs) to remediate the incidents. LCMAs may include,
for example, duplication, moving, copying, or killing of a number of computing
resources including all or portions of the realized topology (314}, among other
LCMAs,

[60115] The topology LCM engine (311} exscutes a new topology
{302} created through the remediation processes {0 provision and deploy
computing resources to form a new instantiated service (312}, Thus, the
topology LCM engine (311) iteratively applies the LCMAs received from the seif-
service subscription management engine (318) and the remediation engine
(317} to the realized topology (314) o create the new and subsequent
instantiated service {312).

(601186} The remediation processes comprizes all of the

functionality of the monitoring system (313}, the event handler {316}, the ITSM
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system {316-1), the remediation engine (317}, the self-service subscription
management engine (318}, the topology LM engine (311}, and combinations
thereof. Any number of ftlerations of this remediation process may be applisd to
successive realized topologies (314) o create successively new instaniiated
services (312). in this manner, the new instantiated service (312} will comprise
a number of computing resources that maich the designed topology (302} as
well as the changes made by the executed LOMAS via the remediation process.
Thus, the topology-based management broker {200}, with the topology LCM
engine {311}, derives a new and subsequent reglized topology from the new
and subsequent instantiated service (312), and stores the subsequent realized
topology in the RTSM (315).

1601171 Based on the above, the topology-based management
broker (200} is able to provision, deploy, and maintain an instantiated service
(312} autonomously with or without user inferaction. Thus, in this manner, a
nurnber of applications being executed on the instantiated service (312} are
able to be self-execuiing on the instantialed service (312) by, for example,
calling an APL

160118} As described above, the structures of blueprints (100} are
difficult to use as models of applications or templates of infrastructures as
CONTINUOGUS DELIVERY AUTOMATION {(CDA) does. CDA is system tool
utilized within a topology designer that independently models infrastructure and
application requirements while managing versions, configurations, and other
application components. CDA 1.2 is also developed and distributed by Hewlett
Packard Corporation. The structures of blueprints (100}, for the same reason
given above, are difficull 1o use as modsis of applications because blueprinis do
not describe the architecture of the application. Further, blueprints are difficult
to use as templates of an infrasiructure because they also do not describe the
architeciure of the infrastruciure. As a result, systems aiming at modeling
application models and infrastructure or platform templates, and mapping the
application models and infrastructure or platform templates o each other are
not easily reconciied with the biueprinis because they are based on different

methods of modeling these services. The reconciliation between the models of
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a number of applications executed on the deployed service with the
infrastructure templates of the service will now be described.

(00119 As depicted in Fig. 3B, the topelogy-based management
broker (200) further comprises a subsystem capable of independently modeling
infrastructure and application requirements of a topology on the same stack as
the subsystem depictad in Fig. 3A. However, as described above, the present
systems and associated methods also support all the use cases that a CDA
supports such as those CDA 1.2 supports. As described above, CDA s a
number of software tools utilized within a topology designer that independently
model infrastructure and application requiremenis while managing versions,
configurations, and other application components. CDA 1.2 is also daveloped
and distribuled by Hewlett Packard Corporation.

[601290] The subsystem of the topology-based management broker
{200} depicted in Fig. 3B may be used io design a topology for a number of
applications {0 be execuled on the instantiated service (312). The subsysiem of
Fig. 3B assists in the provisioning, deploying, and maintaining of a topology that
supports the applications, and provides application models that maitch
appropriate infrastructurs templales. In one example, the models of the
applications executed on the deployed topology utilize designed topoelogies that
are easily reconciled with the templates defining the infrastructure {opologies of
the topology.

6g121} A topology designer (301) may be used o design and
creale an application model {318}, The application model (319} is defined by a
ifecycle management topology. As described above in connection with the
LCM iopology (302}, the application model (319) comprisas a number of nodes
(319-1, 319-2, 318-3). A number of policies and lifecycle management actions
(LCMA) are associated with each of the nodes (318-1, 318-2, 318-3) of the
application mode! {319}

80124} A topology designer {301} may also be used fo create a
number of infrastruciure and/or piatform templates (320} The templates (320}
are defined by a lifecycle management lopology. As described above in

connection with the LCM topology (302}, the templates (320} comprise a
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number of nodes (3201, 320-2, 320-3, 320-4, 320-5). A number of policies and
ifecycle management actions (LCMA} are also associated with each of the
nodes {320-1, 320-2, 320-3, 320-4, 320-5) of the templates {320).

(80123} in one exampie, the lopology designers (301}, self-service
portal (309), and resource offering manager (308}, alone or in combination, may
associate a number of policies {(303) and LCMAs (304} with the nodes (318-1,
319-2, 319-3, 320-1, 320-2, 320-3, 320-4, 320-5) of the application model (318)
and infrastructure template (320). In another example, a separaie policy engine
and LCMA engine may be provided o associate the nodes (3181, 318-2, 318-
3, 320-1, 32G-2, 320-3, 320-4, 320-5) of the application model (318} and
infrastructure template (320} with the policies and LCMAs as described above.

[60124] As depiclted in Fig. 3B, a number of models {318} may be
presenied as possible malches or near maiches for a number of infrastructure
templates (320}, In one example, rather than using g lopology designer (3013,
a number of application models (318) resources may be provided within the
topology-based management broker (200}, In this example, the topology-based
management broker (200) may obtain application models (318} from, for
example, the catalog (310), the RTSM (315}, another model source, or
combinations thereof. A user may browss through these model sources and
obtain a number of application models {318} that may be reconciled with the
infrastructure templates (320}, In this manner, the topology designer (301} may
design a number of application models (319} or a number of application models
{319} may be obtained from the above-described resource. Thus, the
application models (319} may be application {opologies designed by the
topology designer (301), or realized application topolegies as described above.

[60125] Similarly, as depicted in Fig. 3B, a number of templates
{320} are presented as possibie matches or near matches for the application
model {318}, In one example, rather than using a topology designer {301}, a
number of template (320) resources may be provided within the topology-based
management broker (200). In this example, the topology-based management
broker (200) may obtain templates (320) from, for example, the catalog (310},

the RTEM (315}, another femplate source, or combinations thereof. A user may
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browse through these {emplate sources and oblain a number of templates (320)
that may be reconciled with the application model (318). In this manner, the
topology designer (301) may design a number of templates (320) or a number
of templates may be oblained from the above-daescribed resource. Thus, the
templates (320} may be infrastruciure topologies designed by the topology
designer (301}, or realized infrastructure topologies as described above.

[601286] The CDA subsystem described in Fig. 3B comprises a
stitching engine (321) to stitch or combine the application model (319} to the
infrastructure template (320). The slitching engine (321) may use any iype of
method to stitch the application model (318} to the infrastructure template (320}
hased on the policies and LCMA associated with the application model! (318} to
the infrasiructure template (320). In one example, the slitching engine (321)
may use a pattern maiching process in which the stitching engine (321)
matches the policies, requirements, and capabilities associated with the nodes
(319-1, 318-2, 318-3) of a number of application models (319} with the policies,
requirements, and capabiiities of the nodes (320-1, 320-2, 320-3, 320-4, 320-5)
of a number of infrastructure templaies (320). In this example, the stitching
engine {321} may browse through the template sources described above to find
a match or near match. These sources may include the catalog (110) and the
realized topology systermn management (RTSM) database (115} ora
combination of these sources.

160127} in one example, a customear may be presented with various
oplions to consider when constructing both the application mode! (119) and the
topology template (120} through the graphical user inlerface (GUI) (Fig. 3A,
318-1). The GUI {Fig. 3A, 318-1) may present the customer with any number of
realized topologies (Fig. 3A, 314) or other types of {opologies that are currently
or previously used by any user of the topology-based management broker {Fig.
3A, 300} This may also include a number of lifecycle management (LCM)
topologies {Fig. 3A 302). The GUI {Fig. 3A, 318-1) may provide the customer
with the ability to choose from among the realized topologies (Fig. 3A, 314)
stored on the RTSM (Fig. 3A, 315} and the lifecycle management (LCM)}
topologies (102} siored on the catalog (Fig. 3A, 310} as a whole. Additionally,
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the GUI (Fig. 34, 318-1} may provide the customer with the ability to chooss
from among a number of other types of topologies whether realized or not.
These other topologies may have been created by other customers using the
system {300). In addition, the GUI (Fig. 3A, 318-1) may provide the cusiomer
with the ability to choose from among parts of the realized topologies (Fig. 3A,
314} stored on the RTSM (Fig. 3A, 315) and parts of the lifecycle management
(LCM) topologies (Fig. 3A, 102) stored on the catalog {Fig. 3A, 310). These
infrastructure templates and template parts and application models or model
parts may be slilched together by the customer via the GUI (Fig. 3A, 318-1} in
order to form a lifecycle management (LCM) topology {(Fig. 3A, 102).

[60128] Consequently, the matching process completed by the
stitching engine (Fig. 3B, 321) may comprise stitching any number of types of
application models (119} or infrastructure templates (120) to form a lifecycie
management (LCM) topology (Fig. 3A, 102} for the customer {o instantiate on
the system {Fig. 3A, 300). In one example, the individual nodes of the
application models (119). model parts, infrastructure templates (120} or
template paris may be matched up. Once a match is found, the stitching
engine {321} may maich the number of nodes (318-1, 318-2, 318-3} of the
application model (318) with a number of the nodes (320-1, 320-2, 320-3, 320-
4, 32G-5) of the matching infrastructure template (Fig. 3B, 320); malch the
nodes of portions of the application model {(Fig. 38, 318) with the nodes of the
other portions of the application model (Fig. 3B, 319); or maich the nodes of the
portions of the infrastruciure template (Fig. 3B, 320} with the nodes of the other
portions of the infrastruciure template (Fig. 3B, 320}

[00129] One method the stitching engine (Fig. 3B, 321) may use an
algorithmic matching method o stifch the application model (Fig. 3B, 318} o the
infrastructure template (Fig. 3B, 320) may comprise an algorithmic matching
method. in this method, the stitching engine (Fig. 3B, 321) uses mathematical
algorithms that employ the policies in performing the matching decisions. in
one sxample, this may include inference methods in which requirements in the
application level are {agged or otherwise associated with components that

support them in a library of infrastructure topologies called a DSL database
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(Fig. 3B, 323), wherein the overall infrasiruciure template (Fig. 38, 320} is
aggregated first before the aggregation is extended io the application model
{(Fig. 3B, 319}

[80134] A definitive software library (BSL) is a secure storage
device, consisting of physical media or g sofiware reposiiory iocated on a
network file server. Definitive authorized versions of all software configuration
items (Cls) or artifacts that may be reguired to deploy the application designed
in the appilication model (Fig. 38, 319} may be stored and protected in a BSL.
in the present example, a number of infrastructure lopologies (Fig. 3B, 320) are
stored in the DBL. Thus, the DSL contains master copies of a number of
infrastructure topologies (Fig. 3B, 320} developed using the present systems
and methods or purchased from an third party. All related documentation
related {o the infrastructure fopologies (Fig. 3B, 320) is also stored in the DSL.
The DSL database (Fig. 3B, 323) of the present topology-based management
broker {(Fig. 3B, 200} comprises a number of objecis used in the deployment of
the application after the application model (Fig. 38, 318) has been deveioped
and is ready for deployment on the infrasiructure template (Fig. 3B, 320). In
one example, a topology designer (Fig. 3B, 301) may also provide additional
design elements within the topology before, during, andfor after the stifching
engine {Fig. 3B, 321) processes the application model (319} and the
infrastructure template (Fig. 3B, 320) to creale the {opology (Fig. 3B, 302) with a
number of nodes (302-1, 302-2, 302-3, 302-4, 302-5, 302-6, 302-7).

[60131] Fig. 10 is a block diagram showing a modification of an
infrastructure topology according 10 one example of the principles described
herein. An infrasiructure fopology may comprise a infrastruciure template
(320}, a realized topology {(Fig. 3B, 314), or other topology associated with the
system {Fig. 3B, 300). Fig. 10 shows an infrastructure template (320} that was
sither developed from scraich by a topology developer using the topology
designer (Fig. 3B, 301) and saved in the catalog {Fig. 34, 310) or taken from an
existing realized topology {Fig. 3A, 314) or lifecycle management (LCM)
topology {Fig. 34, 302). These sources may be referred o generally as

infrastructure topology sources.
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160132 Fig. 10 also shows an application model (319} comprising a
number of nodes (3201, 320-2, 320-3, 320-4, 302-5, 320-6, 320-7, 320-8, 320-
9); the cooperation of which may constitute an infrastructure template (320) that
most maiches the application model {319} the customer has develop. In this
example, a infrastructure femplate (320) that maiched completlely with the
application model {319} was not available {o the customer via the GUI (318-1}.
in this case, the system (300) provided the best match (320} that was available
on the system (300). As such, the customer may be provided with the ability to
alter the infrastructure template (320) in order o stifch the application modsl
{319} to the infrastructure template {320} and instantiate that LCM topology
{302} on the systern (300). In one example shown in Fig. 10, node 319-2 may
be stitched {o two different node pairs: 320-1, 320-2 and 320-3, 320-4 on the
infrastruciure topology (320). However, the infrastruciure topology (320) may
comprise axtra or even missing nodes to support various requirements of the
application model {319} nodes. Where extra nodes on the infrastructure
femplate (320) exist, the customer may be allowed {o delele nedes {(le. node
320-8). Additionally, the customer may be provided with the ability o sever
relationships {i.e. 325) between nodes, and create or define new relationships
between nodes (i.e. 327}, In some examples, the relationships between the
model {318} nodes may not be changed according o restrictions placed on the
infrastructure template (320} during the creation of thal infrastructure lemplate.
As such, during creation of the infrastruciure templaie (320}, a customer may
place locks on the relationships between the nodes such that changes in the
relationships may not be changed to a number of the nodes. In one example,
the locks may prevent a customer from removing a node, adding a node,
placing a node at a different hisrarchical level, among others, or combinations
thereof.

160133} In this way, a customer may alter a given template (320}
making a number of changes where necessary {o fif {0 his or her application
model (318). In addition, the customer may alter the application model (318} o
better fit a nearly maiched fopology template (320}, This may be done by, for
example, stilching any number of nodes (319-1, 319-2, 318-3, 319-4, 319-5}in
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the application model (319) with any number of nodes (320-1, 320-2, 320-3,
320-4, 320-5, 320-6, 320-7, 320-8, 320-8). Consequently, through the uss of
LCMAS (304} and policies (305) the nodes (318-1, 318-2, 318-3, 318-4, 318-5)
of the application model (319} may be stitched o the nodes (320-1, 320-2, 320-
3, 320-4, 320-5, 320-8, 320-7, 320-8, 320-9) of the topology template (320)
thereby creating an LCM topology (302) ready 1o be instantiated onio the
system {300} as described herein. Additional LCMAs {304} and pdlicies (305)
may be added before, during, and after this stitching process as wall,
depending on whether the LCM topology (302} comprises all of the necessary
LCMAs (304) and policies {305).

[60134] In another example, a customer may take portions of the
number of realized topologies (314} saved on the RTSM (315) or the LCM
topologies (302) saved on the cataleg (310). The system (300} may therefore,
not only provide a customer with topologies (302, 314} as a whole, but may also
proactively sever portions from existing fopologies {302, 314} from the topology
(302, 314} as a whoie and provide those parts as yet another option for the
customer {0 use to stitch his or her application model {319} {o.

160135] Fig. 11 Is a flowchart showing a method {345) of modifying
a topology according to one example of the principies described herein. The
method may begin with the system (300} identifving (1101) pattemns in an
application model by identifyving the policies, reguirements, and capabilities
associated with each of the nodes (319-1, 319-2, 318-3, 319-4, 319-5} of the
application model {319).

[601386] The method (345} may further comprise identifying (1102}
patterns in the infrastruciure template (320}, This may comprise identifying the
policies, requirements, and capabililiss associated with each of the nodes (320-
1, 320-2, 320-3, 320-4, 320-5, 320-6, 320-6, 320-7, 320-8, 320-8} of the
topology template (320). As described above, the topology templates may be
exiracted from a number of realized topologies (314) or LOCM topologies (302).
These may be searched for in the RTSM database (315) or the catalog (310).

160137} The method (345) may further comprise matching (1103}

ithe patterns in the application model and infrastructure template using policies
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associated with the application model. Again, this may done auiomatically via
the system (300} matching the policies, requirements, and capabilities
associated with the nodes of the application model (318) with the nodes of the
infrastructure template (320). Additionally, the customer may, through a GUI,
manually alter the infrastructure template (320} if a less than oplimal match was
found.

160138} The method (345) and system described above may further
be implemented via a computer program product. In one example the computer
progrant product for stitching an application model o an infrastructure tempiate
may comprise a compuler readable storage medium comprising computer
usable program code embodied therewith, the computer usable program code
comprising compuler usable program code o, when exgcuted by a processor,
identifies palterns in the application model. Sl further the computer readable
storage medium may further comprise computer usable program code to, when
executed by a processor, identify patterns in the infrastructure template and
maich the pallers in the application mode! and the infrasiructure template using
policies associated with the application model.

[60139] As described above, the compuier readable siorage
medium may be, for example, an slectronic, magnetic, oplical, slectromagnaetic,
infrared, or semiconductor system, apparatus, or device, or any suitable
combination of the foregoing. More specific examples of the computer readable
storage medium may include the following: an elecirical connection having one
or more wires, a portable computer disketle, a hard disk, a random access
memory (RAM), a read-only memory {(ROM), an erasable programmable read-
only memory (EPROM or Flash memory), a compact disc read-only memory
(CD-ROM]), an oplical storage device, a magnetic storage device, or any
suitable combination of the foregoing. in the conlext of this disclosure, a
computer readable storage medium may be any tangible medium that can
contain, or store a program for use by or in connection with an instruction
execution system, apparatus, or devics. As described above, the application of

the lifecycle management and topology can be applied to the resulling topology
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such as having the a number of policies applied io the resulting topology and
monitoring the resulting topology with the monitoring system (Fig. 3A, 313}

[00140] Once the stitching engine (321) has completed the stitching
process as described above, a complete topology (302} is created. The
topology created by the subsysiem of Fig. 3B may have additional policies and
LCMAS associated with the nodes as described above in connection with Fig.
3A. The topology (302) created via the subsystem of Fig. 3B may be stored in
the catalog (310), the DSL database, or other storage device or system. The
topology (302} created via the subsysiem of Fig. 3B may be processed in a
similar manner as described above in connection with the topology (302)
developed in Fig. 1A. The LCM engine (311) obtains the artifacis required to
deploy the application designed in the application model (319} from the DSL
(323} and execuias the topology (302).

[60141] In one example, an application lifecycle management
(ALM) device (322) depicted in Fig. 3A is used to trigger the deployment of the
topology developed on the subsysiem depicted in Fig. 3B of the overali
topology-based management broker {200}, In one example, Hewlett Packard’s
Appiication Lifecycle Management (HP ALM) is used. HP ALM iz 3 unified
software platform developed and distributed by Hewlett Packard Company. HP
ALM assists in accelerating the delivery of secure, reliable modem applications
inn a network.

160142] Fig. 6 is a flowchart showing a method for brokering a cloud
service, according to one example of the principles described herein. The
method of Fig. § includes generaling (block 801} a topology (Fig. 3A and 3B,
102). As described above, in one example, a number of topology designers
(Fig. 3A, 301) including a number of topology design inols, GUIs, and coding
scripts, may be used by a human designer to design the topology (Fig. 3A and
38, 302}). The topology (Fig. 3A and 3B, 302) may be designed using either or
both of the subsystaems depicted in Figs. 3A and 3B, Further, in one exampls,
iopologies (Fig. 3A and 3B, 302) designed and sfored may be browsed or
search for in a database of topologies (Fig. 3A and 3B, 302} and used as a

portion of the topolegy (Fig. 3A and 3B, 302} {o be instantiated.
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160143] in one exampie, topologies (302) may be generated by
designing a topology (302) de novo via a number of topology designers (301).
In ancther example, the topology may be generated {block 601) by stifching a
number of applications models (Fig. 3B, 318} and a number infrastruciure
templates (Fig. 3B, 320} together using a number of stitching methods. As will
be described in more detgil below, the slilching engine {Fig. 3B, 321) may
obtain a number of infrastructure topologies (Fig. 3B, 320), and stitch {Fig. 9,
block 903) a number of application models {(Fig. 3B, 31%) to a number of
appropriate infrastructure templates {Fig. 3B, 320}, In another example, the
application models (Fig. 38, 318} and infrastructure templates (Fig. 3B, 320}
may be designed de novo by a number of topology designers (301). inone
example, a3 number of persons may use the topology designers {301} to design
the fopologies (302) in accordance with the method of Fig. 6. These individuals
may be service designers, infrastructure architects or administrators, system
administrators, information technology operators, offer managers, or users,
among other personnel with roles in the design of a topology. in still another
example, the topology designers {(301) may be operated by a third party.

160144} The method may continue by associating (block 602} a
number of LCMAs (304) with a number of nodes {302-1, 302-2, 302-3, 302-4,
302-5, 302-8, 302-7) within the topology (302}, In one example, block 602 may
be performed with the resource offering manager {Fig. 3A, 308}, The LCMAs
orchestrate a number of appiication programming interfaces (APis) of a number
of resources for purposes of managing the lifecycle of a given cloud service
capability. In one example, the LCMAs are uniform resource identifiers (URis)
of application programming interfaces (APls) that perform calls in order io
execute the APls.

[80145] in one exampie, policies (Fig. 3A, 303) may also be
associated with a number of nodes {302-1, 302-2, 302-3, 302-4, 302-5, 302-6,
302-7) within the topology (302}, In one example, association of policies {Fig.
3A, 303} with a number of nodes (302-1, 302-2, 302-3, 302-4, 302-5, 302-6,
302-7) within the topology (302) may be performed with the resource offering

manager {(Fig. 3A, 308). A policy is any data or metadata used fo assist in the
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management of the provisioning, deploying, monitoring, enforcement, and
remediation within a cloud service. The pdlicies may represent a number of
rules or sets of rules that are applicable o the provisioning, deploving,
monitoring, enforcement, and remediation tasks associated with a number of
computing devices within a cloud service environment.

160148} The topology (302) may be executed (block 603). Inone
example, the topology (302} is executed {(block 603) based on the LCMAs (304)
associated {block 602} with a number of nodes (302-1, 302-2, 302-3, 302-4,
302-5, 302-8, 302-7) within the topology (302}, Further, in another example, the
topology {302} is executed {block 603} based on the policies (303) associated
with a number of nodes (302-1, 302-2, 302-3, 302-4, 302-5, 302-6, 302-7)
within the topology (302},

(601477 In still another example, a number of scripts may be
created for execution (block 603) of the topology (302). The scripts define
executable logic for instantiating a cloud service based on the fopology (Fig. 3A
and 3B, 302} and policies (Fig. 34, 303). The method of Fig. 6 will be described
in more detail in connection with Fig. 7.

1860148] Fig. 7 is a flowchart showing a method for brokering a cloud
service, according to another example of the principles described herein. The
method of Fig. 7 may begin by generating {block 701} a {opology. As described
above, in one example, a number of topology designers (Fig. 3A, 301) including
a number of topology design tools, GUls, and coding scripts, may be used by a
human designer to design the fopology (Fig. 3A and 3B, 302). The topology
{Fig. 3A and 3B, 302) may be designed using sither or both of the subsystems
depicted in Figs. 3A and 3B. Further, in one example, topologies (Fig. 3A and
3B, 302) designed and stored may be browsed or search for in a database of
topologies {Fig. 3A and 3B, 302} and used as a portion of the topology (Fig. 3A
and 3B, 302} o be instantiated.

[80149] in one exampie, topologies (302) may be generated by
designing a topology (302) de novo via a number of topology designers (301).
in another example, the topology may be generated {block 601} by stitching a

nurmber of applications models (Fig. 38, 319} and a number infrasiruciure
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templates (Fig. 38, 320) together using a number of stitching methods. As will
be described in more deiail below, the stitching engine (Fig. 3B, 321) may
obtain a number of infrasiructure {opologies (Fig. 3B, 3208), and stitch {(block
903} a number of application models {Fig. 3B, 318) to a number of appropriate
infrastructure templates (Fig. 3B, 326). In another example, the application
maodels (Fig. 3B, 319) and infrastructure templates (Fig. 3B, 320) may be
designed de novo by a number of topology designers (301).

[60150] In one example, a number of persons may use the topology
designers {301) fo design the topologies (302) in accordance with the method of
Fig. 8. These individuals may be service designers, infrastructure architects or
administrators, system administrators, information technology operators, offer
managers, or users, among other personnel with roles in the design of a
topology. In still another example, the fopology designers (301) may be
operated by a third parly.

80151 The method may continue by associating (block 702} a
number of policies {(Fig. 3A, 303} with a number of nodes (302-1, 302-2, 302-3,
302-4, 302-5, 302-6, 302-7) within the fopology (302). In one example, block
702 may be performed with the resource offering manager (Fig. 3A, 308). A
policy is any data or metadata used fo assist in the management of the
provisioning, deploying, monitoring, enforcement, and remediation within a
cloud service. The policies may represent a number of rules or sets of rules
that are applicable o the provisioning, deploving, monitoring, enforcemaent, and
remediation iasks associated with a number of computing devices within a
cloud service environment,

[60152] Al biock 703, a number of lifecycle management actions
(LCMAs) (Fig. 34, 304) may be applied to a number of nodes within the
topology. The LOMAS orchestrate a number of application programming
interfaces (APis) of a number of resources for purposes of managing the
fifecycle of a given cioud service capability. In one example, the LCMAs are
uniform resource identifiers (URIs) of application programming interfaces {APls)

that perform calls in order to execute the APis.
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160153] in one exampie, the policies (Fig. 3A, 303} and LCMAs
{Fig. 3A, 304) may be associated with the nodes (302-1, 302-2, 302-3, 302-4,
302-5, 302-6, 302-7) within the topology (302} via data or metadata describing
the nodes (302-1, 302-2, 302-3, 302-4, 302-5, 302-6, 302-7} of the topology
(Fig. 3A, 302}. The data or metadala may be provided in a number of files
describing the nodes or topology, or in a file associaled therewith. in another
example, the LCMAs are associaled with the aspects of the topology by default
by virtue of what computing device the node or nodes (302-1, 302-2, 302-3,
302-4, 302-5, 302-6, 302-7) represent.

[G0154] In anothar example, the LCMAS are associaled with the
aspeacts of the topology by explicitly providing a number of functions, Fagon, that
defing how {o select a resource provider {o implement the aclion based on the
policies associated with the aspects of the topology and the policies of the
different relevant resource providers. Thess functions define how a resource
provider is sslected to implement the action based on the policies associated
with the aspect of the {opology and the policies of the different relevant
resource providers. In one example, the processes of blocks 702 and 703 may
be performed in any order serially, or in paraliel. Further, in one example, a
number of persons may use the topology designers (301) fo design the
topologies {302} in accordance with the method of Fig. 6. These individuals
may be service designers, infrastructure architects or administrators, system
administrators, information fechnology operalors, offer managers, or users,
among other personnel with roles in the design of a topology. in still another
example, the fopology designers {301) may be operated by a third party.

[60155] A number of resource provider policies (308-1) may be
associated (block 704) with a number of nodes (302-1, 302-2, 302-3, 302-4,
302-5, 302-6, 302-7) within the iopology (302}, Resource provider policies
{308-1) are any policies associated with 3 number of rescurce providers’
offerings that guide the selection of a number of resources. In one example,
the resource provider policies (308-1) may be dynamic functions that defing the
computing abilities of a computing resource. In this example, a compuling

resource that provides a defined level of computing resources such as, for
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example, processing power, may be provisioned by the LOM engine (311) and
resource offering manager (308) if the defined level of that computing rescurce
meetls a number of requirements within the topology {(302).

[80158] The topology {302) may be executed (block 705). Inone
example, the topoiogy {302} is executed {block 705} based on the policies,
(303}, LCMAs (304), resource provider policies (308-1), or combinations
thereof. In one example, a number of scripts may be created for execution
{block 705). The scripts define executable logic for instantiating a cloud service
basad on the topology {Fig. 3A and 3B, 302), policies (Fig. 3A, 303}, LCMAs
(Fig. 3A, 304}, resource provider policies (308-1}, or combinations thersof.

164157} A topology LCM engine {Fig. 3A, 311 instantiates (block
708} the topology {Fig. 3A and 3B, 302). In one example, instantiation (block
708} of the topology (302) is based on the policies (Fig. 3A, 303}, LCMAs (Fig.
3A, 304) resource provider policies (308-1), executable scripts, or combinations
thereof. in one example, the fopology LCM engine {(Fig. 3A, 311) obtains the
workflows or sequences of serial and/or paraliel scripts created at block 705
during execution, calls g resource provider via he resource offering manager
{(Fig. 3A, 308}, and instantiates the topology (Fig. 3A and 3B, 302) based on the
policies (Fig. 3A, 303), LCMAs (Fig. 3A, 304) resource provider policies (308-1),
and executable scripts to creale an instantiated service {Fig. 3A, 312).

160158] A number of realized topologies (Fig. 3A, 314) may be
derived {block 707} from the instantiated service (Fig. 34, 312). Inone
example, the topology LCM engine (Fig. 3A, 311} derives a realized topology
{Fig. 3A, 314) from each instantiated service (Fig. 3A, 312}, A numberof the
realized lopologies (Fig. 3A, 314) may be stored (block 708} in a database of
realized topologies. In one example, the LOM engine (Fig. 34, 311) stores the
realized topologies (Fig. 3A, 314) in the realized topology sysiem management
(RTSM) dalabase (Fig. 3A, 315); a logical system repository of realized
fopologies {Fig. 3A, 314). In one example, the RTSM database (315)
comprises a database management system (DBMS). The DBMS isa
combination of hardware devices and software modules that interact with a

user, other applications, and the database itself {o capture and analyze data.
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160159] in one exampie, the RTSM database (Fig. 3A, 31b)is a
configuration management database (CMDB}); a repository of information
related to all the components of a realize topology (Fig. 3A, 314). The realized
topology (Fig. 3A, 314) comprises a mode! of the topology (Fig. 3A, 302}, with
the policies applied to the various nodes {Fig. 3A, 362-1, 302-2, 302-3, 3024,
302-5, 302-6, 302-7). A number of properties of the nodes {(Fig. 3A, 302-1,
302-2, 302-3, 302-4, 302-5, 302-8, 302-7) of the realized topology {Fig. 3A,
314) are defined within the realized topology (Fig. 3A, 314). These properties
include any details of any instantiated topology {Fig. 3A, 312) that is created or
updated via the topology-based management broker {(Fig. 3A, 200}, and may
include, for example, the internetl protocol (1P} address of the nodes, and
characteristics and computing parameters of the nodes, among many other
properties,

(00160} The RTSM (Fig. 3A, 315) is a repository that stores each
instance of a realized topology (Fig. 3A, 314). In this manner, every fime a
topology {(Fig. 3A, 302} is designed, provisioned, and deploved, the topology-
based management broker {Fig. 3A, 200) caplures the realized topoiogy (Fig.
3A, 314} of that instantiated topology (312). Thus, the RTSM (Fig. 3A, 315}
containg a realized topology (Fig. 34, 314) of every topology (Fig. 3A, 302} that
has been instantiated within the fopology-based management broker {Fig. 3A,
200}, In one example, in every instance of the modification of an existing
instantiated topology (312}, the realized topology (Fig. 3A, 314) resuiting from
that modification is also stored within the RTSM (Fig. 3A, 315).

[60161] Fig. 8 is a flowchart showing a method for remediating a
number of incidents within a cloud service, according to one example of the
principles described herein. The remediation method of Fig. 8 may be
performed alone, or in combination with any number of additional process
describad herein such as those process described in Figs. 6, 7, and 8. Further,
any block within the method of Fig. 8 may be performed alone or in combination
with any number of other processes within Fig. 8. For example, a monitoring

process described at biock 801 may be performed alone without the remaining
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processes being performed, or less than all of the remaining processes being
parformed,

(00162} The remediation method of Fig. 8 may include monitoring
{block 801} an instantiated topology (Fig. 3A, 312) for a number of evenis. The
monitoring system (313} monitors {block 801} an instantiated topology (Fig. 3A,
312} based on the monitoring policies associated with the topology (302} and
the nodes (302-1, 302-2, 302-3, 302-4, 302-5, 302-6, 302-7) of the topology
{302) as described above. In one example, the monitoring system, based on
the policies, monitors for a number or set of metrics. A number of events may
be derived from the delected metrics,

160163] The monitoring system (313} sends data representing a
number of the events {o the event handler (313} based on a number of the
policies associated with the designed topology (302} and the instantiated
service (312). For exampie, gs described above, the monitoring policies include
a portion that defines what to do with the monitored events that result from the
monitoring such as, for example, how to handled the evenis, where the events
are seni, what devices or individuals address the events, how incidents
resulting from the processing of the events are handled, how the events and
incidenis are processed {8.9., processed as aggregated, filtered, or correlated
evernts, among other forms of processing), and how the resulting incidents are
handied.

160164] A number of events detected by the monitoring system
{313} may be processed by the event handler (318} based on a number of the
policies described above. Handiing (block 802} of evenis may include, for
example, processing the events as aggregated, fillered, or correlated events,
among other forms of processing. Further, based on the above-described
policies, the event handler (313) may handle {block 802} the evenis by
determining whether the events should be processed into incidents, or whether
io notify a number of users of the system (200), for example.

[80165] A number of incidents are generated (block 802). inone
example, the incidents are created by the event handier (Fig. 3A, 316} based on

a number of policies including, for example, monitoring and remediation
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policies. Further, in one example, the incidents are generated (block 803} by
the event handler (Fig. 3A, 316} based on the evenis detecled by the
monitoring system (313}, In another example, the incidents are generated
{block 803) by oblaining a number of service tickets from an information
technology (IT) service management sysitem (ITSM), and, with the event
handler, creating a number of incidents based on the service tickels. As
described above, an {T5M (316-1) may also be a source of incidents. An ITSM
system (316-1} implements and manages the quality of IT services that meet
the needs of the user. In one example, the ITSM system (316-1) is managed
by the user, a service provider, g third party, or combinations thereof, in which a
service ticket is opened by one of these groups or individuals. In another
example, the [TSM system (316-1) may automatically enter a service ticket
based on the events detected by the monitoring system. If the ITSM system
(316-1) determines that the instantiated system (312) or a number of nodes
(302-1, 302-2, 302-3, 302-4, 302-5, 302-g, 302-7} thereof are not appropriately
provisioned, are wrongly provisioned, or are otherwise unfit for the instantiated
system {312), the ITSM system (316-1) may, like the event handler (318},
provide a remediation determination in the form of an incident sent o the
remediation engine (317},

160166} The incidenis generated by the event handler (316) and the
ITSM system {316-1) may be brought to the atiention of g user, administrator,
third party, or other user of the topology-based management broker (200) or
instantiated service (312) in the form of a notification. A number of notifications
are sent {block 804) regarding the incidenis created by the event handler (313).
These nofifications may be sent (block 804} to a number of devices and users
within the sysiem (200}, For example, a number of notifications may be sent o
the self-service subscription management engine (318). The self-service
subscription management engine (318} may present the notifications to a user
via, for example, the GUI (318-1) associaled with the self-service subscription
management engine (318). Thus, a number of notifications are presented

{block 804) to a user regarding the incidents.
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[60167] in one example, the process defined by block 804 is
oplional. As described above, the event handler (Fig. 3A, 316} may or may not
provide noiifications {0 a user based on a number of policies associated with
the instantiated fopology (312). When the event handler (Fig. 3A, 316) does
dispatch notifications o a user, a varying level of user interaction may be
allowed or required including allowing a user to interact with, for example, a
number of the GUIs {(318-1) produced by the seif-service subscription
management engine (318) before a number of remediation actions are taken.
As described above, remediation policies define whether a notification is to take
place, how that notification is handled, and at what degree user input is allowed
or required. Thus, the remediation policies may include: {1} providing
notifications to a user, consurmer, or adminisirator; (2} obtaining instructions
from the user, consumer, or administrator; (3) taking manual actions input by
the user, consumer, or administraior; (4) taking autonomous actions after
recelving instructions from the user, consumer, or administrator; (5} taking
autonomous actions without receiving instructions from the user, consumer, or
administrator; (8) taking autonomous actions without notifying the user,
consumer, or administrator or receiving instructions from the user, consumer, or
administrator; (7) proposing a remediation action to a user or administrator for
approval, and performing the proposed remediation action if approved by the
user or administrator, or combinations thereof.

[60168] Al block 805, a number of function calls are generaled.
The function calls issued to the LCM engine {311} by the remediation engine
(317} to remediate the incidents may be based on a number of LCMAs
associated with the elements of the instantiated topology (312), the incidents to
be remediated, and the policies associated with the elements of the topology
(302). in this manner, the remediation engine (317} executes, via a processor,
fogic to correct the incidents reporied by the event handier (316} and/or ITSM
system {316-1} in order {0 generate (block 805) the function calls.

160169] Using the funciion calls generaled by the remedigtion
engine {317}, the topology LOM engine (Fig. 3A, 311) modifies (block 806) an
instantiated topology (Fig. 3A, 312) based on the subsequent LCMAs created
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by the remediation engine (317). Modification of an instantiated topology (Fig.
3A, 312} may include modilving the {opology (312) or a portion thereof,
modifying the a number of nodes or a group of nodes, addition of a number of
nodes, groups of nodes, or topologies, deletion of a number of nodes, groups of
nodes, or topologies, among many other types of changes that may be made (o
an instantiated service {312). Further, modification of the instantiated fopology
{312} may include re-instantiation of a previously instantiated topology {(312).

160170} A subsequent realized topology (Fig. 3A, 314} may be
derived {block 807} from the modified topology (Fig. 3A, 312), and stored (block
808} in a database of realized fopologies. In one example, the LCM engine
{Fig. 3A, 311) stores the realized topologies (Fig. 3A, 314} in the realized
topology system management (RTSM) database {Fig. 3A, 315).

180171} A determination (block 808) may be made as (o whether
monitoring of an instantiated topology {(Fig. 3A, 312} is to end. Reasons to end
the monitoring of an instantiated topology (Fig. 3A, 312) may include, for
example, completion of a contract such as an SLA, ending of the cioud services
provided by one or more service providers, if if is determined that monitoring of
the instantiated topology (Fig. 3A, 312} is to end {block 809, determination
YES), then the process terminates. If, however, it is determined thai monitoring
of the instantiated topology {Fig. 3A, 312} is not to end (block 809,
determination NG}, then the process loops back to block 801, and the process
of remediation is repealted. In one example, the remediation process may be
performed any number of iterations throughout the lifecycle of an originally
instantiated topology (Fig. 3A, 312). In this manner, events that may occur
within the instantiated topology (Fig. 3A, 312) may be addressed in order {o
maintain a working instantiated topology {(Fig. 3A, 312). Further, the
remediation process described in Fig. 8 allows for the instantiated topology (Fig.
3A, 312} to be amended or adjusted to provide a scalable instantialed topology
{Fig. 3A, 312).

180172} Fig. 8 is a flowchart showing a method of designing a
topology, according 1o one example of the principles described herein. The

method of Fig. 8 may begin by generating (block 801} an application model {Fig.
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3B, 319). In one example, a topology designer (301) may be used to design
and create the application model {(Fig. 38, 318}, and, in this manner, generale
{701} an application mode! {Fig. 3B, 318). In ancther example, the application
model {Fig. 3B, 319} may be obtained from a number of application model (Fig.
3B, 319} sources such as, for example, the catalog (Fig. 1A, 310}, the RTSM
{Fig. 1A, 315), or the DEL database (Fig. 3B, 323), among other application
model {Fig. 3B, 3198} sources. The application model (Fig. 3B, 319} is defined
by a lifecycle management topology. As described above in connection with the
LCM iopology (Fig. 3A, 302), the application model (Fig. 3B, 319) comprises a
number of nodes {Fig. 3B, 319-1, 319-2, 319-3}.

[60173] A number of infrasiructure templates {Fig. 38, 320) may
also be generated (biock 802). In one example, a topology designer (301} may
be used fo design and create the infrastructure template (Fig. 38, 320). In
another exampils, the infrasiructure femplate (Fig. 3B, 320) may be obtained
from a number of infrastructure template (Fig. 3B, 320) sources such as, for
example, the catalog (Fig. 14, 310}, the RTSM (Fig. 1A, 315}, or the DSL
database (Fig. 3B, 323), among other infrasiructure template (Fig. 3B, 320)
sources. The infrastructure template (Fig. 3B, 320} is defined by a lifecycle
management fopology. As described above in connection with the LCM
topology {Fig. 34, 302), the infrastructure template (Fig. 3B, 320} comprises a
number of nodes (Fig. 3B, 319-1, 319-2, 319-3}. In one example, g number of
persons may use the topology designers (301) to design the application models
(Fig. 3B, 319) and infrasiructure templates {Fig. 3B, 320). These individuals
may be service designers, infrastructure architects or administrators, system
administrators, information technology operators, offer managers, or users,
among other personnel with roles in the design of a {opology.

160174] A number of application models {Fig. 3B, 318) are slilched
{block 903} to a number of infrastructure femplates (Fig. 3B, 320). In one
example, the stiiching engine (Fig. 38, 321) may obtain a number of
infrastructure topologies {Fig. 3B, 320) stored in, Tor example, the DSL
database (Fig. 3B, 323} or other source of infrastructure tempiates (3203}, and

stitch (block 802} a number of application models (Fig. 3B, 318} to a number of
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appropriate infrastructure templates {Fig. 38, 320). In ancther example, the
infrastructure templates (Fig. 3B, 320} may be designed de novo by a number
of topology designers (301). In vel another exampie, the stitching engine (Fig.
3B, 321} may obiain a number of realized topologies {Fig. 3B, 314) stored in, for
exampile, the realized topology systermn management (RTSM) database (Fig. 38,
315} and stitch {block 802} a number of application models (Fig. 3B, 318)ic a
number of realized {opologies {Fig. 3B, 314).

160175] The stitching engine (Fig. 3B, 321) may use any type of
method to stitch the application models (Fig. 3B, 319} o the infrastruciure
templates (Fig. 3B, 320} based on the policies and LCMA associated with the
application models (Fig. 3B, 319) to the infrastructure templates {Fig. 38, 320).
In one example, the stitching engine (Fig. 38, 321} may use a matching process
in which the stiiching engine (Fig. 3B, 321) maiches the policies, requirements,
and capabililies associated with the nodes (Fig. 3B, 318-1, 318-2, 318-3) of the
application models {Fig. 3B, 319} with the policies, requirements, and
capabilities of the nodes (Fig. 3B, 320-1, 320-2, 326-3, 320-4, 320-5} of the
infrastructure femplates (Fig. 3B, 320). in this example, the stitching engine
{Fig. 3B, 321} may browse through the template sources described above {o
find a match or near match. Once a match is found, the stilching engine {Fig.
3B, 321) maiches a number of nodes (Fig. 38, 319-1, 318-2, 318-3) of the
application models (319} with 3 number of the nodes {Fig. 3B, 320-1, 320-2,
320-3, 320-4, 320-5) of the maiching infrastruciure templates (Fig. 3B, 320).

160176} Ancther method the stitching engine (Fig. 3B, 321) may use
to stitch the application models {(Fig. 3B, 318) to the infrasiructure femplates
(Fig. 3B, 320) may comprise an algorithmic matching method. In this method,
the stitching engine (Fig. 3B, 321} determines mathematically via algorithms
that employ the policies in performing the matching decisions. In one exampie,
this may include inferance methods in which requiremenis in the application
level are tagged or otherwise associated with components that support them in
the DSL database {(Fig. 3B, 323), wherein the overall infrastructure topology
(Fig. 3B, 320} is aggregated first before the aggregation is exiended o the
application models {Fig. 3B, 319).
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160177 A number of policies and lifecycle management aclions
{(LCMAs) are associaled {blocks 704 and 705) with each of the nodes (Fig. 3B,
319-1, 319-2, 318-3) of the application model (Fig. 3B, 318) and nodes of the
infrastructure topology {Fig. 3B, 320). In one example, the association {blocks
704 and 705} of the number of policies {303} and LCMAs (304} with the nodes
(319-1, 318-2, 318-3, 320-1, 320-2, 320-3, 320-4, 320-5) of the application
maodel (318} and infrastructure topology (320) may be performed by the
topology designers (301), self-service portal {309), and resource offering
manager {308}, alone or in combination. In ancther example, a separate policy
engine and LCMA engine may be provided {o associate the nodes (318-1, 318-
2, 318-3, 320-1, 320-2, 320-3, 320-4, 320-5) of the application model (315} and
infrastructure topology (320) with the policies (303) and LCMAs (304) as
described above.

[60178] in one example, the processes of blocks 704 and 705 of
associating policies {303) and lifecycle management actions (LCMAs) (304}
with each of the nodes (Fig. 3B, 319-1, 319-2, 319-3} of the application model
{318} and nodes of the infrastructure fopology {Fig. 3B, 320) may be performed
before, during, or after the stilching process described in connection with block
a3. In one exampie where policies and LCMAs are associated before the
stitching process of block 802, the policies {303) and LCMAs (304) may be
associated with a number of nodes or groups of nodes within the application
model {318} and infrastructure topology (320}, as well as with the application
model (319} as a whole and infrastructure fopology (320} as a whole. Inthis
example, additional policies (303} and LCMAs (304) may be associated with the
topology (302) created via the stitching process of block 802, In another
example, the processes of blocks 704 and 705 of associating policies (303} and
fifecycle management actions (LCMAs) (304} with each of the nodes {(Fig. 3B,
318-1, 319-2, 319-3) of the application model (319} and nodes of the
infrastructure topology (Fig. 3B, 320} may be optional as to performance of
these processes after the stitching process of block 902, In still ancther
example, the processes of blocks 704 and 705 of assodiating policies (303} and

lifecycle management actions (LCMAs) (304} with each of the nodes (Fig. 3B,
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319-1, 319-2, 318-3) of the application modsel (318} and nodes of the
infrastructure topology {Fig. 3B, 320) may be performed before and after
stitching process of block 802,

[060179] The above processes described in Fig. S results in a
completely designed {fopology (302} similar {o the topology (302} described
above in connection with Fig. 3A. Thus, the method described in Fig. 9 may be
further associated with the process described herein regarding Figs. 6, 7, and 8.
For example, the topology (Fig. 3B, 302) resulting from the method of Fig. 8
may be used as the input topology (Fig. 34, 302) for the method described in
connection with Figs. 6 and 7 at, for example, blocks 601 and 701. Further, in
another example, the lopology (Fig. 3B, 302} resuiling from the method of Fig. 9
may be used as the inpul topology (Fig. 3A, 302) for instantigtion in the
remediation method described in connection with Fig. 8. Further still, in one
example, a number of persons participats in the method described in Fig. 8.
These individuals may be service designers, infrastructure architects or
administrators, system administrators, information technology operators, offer
managers, or users, among other personnel with roles in the design, execution,
monitoring, and remediation of a topology (302).

[G0180] Aspects of the present system and method are described
herein with reference o flowchart lllustrations and/or block diagrams of
methods, apparatus (systems} and computer program products according o
examples of the principles described herein. Each block of the flowchart
flustrations and block diagrams, and combinations of blocks in the flowchart
dlustrations and block diagrams, may be implementied by computer usable
program code. The computer usable program code may be provided to a
processor of a general purpose computer, special purpose computer, or other
programmable dala processing apparatus to produce a machine, such that the
compuier usable program code, when exacuted via, for example, the a number
of processors within the devices comprising the topology-based management
broker (200} or other programmable data processing apparatus, implement the
functions or acts specified in the flowchart and/or block diagram block or blocks.

In one example, the computer usable program code may be embodisd within a
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computer readable storage medium; the computer readable storage medium
being part of the computer program product. in one example, the computsr
readable siorage medium is a non-transifory computer readable medium.

[6G181] The specification and figures describe systems and
methods of stilching an application model to an infrastruciure templals,
comprising identifving patterns in the application modsl, identifying patierns in
the infrastructure template, and maiching the patterns in the application model
and infrastructure templale using policies associated with the application model.
A system for stifching an application mods! {o an infrastructure template,
comprising a stitching engine, and a number of infrastruciure topology sources,
in which the stilching enging, identifies patterns in the application modsl,
identifiss pallerns in the infrastructurs tempiate, and matches the patterns in
the application model and infrastruciure template using policies associated with
the application model.

(60182} These application mode! and infrastructure templats
stitching systems and methods may have a number of advantages, including:
(1) providing a common stack along with common use of topologies, realized
fopologies, and policies may be used to support all use cases for both cloud
service automation (CSA) and continued delivery automation (CDA) plafforms
and services to consiruct topologies while utilizing the same technology and
supporting multiple providers’ associated technologies; (2) providing a
computing environment in which C8A and CDA use the same topology
repraseniations such as, for example, extensibie mark-up language (XML} or
JavaScript object mutation (JSON); {3) providing a method of managing
migration of content for CSA by reusing existing CSA content, creating a path to
migrate resource providers, and reusing providers; {4) avoiding or alleviating the
risk of perpetuating a CSA/CDA confusion, duplication of efforts and
endangering fulure CSA opportunilies; (5) complex applications may be
automatically deployed on requested infrasiructure without also requiring users
to understand how to perform such operations, and (6) supports a CM&S

environment, among many other advaniages.
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[60183] The preceding description has been presented {o Hllustrale
and describe examples of the principles describad. This description is not
intended io be exhausiive or {o limit these principles to any precise form
disclosed. Many modifications and variations are possible in light of the above

teaching.
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CLAIMS

WHAT IS CLAIMED {S:

1. A method of stitching an application model to an infrastructure topology,
comprising:

identifying patterms in the application model;

identifying patiemns in the infrastructure topology;

matching the patierns in the application model and infrastructure

topology using policies associaled with the application model.

2. The method of claim 1, in which the infrastructure topology comprises a
nurnber of portions of a number of infrastruciure templates stitched together o

form the infrastructure template.

3. The method of claim 2, in which the number of portions of infrastructure
templates are stitched together based on policies and lifecycle management
actions {LCMAs).

4. The method of claim 1, in maitching the patterns in the application model
and infrastructure topology using policies associated with the application model
comprises maiching policies and LOMAs associated with a number of nodes of
the application model with policies and LCMAs associated with a number of

nodes of the infrastruciure topology.

5. The method of claim 1, in which maiching the patierns in the application
model and infrastructure topology using policies associated with the application
model further comprises searching a number of realized topologies in a realized
topology system management (RTSM} database and a number of ifecycle
management (LCM) topologies in a catalog to find maiches to the application

model.
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6. The method of claim 5, further comprising:

providing the number of realized iopologies, number of lifecycle
management (LCM) topologies, portions of realized topologies, portions of
fifecycle management (LCM) topologies, or combinations thereof to a customer
via a graphical user interface; or

providing a number of realized topologies, number of lifecycie
management (LCM) topologies, portions of realized topologies, portions of
lifecycle management (LCM) fopologies, or combinations thereof {o a stiiching
engine, in which the stitching engine malches the patiemns in the application
model and infrasiructure lopology using pelicies associated with the application

model.

7. The method of claim ©, further comprising receiving input from a
customaer, via the graphical user interface, indicaling how the realized
topologies, number of lifecycle management (LCM) topologies, portions of
realized topologies, portions of lifecycle management (LCM) topoiogies, or
combinations thereof are to modified {o allow the application model to be
stitched {o the realized topoiogies, number of lifecycle management (LCM)
topologies, portions of realized topologies, portions of lifecycle management

(LCM) topologies, or combinations thersof,

8. The method of claim 1, in which using policies associated with the
application model to malch the patterns in the application model and
infrastructure topology comprises:

dizscovering requirements in the application level;

associating those requirements with components that support them in a

library of infrastruciure iopologies.

8. A systern for stitching an application model fo an infrastructure fopology,

comprising:
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a stiiching engine; and
a number of infrastructure fopology sources;
i which the stiiching engine:
identifies patierns in the appiication modsl;
identifies palterns in the infrastruciure topology; and
matiches the patlemns in the application model and infrastructure

topology using policies associated with the application model.

1. The system of claim 9, in which the infrastructurs topology comprises a
number of portions of a number of infrasiructure templates stitched fogether to

form the infrastructure template.

11, The system of claim 9, in which the number of portions of infrastructure
templates are stilched together based on policies associataed with the number of

portions of infrastructure templates.

12.  The system of claim 9, further comprising:

a realized topology systern management (RTSM) comprising a number
of realized topologies; and

a catalog comprising a number of lifecycle management (LCM)
topologies;

in which matching the patterns in the application model and infrastructurs
topolagy using policies assodiated with the application model further comprises
searching the number of realized lopologies in the realized topology system
management (RTSM) dalabase and the number of lifecycle management

(LCM) topologies in the catalog to find matches to the application model.

13. The system of claim 8, further comprising a graphical user interface in
which the system receives input from a customer, via the graphical user
interface, indicating how the realized topologies, number of lifecycle
management (LCM) topologies, portions of realized topologies, portions of

ifecycle management (LCM) fopologies, or combinations thereof are o

87



WO 2015/065355 PCT/US2013/067414

modified 1o aliow the application model (o be stifched {o the realized topologias,
number of lifecycle management (LCM) topologies, portions of realized
topologies, portions of lifecycle management (LCM) topologies, or combinations

thereof.

14, A computer program product for stifching an application modsl o an
infrastructure template, the computer program product comprising:

a computer readable storage medium comprising computer usable
program code embodied therewith, the compuler usable program code
comprising:

computier usable program code to, when executed by a processor,
identify pattems in the application model;

computer usable program code o, when execuled by a processor,
identify patierns in the infrastructure template; and

computer usable program code 1o, when execuled by a processor,
maich the patiers in the application model and the infrastructure topology

using policies assoclated with the application model.

15, The computer program product of claim 14, further comprising:

compufer program code 1o, when execuied by a processor, ssarch a
number of realized topologies in a realized topology system management
(RTSM) database and a number of lifecycle management {LEM) topologies in a
catalog to find matches {o the application model,

computer program code 1o, when exscuted by a processor, provide the
number of realized fopologies, number of lifecycle management (LCM)
topologies, portions of realized topologies, portions of lifecycle management
{(LCM) topologies, or combinations thereof to a customer via a graphical user
interface; and

computer program code 1o, when execuled by a processor, receive input
from a customer, via a graphical user interface, indicating how the realized
topologies, number of lifecycle management (LCM) topologies, portions of

realized topologies, portions of lifecycle management (LCM) topologies, or

58
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combinations thereof are to modified o allow the application modsl io be
stitched to the realized topologies, number of lifecycle management (LCM}
topologies, portions of realized topologies, portions of lifecycle management

(LOM} topologies, or combinations thereof.
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