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**ABSTRACT**

The present disclosure relates to maintaining assertions in source code components of a development project by an integrated development environment (IDE) tool. According to one embodiment, a request is received to build a software application generated from the development project. Based on prior executions of the software application, resource requirements for each of one or more assertions included in the prior executions of the software application are identified. One or more of the assertions based on the identified resource requirements are selectively inserted in the source code components. The source code components of the development project are compiled to build the software application.

```
main.c – IDE Edit

if (some_members_ok) {
    warn("archive file contains no instrumentable members", canonical_lbrname);
}

CachedFileName = NULL;
CurrentFile = 0;
CurrentShortFile = 0;
if ((update_globals == TRUE & & stack_comms || update_globals == TRUE & & static_check)) {
    commons.write_cwym_data;
}
...
FinchTempCacheFile (lbrname, cache, file);
report_file_resources (canonical_lbrname, cache_name, NULL);
```

**Diagram**

```
Assertion at line 1204

if (input == NULL) raise_assertion("Input null");
```

```
TIME SPENT ON ASSERTIONS: xx %
```
FIGURE 2

```c
main(C - IDE Edit

if (trace_members.ok) {
    warn("archive file contains no instrumentable members", canonical_filename);
}

CacheFileName = NULL;
CurrentFilename = 0;
CurrentShortFilename = 0;

if (update_globals == TRUE && state)
    commons.update_global_sys;
else
    commons.write_sym_data;
...

FinishTempCacheFile (filename, cache_name, tmp_cache_name,
    { warnings_generated && ErrorsGenerated
        || errors_generated && ErrorsGenerated });

report_file_resources (canonical_filename, cache_name, NULL);
```
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```c
main.c - IDE Edit

if ([((some_members, sk)])
   
   warn(archive %s contains no instrumentable members, canonical_libname);
{
}

CashexFileName = NULL;
CurrentFileName = 0;
CurrentShortFileName = 0;
if (update_globals == TRUE &
   commons.update_gchc(s))
{
   if (crate_checking){
      commons.write_gchm_data;
   }
}
...

FinishTempCacheFile (fname, cache_name);  
   
   {
     if (error_instrumentation);  
   }

report_file_resources (canonical_libname, cache_name, NULL);

TIME SPENT ON ASSERTIONS: xx.xx
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```
<table>
<thead>
<tr>
<th>Assertion ID</th>
<th>A: Priority</th>
<th>B: Average time (in ms) to run this assertion</th>
<th>C: Average number of times executed per program run</th>
<th>Total average time per program run for this assertion (B * C)</th>
<th>Total score (A * B * C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>High (1)</td>
<td>2</td>
<td>7</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>Medium (2)</td>
<td>5</td>
<td>3</td>
<td>15</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>Medium (2)</td>
<td>4</td>
<td>1100</td>
<td>4400</td>
<td>8800</td>
</tr>
<tr>
<td>4</td>
<td>Low (3)</td>
<td>10</td>
<td>2</td>
<td>20</td>
<td>60</td>
</tr>
<tr>
<td>5</td>
<td>Low (3)</td>
<td>1</td>
<td>4000</td>
<td>4000</td>
<td>12000</td>
</tr>
</tbody>
</table>
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OPTIMIZING PROGRAM PERFORMANCE WITH ASSERTION MANAGEMENT

CROSS-REFERENCE TO RELATED APPLICATION

[0001] This application is a continuation of co-pending U.S. patent application Ser. No. 14/574,459, filed Dec. 18, 2014. The aforementioned related patent application is herein incorporated by reference in its entirety.

BACKGROUND

[0002] The present invention relates to integrated development environment (IDE) tools, and more specifically, to managing source code assertions in a source code component separately from the component.

[0003] Assertions are small segments of source code used to help debug a computer program. An assertion typically specifies a condition used to test whether a program is functioning correctly. If the condition in an assertion evaluates to true, then the program is presumed to be functioning correctly (at least relative to the condition specified in the assertion). In such a case, the assertion does not interfere with program execution, apart from the overhead of testing the condition. However, if the condition in an assertion evaluates to false, the assertion could terminate the program, allow program execution to continue unhindered, throw an exception to leave the erroneous code path, or allow a user to choose how to proceed.

[0004] Typically, developers manually include, edit, and remove assertions from source code while developing an application. As developers use assertions to test source code, developers will typically remove assertions from source code during the development process once code is believed to be functioning correctly. However, in some cases, code after an assertion may depend on a variable introduced or process performed within the assertion.

[0005] Assertions vary in complexity and the amount of time required to execute a given assertion during run-time. A simple assertion, such as checking the value of a variable (e.g., “assert (i>0)” may have a minimal impact on processing. More complex assertions, such as determining whether the elements of a linked list are in a particular order may use a relatively large amount of processing time. Because processing assertions adds overhead to executing a compiled program which includes the assertions, it may be desirable to remove some assertions before compiling source code into program code.

[0006] However, as developers revise source code, some assertions (deleted from source code) may need to be recreated to test the revised code.

SUMMARY

[0007] One embodiment of the invention includes a method for managing assertions in source code components of a development project. The method generally includes receiving a request to build a software application generated from the development project. Based on prior executions of the software application, resource requirements for each of one or more assertions included in the prior executions of the software application are identified. Based on the identified resource requirements, one or more assertions are selectively inserted in the source code components. The source code components of the development project are compiled to build the software application.

[0008] Another embodiment includes a computer-readable storage medium having instructions, which, when executed on a processor, performs an operation for managing assertions in source code components of a development project. The operation generally includes receiving a request to build a software application generated from the development project. Based on prior executions of the software application, resource requirements for each of one or more assertions included in the prior executions of the software application are identified. Based on the identified resource requirements, one or more assertions are selectively inserted in the source code components. The source code components of the development project are compiled to build the software application.

[0009] Still another embodiment includes a processor and a memory storing a program, which, when executed on the processor, performs an operation for managing assertions in source code components of a development project. The operation generally includes receiving a request to build a software application generated from the development project. Based on prior executions of the software application, resource requirements for each of one or more assertions included in the prior executions of the software application are identified. Based on the identified resource requirements, one or more assertions are selectively inserted in the source code components. The source code components of the development project are compiled to build the software application.

BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWINGS

[0010] FIG. 1 illustrates an example computing environment, according to one embodiment.

[0011] FIG. 2 illustrates an example user-interface of an integrated development environment (IDE) tool, according to one embodiment.

[0012] FIG. 3 illustrates a method for defining assertions managed by an IDE tool, according to one embodiment.

[0013] FIG. 4 illustrates an example user-interface of an IDE tool, according to one embodiment.

[0014] FIG. 5 illustrates an example of measurements used by an IDE to manage assertions in program source code, according to one embodiment.

[0015] FIG. 6 illustrates a method for an IDE to manage assertions in program source code based on assertion priority, according to one embodiment.

[0016] FIGS. 7A-7B illustrate examples of function call graphs used by an IDE to identify assertions in modified source code to activate, according to one embodiment.

[0017] FIG. 8 illustrates an example flow diagram for determining code coverage, according to one embodiment.

[0018] FIG. 9 illustrates a method for an IDE to manage assertions in program source code based on changes to the program source code, according to one embodiment.

[0019] FIG. 10 illustrates an example computing system, according to one embodiment.

DETAILED DESCRIPTION

[0020] Embodiments presented herein describe techniques for managing assertions outside of program source code.
Assertions are features provided by many programming languages that can be used to test conditions before execution of code (i.e., pre-conditions) and after execution of code (i.e., post-conditions). If an assertion fails, program execution can be halted, program execution can continue, the program can throw an exception to leave the erroneous code path, or the program can allow the developer to choose how to proceed. Where program execution is halted or where an exception is thrown can be used to debug the source code; however, assertion failures can provide additional information to aid in debugging.

[0021] In one embodiment, an integrated development environment (IDE) tool includes an assertion management component. As discussed in detail below, the assertion management component allows a developer to specify assertions to include in program source code, when compiled. However, in one embodiment, the assertions are not stored in the source code files of an application program. Instead, the IDE tool manages a relationship between a location in program source code where a developer specifies an assertion. Further, the IDE tool manages when that an assertion is included in the program code, when compiled. For example, a developer may “activate” or “deactivate” an assertion, as well as properties or parameters used by the IDE tool to determine whether to insert an assertion into program source code, when compiled. When “active” the IDE inserts the assertion into program source code when that code is compiled. When “inactive” the assertion is simply left out of the source code.

[0022] The IDE tool may support a variety of programming languages which include assertions. In addition to managing assertions, the IDE may include a text editor and project tools for writing, compiling, and debugging code. In some IDEs, code debugging tools allow developers to step through code execution and view program state, variable values, and other data in a graphical environment.

[0023] The assertion manager allows a developer to add, remove, and manage assertions in source code, separately from the source code. To do so, an assertion manager may create associations between code and properties defining an assertion and a location in source code. When code is compiled in the development environment, the assertion manager can insert some or all of the assertions defined through the assertion manager.

[0024] In addition to allowing a developer to define assertions managed by the IDE tool, the IDE tool may also manage assertions across users or groups. Some assertions may be particular to a user participating in a project and need not be included when other users compile and test the project. Assertions may also be owned by a group of users, and likewise, need not be included when members of other groups compile and test the project.

[0025] Assertions managed by the IDE tool may include a duration in which the assertion is included in compiled code. A developer may define the duration as a fixed date at which the assertion expires or a time offset from the last time the assertion is invoked during code execution. Alternatively, a developer can specify that an assertion is to be run a single time instead of defining a duration in which the assertion is added in compiled code.

[0026] The IDE tool may manage which assertions are included in compiled code based on assertion priority and execution time. A developer may define an amount of program execution time allotted to executing assertions. If the assertions take more time to execute than the allotted time, the IDE may selectively remove assertions from future compilations based on the assertion priority and execution time, as described in more detail herein. The IDE tool may also manage which assertions are included in compiled code based on assertion priority and other resource utilization thresholds, such as the size of compiled code.

[0027] Advantageously, managing assertions separately from program source code may streamline program development. Over time, managing assertions outside of source code may prevent later-developed code from depending on variables or processes defined for assertions. Further, the IDE tool may be configured to add and remove assertions from program source code based on a variety of parameters. For example, the IDE tool may add and remove assertions based on performance (e.g., removing assertions that hinder performance of compiled code) or changes in source code (e.g., inserting or activating assertions based on the location of the change or code that may be affected by the change).

[0028] FIG. 1 illustrates an example computing environment 100, according to one embodiment. As shown, the computing environment includes a plurality of computing systems 110, 110, a data store 120, and a network 130. As shown, each client device 110, 110, may be connected with source code repository 120 via a network 130. For example, network 130 may include the Internet, an intranet, a local area network, etc.

[0029] Computing system 110 may be a personal computer, workstation, mobile device, or any other computing device able to access network 130. Further, client device 110 may include an integrated development environment (IDE) tool 112 which may be configured to manage assertions outside of program source code, as described herein. As shown, IDE tool 112 includes an editing interface 114 and an assertion manager 116. Editing interface 114 allows a developer to access and edit source code components associated with a development project stored in source code repository 120. Source code components include source code files, modules, functions, libraries, or portions thereof that can be viewed and/or edited in editing interface 114. Assertion manager 116 provides a component of the IDE tool 112 configured to manage assertions separately from the source code, as described in more detail herein.

[0030] In some embodiments, the IDE tool 112 may manage assertions on the identity of a user or a group of users. Taking a mobile application project as an example, one team may be responsible for a graphical user interface (GUI), while another team may be responsible for modules enabling communication with a central server. The GUI team may be responsible for a different set of source code than the network communications team, and members of each team may independently manage assertions for their respective portions of the project. For example, if a developer interacting with an IDE tool 112 is associated with the GUI team, IDE tool 112 may allow the user to only edit and manage assertions in source code belonging to the GUI team. Development environment 112 may be precluded from showing any files associated with team members outside of the GUI team or may only provide read-only access to those files. Accordingly, an IDE tool used by a developer associated with the GUI team may be configured to prevent the developer from managing assertions in code owned by other development teams.

[0031] In one embodiment, source code files for a project are stored in source code repository 120. For example, project 122 may include the various source code files for the project.
as well as other data for the project. In addition, assertions defined for the source code are also stored in source code repository 120 as assertion data 124. Assertion data 124 may include assertion definitions and relationships between assertion definitions and locations in the source code files included in project 122.

[0032] FIG. 2 illustrates an example graphical user interface (GUI) 200 of an IDE tool, according to one embodiment. As illustrated, the interface 200 displays the source code for a file "main.c" being edited by a developer using editing tool 114. The IDE tool allows a developer to include assertions in source code. However, rather than including the content of an assertion inline with source code, the IDE tool may store the assertions separately from the source code file.

[0033] Further, when a developer accesses a source code file, the IDE tool (and specifically, the assertion manager) may determine whether any assertions have been defined for that file. If so, the IDE tool may present an indication in the editing interface points in the source code where an assertion has been defined. For example, icons 202, 203 indicate points in the source code where an assertion has been defined. Specifically, icon 202 indicates that an assertion has been defined for line 1204 of the file "main.c". When the developer compiles the source code in this file, the IDE tool inserts in the source code supplied to a compiler. In some cases, the assertion manager may further determine if the IDE tool should display an assertion and insert the assertion in the source code based on a variety of parameters, such as assertion priority, scope, or other parameters, as described herein.

[0034] In one embodiment, the editing interface of the IDE tool will display icons 202 for any assertions that will be included when the source code is compiled. Alternatively, however, the interface could show different icons to indicate whether an assertion is currently "active" or "inactive" (or other properties). GUI 200 may display icons 202 for public assertions, private assertions owned by the user of the GUI, assertions "owned" by a development team, or any combination thereof.

[0035] When a developer selects an icon 202, or creates an assertion, the IDE tool displays a dialog box 204 in the GUI. Dialog box 204 prompts a developer to specify source code for the assertion and any parameters used to manage whether the assertion is included in the code at compile time. For example, as shown in FIG. 2, dialog box 204 includes an editing pane 206 used to define the content of an assertion. As illustrated, the assertion at line 1204 checks whether an input is null.

[0036] Scope field 208 allows a user to define the scope of an assertion. An assertion may generally be visible to any developer which accesses the source code file, allowing any developer working on the project to view or edit this assertion, as well as include the assertion in the source code at compile time. In contrast, the IDE tool may present assertions marked as private to only the developer who defined that assertion. In some embodiments, whether an assertion is visible may depend on whether a developer is a member of a given user group. That is, in addition to "private"—all users—and "public"—one user assertions may be visible to a group of users. Such a scope may allow a team of developers to access an assertion (e.g., the GUI team in the mobile application example above) but prevent other teams of users (e.g., the network team in the mobile application example above) from accessing the assertion.

[0037] Field 210 allows a user to define when an assertion expires—that is, when an assertion should not be included in source code when compiled. As shown the expiration is defined as a date. However, the expiration could also be defined as a number of days an assertion should remain active or as a number of days after an assertion last failed. That is, if the assertion does not fail within the defined time period, the assertion manager may stop including the assertion in future compilations of the source code.

[0038] Type field 212 allows a user to define if an assertion is static or dynamic. Static assertions are inserted into code during the compilation process. In contrast, dynamic assertions may be inserted into source code as appropriate. The IDE tool may need to manage code executed by an interpreter, such as PERL, Python, or Java code. For projects developed in an interpreted language, dynamic assertions may be inserted into code without requiring recompilation of the code; instead, code defining the dynamic assertion can be provided to an interpreter when execution of the compiled code reaches a specified location.

[0039] Run once field 214 allows a user specify that an assertion should be run only one time. If selected, the IDE tool includes the assertion in source code only once. For example, for a static assertion, the IDE tool may track whether the assertion has been included in compiled code or whether the project was built and run from the IDE tool (e.g., in a debugging environment). For dynamic assertions, the IDE tool may be configured to insert the assertion at the specified location only once when the source code is passed to runtime engine for interpreted code.

[0040] In each of the cases discussed above, the IDE tool may store the assertions separately from the source code files of a development project. Further, while the above discussion illustrates some parameters (scope, expiration time, type, and run-once), assertions may be defined by additional parameters, some of which are discussed below.

[0041] FIG. 3 illustrates a method for an IDE tool to manage assertions associated with program source code, according to one embodiment. As shown, method 300 begins at 310, where the IDE tool receives a request to insert an assertion in program source code. The request may be, for example, a keyboard command, selection from a menu, a mouse input, or a combination of inputs.

[0042] At 320, the IDE tool, prompts a developer to specify source code for the assertion itself, as well as any properties to associate with the assertion. As discussed above, the prompt may take the form of a GUI window with fields for specifying the source code for the assertion and any properties to associate with the assertion. As discussed above, the properties may be used by the IDE tool to decide whether to include the assertion in source code compile time (for static assertions) or runtime (for dynamic assertions).

[0043] At 330, once defined, the IDE tool may store the assertion as part of a development project. The IDE tool may further maintain an association indicating the line of source code where the assertion is inserted. As noted, however, the assertion is not included in the source code file. The assertion may be stored, for example, in a database, flat files, or any other appropriate format.

[0044] At 340, the IDE tool receives a request to compile the program source code (or project which includes the program source code). In response, the IDE tool identifies assertions associated with the source code, as well as properties of the assertions. The properties are used to determine whether
the assertion should be included in the source code. Active assertions are included in source code, while inactive assertions are not. As discussed above, public assertions and assertions belonging to the user or user’s group are included, while assertions belonging to other users or groups are not included. At 350, the IDE tool inserts the source code of each assertion into the program source code at the identified locations. At 360, the source code is compiled.

[0045] The IDE tool may be configured to monitor when an assertion is run. Once a “run once” assertion is executed, the IDE tool may deactivate the assertion (e.g., by marking the assertion as inactive in an assertion repository). In future compilations, the IDE tool determines that the assertion has already been run and does not insert the assertion into source code for compilation. For other assertions, the IDE tool may track and record “last run” data for the assertion. Based on the “last run” date, the IDE tool determines if an assertion was last run within a specified time window, as described above. If the “last run” date is outside of the specified time window, the IDE tool does not insert the assertion into source code when the project or source code file is compiled.

[0046] FIG. 4 illustrates an example user-interface interface 400 of an IDE tool, according to one embodiment. As with user interface 200, user interface 400 displays source code of a file, icons 202 indicating points in the source code which are associated with an assertion, and a dialog box 404. Dialog box 404 includes an editing pane 206, in which a developer defines the content of an assertion. Dialog box 404 also includes a code field 208, expiration field 210, assertion type field 212, and “run once” field 214, as described above with respect to FIG. 2.

[0047] In addition to the parameters shown in dialog box 204 of FIG. 2, dialog box 404 includes a field 406 for specifying a priority level for an assertion. In some cases, priority definitions can be relatively coarse, such as providing options to define an assertion as low, medium, or high priority. In other cases, priority definitions can allow for finer control of assertion priority.

[0048] As shown, user interface 400 also includes a field 408, which allows a user to specify a utilization constraint. The utilization constraint defines an amount of resources available for assertions inserted into code. In some cases, a user may define a percentage of time evaluating assertions in compiled code. However, resource utilization may be defined using any appropriate resource utilization metric (e.g., memory usage).

[0049] FIG. 5 illustrates an example table of assertions and a score for each assertion. In one embodiment, the scores and priority are used to manage which insertions are included in compiled code based on assertion priority and resource availability. As illustrated, each assertion is associated with a priority, an average time to run the assertion, an average number of times the assertion has been executed each time the compiled code is run, a total average time per program run for each assertion, and a total score. The total score may be based on the priority of an assertion, an average time to run the assertion, and an average number of times the assertion is run during execution. As illustrated, a multiplier may be used to weight assertion score based on priority.

[0050] The IDE tool may select which assertions to include in future compilations of the project based on the score for each assertion and the utilization constraint. The utilization constraint can be a maximum utilization for all assertions included in the source code or can be a maximum utilization for each assertion individually. Using the table illustrated in FIG. 5, and assuming that a developer has specified a utilization constraint of executing all assertions within 8000 ms, the IDE can determine that Assertion 5 should be removed from the executable the next time the program is compiled. While Assertion 3 uses more program execution time (a total of 4400 ms versus 4000 ms used by Assertion 5), the lower priority for Assertion 5 increases the score for Assertion 5 above the score for Assertion 5. After compiling and executing the updated executable does not include Assertion 5. The IDE continues to gather (and update) resource utilization data compared to the threshold. If the assertion resource utilization exceeds the utilization constraint, the IDE can proceed to remove more assertions based on the total score. Using the table illustrated in FIG. 5 as an example, the next assertion to be removed would be Assertion 3, followed by Assertion 4, Assertion 2, and Assertion 1, respectively. Assuming that a developer has specified a utilization constraint of executing each assertion individually within 3000 ms, the IDE can determine that Assertions 3 and 5 should be removed from the executable the next time the program is compiled.

[0051] FIG. 6 illustrates a method for managing assertions based on priority and resource utilization, according to one embodiment. As shown, method 600 begins at 610, where the IDE tool identifies assertions, priorities associated with the assertions, and a resource utilization threshold. As described above, the resource utilization threshold may be an amount or percentage of program execution time or some other resource utilization metric. At 620, the IDE compiles the source code with the identified assertion, and at 630, the IDE executes a program compiled from the source code (or from compiling the project which includes the source code).

[0052] At 640, while executing the program, the IDE captures resource utilization data for each assertion. Resource utilization data may be logged, for example, in flat files, a database, or using any other appropriate logging method. Resource utilization data may be logged over one or multiple executions of the executable.

At 650, the IDE determines if total resource utilization exceeds the resource utilization threshold. For example, determining that resource utilization exceeds the threshold may entail determining the total amount of execution time for the executable, the amount of execution time used to process the assertions, and determining the percentage of the total execution time was used for processing the identified assertions. If resource utilization for the identified assertions exceeds the threshold, the IDE identifies assertions to remove at 660. Assertion removal may be based on priority and resource utilization for each assertion. At 670, the IDE compiles the source code, but does include assertions below the priority/resource levels.

[0053] In some cases, assertions may be managed based on program size. If an executable exceeds a pre-defined size, one or more assertions may be removed to reduce the size of the executable below the pre-defined size. For example, the assertion, a table may be defined that correlates assertion priority and the size of each assertion (e.g., in bytes). As with managing assertions based on processing time, the IDE can identify assertions to remove in subsequent compilations of source code. Managing assertions based on priority and program size may be used, for example, in embedded systems, or systems where minimizing executable size is important.

[0054] In one embodiment, assertions which have been removed or disabled may be “reactivated” based on changes
to the program source code. For example, assertions may be defined with an expiration date, an active time period, or marked as "run once." In each case, once the conditions specified with that assertion have been satisfied, the IDE tool may mark the assertion as inactive. Once the assertion is marked as inactive, the IDE tool no longer considers that assertion as a candidate to be included in program source code when compiled. In some cases, the time the assertion remains active may be related to code complexity. Assertions associated with more complex code may have a longer active duration than assertions associated with less complex code. The IDE tool may determine code complexity based on, for example, the history of the code and defects found in the code or by user assessment of code complexity. Other methods for determining code complexity may be based on, for example, the size of the changed code (assuming that as the amount of changed code changes, the chance for problems to arise in code increases), a number of cross-component interactions, or the frequency the changed code is used.

[0055] In one embodiment, the IDE tool may activate assertions after assertions have expired or otherwise been deactivated. For example, when code changes, the IDE tool may identify assertions to activate in the changed file and importantly for other files as well. An example of this is illustrated in FIGS. 7A and 7B, which illustrate example dependency graphs (or call graphs) showing a plurality of functions. As used herein, the term "function" includes any method, unit method, member, procedure, etc. that is called by name in program source code. As illustrated, function A calls function D, which then calls function F. Functions B and C call function E, which then calls functions F and G. Function C also calls function H. As illustrated in FIG. 7B, function E* represents a change to the source code of function E. Based on the dependencies, the IDE tool may activate certain assertions. For example, the IDE tool may activate assertions for function E* (the changed function), Functions B and C (which call function E*), and Functions F and G (which are called by function E*).

[0056] For example, in functions B and C, the IDE tool may only activate assertions in code after function E* is called and slightly before function E* is called. In some cases, the IDE can activate assertions in more than the immediate dependents of a changed function. For example, assertions may be activated for the functions that call Functions B and C. Determining functions in which assertions may be activated may be based, for example, on code complexity.

[0057] In one embodiment, the IDE tool may evaluate code coverage information to determine which assertions should be activated. Coverage information tracks a number of lines of code before and after a specified location. Using the set of predecessor and successor lines based on the location of a code change, an IDE can identify the assertions to be activated.

[0058] FIG. 8 illustrates a method for determining code coverage, which may be used to determine assertions to be activated. When source code of a project file is changed, the IDE tool can use code coverage information to identify a predecessor set of code (code before a modified element) and a successor set of code (code after a modified element). The IDE tool can activate assertions associated with code in the predecessor and successor sets of code that are not currently active. Method 800 begins at 810, where a next line of code to execute is retrieved. If the line is the last line, method 800 ends. If not, at 820, the line is added to a set of successor executed lines of code. At 830, the line is added to a queue of previously executed lines. In adding the line to a queue of previously executed lines, the oldest line may be pushed out of the queue to allow for adding the line to the queue.

[0059] In another embodiment, the IDE adds or reactivates assertions based on reaching definition data within debug data. A given instruction creates a reaching definition if the instruction reaches another instruction without an intervening variable assignment. If a source code location is changed and definitions are created by this changed code, assertions can be added or activated at any location these definitions reach. In some cases, assertions for the starting reaching point may also be activated.

[0060] In still further embodiments, the IDE may allow users to select assertions to activate. For example, the IDE tool may allow a user to change a function in a source code file and manually specify that an assertion should be activated for a specified period of time.

[0061] FIG. 9 illustrates a method for activating assertions based on code changes. Method 900 may begin at 910, where the IDE identifies a change to at least one line of source code in a project having managed assertions. At 920, the IDE tool selectively identifies assertions to insert based on the change. As discussed above, the selective identification may be based on dependency graphs (or call graphs), coverage information, reaching definitions, or manual input. At 930, the IDE tool inserts any assertions selected at step 920 and compiles the source code. At 940, the IDE launches the compiled program.

[0062] FIG. 10 illustrates an example computing system 1000, according to an embodiment of the present invention. As shown, computing environment 1000 includes computer system 1010. Computer system 1010 is included to be representative of existing computer systems, e.g., desktop computers, server computers, laptop computers, tablet computers and the like. However, embodiments of the invention are not limited to any particular computing system, application, device, or network architecture and instead, may be adapted to take advantage of new computing systems and platforms as they become available. Further, although FIG. 1 illustrates a single computer system, those skilled in the art will recognize that embodiments of the invention may be adapted for use on multiple systems configured to communicate over a network. Additionally, those skilled in the art will recognize that the illustration of computer system 1010 is simplified to highlight aspects of the present invention and that computing systems and data communication networks typically include a variety of additional elements not shown in FIG. 1.

[0063] As shown, computer system 1010 includes one or more processors 1020, a storage device 1030, memory 1040, and a networking device 1050, all connected by a bus 1012. Computer system 1010 may be connected to one or more display devices 1014 and one or more input devices 1016. User input devices 1016 may include a mouse pointing device, a keyboard, pen input devices, and the like. Display devices 1014 may include CRT monitors, LCD displays, projectors, and the like. The processing activity and hardware resources on computer system 1010 may be managed by an operating system (not shown). Network device 1050 may connect computer system 1010 to a data communications network, including both wired and wireless networks.

[0064] Storage device 1030 may store application programs and data for use by computer system 1010. Typical storage devices include hard-disk drives, flash memory devices, optical media, network and virtual storage devices,
and the like. As shown, storage device 1030 contains a development project 1032 and an assertion data store 1034. Development project 1032 may contain a variety of files including source code, compilation configuration files, debugging information, and other artifacts used to develop a software application. Assertion data store 1034 may be, for example, a database, a series of flat files, or some other appropriate data repository.

[0065] As shown, memory 1040 stores an IDE tool 1042, a project file 1044, and an assertion manager 1046. IDE tool 1042 provides a programming environment that assists a computer programmer in developing software. IDE tool 1042 may include a source code editor, a compiler and/or interpreter, build-automation tools, and a debugger (not shown). Other components provided by IDE tool 1042 may include a version control system, a class browser, an object inspector and, a class hierarchy diagram generator, etc.

[0067] Project file 1044 represents a file included in development project 1032 that is being edited by a developer using IDE tool 1042 (e.g., a source code file of a software application). IDE tool 1042 may display the text of the source code to the developer on display device 1014 and provide an interface that allows the user to edit project file 1044.

[0068] Assertion manager 1046 manages assertions in project file 1044. Assertion manager 1046 may interact with assertion data store 1034 to add or modify assertions stored outside of source code in a project file 1044 and development project 1032. Rather, the IDE tool stores the source code and parameters for each assertion in storage device 1030 as assertion data and maintains data sufficient to identify the source code files and locations in source code associated with the assertion. During execution of a program compiled from development project 1032, assertion manager 1046 may monitor the performance of assertions in an executable and determine assertions to be removed from program source code, as described herein. Further, assertion manager 1046 may monitor for changes in source code and activate assertions based on the changes to source code, as described herein.

[0069] The descriptions of the various embodiments of the present invention have been presented for purposes of illustration, but are not intended to be exhaustive or limited to the embodiments disclosed. Many modifications and variations will be apparent to those of ordinary skill in the art without departing from the spirit and scope of the described embodiments. The terminology used herein was chosen to best explain the principles of the embodiments, the practical application or technical improvement over technologies found in the marketplace, or to enable others of ordinary skill in the art to understand the embodiments disclosed herein.

[0070] As will be appreciated by one skilled in the art, aspects of the present invention may be embodied as a system, method or computer program product. Accordingly, aspects of the present invention may take the form of an entirely hardware embodiment, an entirely software embodiment (including firmware, resident software, micro-code, etc.) or an embodiment combining software and hardware aspects that may all generally be referred to herein as a “circuit,” “module” or “system.” Furthermore, aspects of the present invention may take the form of a computer program product embodied in one or more computer readable medium(s) having computer readable program code embodied thereon.

[0071] Any combination of one or more computer readable medium(s) may be utilized. The computer readable medium may be a computer readable signal medium or a computer readable storage medium. A computer readable storage medium may be, for example, but not limited to, an electronic, magnetic, optical, electromagnetic, infrared, or semiconductor system, apparatus, or device, or any suitable combination of the foregoing. More specific examples (a non-exhaustive list) of computer readable storage medium would include the following: an electrical connection having one or more wires, a portable computer diskette, a hard disk, a random access memory (RAM), a read-only memory (ROM), an erasable programmable read-only memory (EPROM or Flash memory), an optical fiber, a portable compact disc read-only memory (CD-ROM), an optical storage device, a magnetic storage device, or any suitable combination of the foregoing. In the context of this document, a computer readable storage medium may be any tangible medium that can contain, or store a program for use by or in connection with an instruction execution system, apparatus, or device.

[0072] A computer readable signal medium may include a propagated data signal with computer readable program code embodied therein, for example, in baseband or as part of a carrier wave. Such a propagated signal may take any of a variety of forms, including, but not limited to, electro-magnetic, optical, or any suitable combination thereof. A computer readable signal medium may be any computer readable medium that is not a computer readable storage medium and that can communicate, propagate, or transport a program for use by or in connection with an instruction execution system, apparatus, or device.

[0073] Program code embodied on a computer readable medium may be transmitted using any appropriate medium, including but not limited to wireless, wireline, optical fiber cable, RF, etc., or any suitable combination of the foregoing.

[0074] Computer program code for carrying out operations for aspects of the present invention may be written in any combination of one or more programming languages, including an object oriented programming language such as Java, Smalltalk, C++, or the like and conventional procedural programming languages, such as the "C" programming language or similar programming languages. The program code may execute entirely on the user’s computer, partly on the user’s computer and partly on a remote computer or entirely on the remote computer or server. In the latter scenario, the remote computer may be connected to the user’s computer through any type of network, including a local area network (LAN) or a wide area network (WAN), or the connection may be made to an external computer (for example, through the Internet using an Internet Service Provider).

[0075] Aspects of the present invention are described below with reference to flowchart illustrations and/or block diagrams of methods, apparatus (systems) and computer program products according to embodiments of the invention. It will be understood that each block of the flowchart illustrations and/or block diagrams, and combinations of blocks in the flowchart illustrations and/or block diagrams, can be implemented by computer program instructions. These computer program instructions may be provided to a processor of a general purpose computer, special purpose computer, or other programmable data processing apparatus to produce a machine, such that the instructions, which execute via the
processor of the computer or other programmable data processing apparatus, create means for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks.

These computer program instructions may also be stored in a computer readable medium that can direct a computer, other programmable data processing apparatus, or other devices to function in a particular manner, such that the instructions stored in the computer readable medium produce an article of manufacture including instructions which implement the function/act specified in the flowchart and/or block diagram block or blocks.

Embodiments of the invention may be provided to end users through a cloud computing infrastructure. Cloud computing generally refers to the provision of scalable computing resources as a service over a network. More formally, cloud computing may be defined as a computing capability that provides an abstraction between the computing resource and its underlying technical architecture (e.g., servers, storage, networks), enabling convenient, on-demand network access to a shared pool of configurable computing resources that can be rapidly provisioned and released with minimal management effort or service provider interaction. Thus, cloud computing allows a user to access virtual computing resources (e.g., storage, data, applications, and even complete virtualized computing systems) in “the cloud,” without regard for the underlying physical systems (or locations of those systems) used to provide the computing resources.

Typically, cloud computing resources are provided to a user on a pay-per-use basis, where users are charged only for the computing resources actually used (e.g., an amount of storage space consumed by a user or a number of virtualized systems instantiated by the user). A user can access any of the resources that reside in the cloud at any time, and from anywhere across the Internet. In context of the present invention, a user may access applications (e.g., the integrated development environment) or related data available in the cloud. For example, the integrated development environment could execute on a computing system in the cloud to management assertions outside of program source code. In such a case, the IDE could manage assertions outside of program source code and store information defining such assertions at a storage location in the cloud at a storage location in the cloud. Doing so allows a user to access this information from any computing system attached to a network connected to the cloud (e.g., the Internet).

The present invention may be a system, a method, and/or a computer program product. The computer program product may include a computer readable storage medium (or media) having computer readable program instructions thereon for causing a processor to carry out aspects of the present invention.

The computer readable storage medium can be a tangible device that can retain and store instructions for use by an instruction execution device. The computer readable storage medium may be, for example, but is not limited to, an electronic storage device, a magnetic storage device, an optical storage device, an electromagnetic storage device, a semiconductor storage device, or any suitable combination of the foregoing. A non-exhaustive list of more specific examples of the computer readable storage medium includes the following: a portable computer diskette, a hard disk, a random access memory (RAM), a read-only memory (ROM), an erasable programmable read-only memory (EPROM or Flash memory), a static random access memory (SRAM), a portable compact disc read-only memory (CD-ROM), a digital versatile disk (DVD), a memory stick, a floppy disk, a mechanically encoded device such as punch-cards or raised structures in a groove having instructions recorded thereon, and any suitable combination of the foregoing. A computer readable storage medium, as used herein, is not to be construed as being transitory signals per se, such as radio waves or other freely propagating electromagnetic waves, electromagnetic waves propagating through a waveguide or other transmission media (e.g., light pulses passing through a fiber-optic cable), or electrical signals transmitted through a wire.

Computer readable program instructions described herein can be downloaded to respective computing/processing devices from a computer readable storage medium or to an external computer or external storage device via a network, for example, the Internet, a local area network, a wide area network and/or a wireless network. The network may comprise copper transmission cables, optical transmission fibers, wireless transmission, routers, firewalls, switches, gateway computers and/or edge servers. A network adapter card or network interface in each computing/processing device receives computer readable program instructions from the network and forwards the computer readable program instructions for storage in a computer readable storage medium within the respective computing/processing device.

Computer readable program instructions for carrying out operations of the present invention may be assembler instructions, instruction-set-architecture (ISA) instructions, machine instructions, machine dependent instructions, microcode, firmware instructions, state-setting data, or either source code or object code written in any combination of one or more programming languages, including an object oriented programming language such as Java, Smalltalk, C++ or the like, and conventional procedural programming languages, such as the “C” programming language or similar programming languages. The computer readable program instructions may execute entirely on the user’s computer, partly on the user’s computer, as a stand-alone software package, partly on the user’s computer and partly on a remote computer or entirely on the remote computer or server. In the latter scenario, the remote computer may be connected to the user’s computer through any type of network, including a local area network (LAN) or a wide area network (WAN), or the connection may be made to an external computer (for example, through the Internet using an Internet Service Provider). In some embodiments, electronic circuitry including, for example, programmable logic circuitry, field-programmable gate arrays (FPGA), or programmable logic arrays (PLA) may execute the computer readable program instructions by utilizing state information of the computer readable program instructions to personalize the electronic circuitry, in order to perform aspects of the present invention.

Aspects of the present invention are described herein with reference to flowchart illustrations and/or block diagrams of methods, apparatus (systems), and computer program products according to embodiments of the invention. It will be understood that each block of the flowchart illustrations and/or block diagrams, and combinations of blocks in the flowchart illustrations and/or block diagrams, can be implemented by computer readable program instructions.

These computer readable program instructions may be provided to a processor of a general purpose computer, special purpose computer, or other programmable data pro-
processing apparatus to produce a machine, such that the instructions, which execute via the processor of the computer or other programmable data processing apparatus, create means for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks. These computer readable program instructions may also be stored in a computer readable storage medium that can direct a computer, a programmable data processing apparatus, and/or other devices to function in a particular manner, such that the computer readable storage medium having instructions stored therein comprises an article of manufacture including instructions which implement aspects of the function/act specified in the flowchart and/or block diagram block or blocks.

The computer readable program instructions may also be loaded onto a computer, other programmable data processing apparatus, or other device to cause a series of operational steps to be performed on the computer, other programmable apparatus or other device to produce a computer implemented process, such that the instructions which execute on the computer, other programmable apparatus, or other device implement the functions/acts specified in the flowchart and/or block diagram block or blocks.

The flowchart and block diagrams in the Figures illustrate the architecture, functionality, and operation of possible implementations of systems, methods, and computer program products according to various embodiments of the present invention. In this regard, each block in the flowchart or block diagrams may represent a module, segment, or portion of instructions, which comprises one or more executable instructions for implementing the specified logical function(s). In some alternative implementations, the functions noted in the block may occur out of the order noted in the figures. For example, two blocks shown in succession may, in fact, be executed substantially concurrently, or the blocks may sometimes be executed in the reverse order, depending upon the functionality involved. It will also be noted that each block of the block diagrams and/or flowchart illustration, and combinations of blocks in the block diagrams and/or flowchart illustration, can be implemented by special purpose hardware-based systems that perform the specified functions or acts or carry out combinations of special purpose hardware and computer instructions.

While the foregoing is directed to embodiments of the present invention, other and further embodiments of the invention may be devised without departing from the basic scope thereof, and the scope thereof is determined by the claims that follow.

The claims remain as follows:
1. A method for managing assertions in source code components of a development project, comprising:
   receiving a request to build a software application generated from the development project;
   identifying, based on prior executions of the software application, resource requirements for each of one or more assertions included in the prior executions of the software application;
   selectively inserting, in the source code components, one or more of the assertions based on the identified resource requirements; and
   compiling the source code components of the development project to build the software application.
2. The method of claim 1, wherein the assertion specifies one or more lines of source code to insert at a specified location in one of the source code components.
3. The method of claim 1, further comprising:
   executing the compiled software application;
   during execution, monitoring resource used by the assertions inserted into the source code components; and
   updating the resource requirements for the assertions executed during execution.
4. The method of claim 1, wherein the resource requirements identify a processing time required to execute one or more of the assertions, wherein a resource utilization constraint specifies an amount of time available to execute assertions, and wherein selectively inserting the one or more of the assertions comprises selecting a set of the one or more assertions, the set having a total resource requirement below the resource utilization constraint.
5. The method of claim 4, wherein the resource requirement identifies a size of each assertion, and wherein the resource utilization constraint comprises a maximum size of assertions to insert into the source code component.
6. The method of claim 1, wherein the selectively inserting the one or more of the assertions comprises:
   identifying a priority for each of the one or more assertions; and
   selecting assertions to be included based on the priority of each of the one or more assertions.
7. The method of claim 6, wherein the selectively inserting the one or more of the assertions is further based on the resource requirements for each of the one or more assertions.