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memory devices configured to store a plurality of physical pages; a con-
troller coupled to the plurality of memory devices that is configured to
program data to and read data from the plurality of memory devices. A
volatile memory may be coupled to the controller and may be configured
to store a firmware table comprising a plurality of firmware table entries.
The controller may be configured to maintain a plurality of firmware
journals in the non-volatile memory devices. Each of the firmware journ-
als may be associated with a firmware table entry and may comprise firm-
ware table entry information. The controller may be configured to read
the plurality of firmware journals upon startup and rebuild the firmware
2 table using the firmware table entry information in each of the read plur-
ality of firmware journals.
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METHODS, DATA STORAGE DEVICES AND SYSTEMS FOR FRAGMENTED
FIRMWARE TABLE REBUILD IN A SOLID STATE DRIVE

BACKGROUND

18081} Due to the nature of flash memory in solid state drives (88Ds),
data is typically programmed by pages and erased by blocks. A pageinan 38D is
typically 8-16 kilobytes (KB} in size and a block consists of a large number of pages
{e.g., 256 or 512}, Thus, a particular physical location in an 88D {e.g., a page)
cannoti be directly overwrilfen without overwriting data in pages within the same
block, as is possible in a magnetic hard disk drive. As such, address indirection is
needed. Conventional data storage device controllers, which manage the flash
memory on data storage devices such as S8Ds and interface with the hosi system,
use a Logical-to-Physical (L2P) mapping system known as Logical Block Addressing
(LBA) that is part of the Flash Translation Laver (FTL). When new daia comes in
replacing older data already wrilten, the data slorage device conirolier causes the
new data {0 be wrilten in a new location and updale the logical mapping 1o point to
the new physical location. Since the old physical location no longer holds valid data,
it will eventually need to be erased before it can be writlen again.

[6602] Conventionally, a large L2P map table maps logical entries o
physical address locations on an 83D, This large L2P map table, which may reside
in a volatile memory such as dynamic random access memaory {DRAM), is usually
updated as wriles come in, and saved to non-volatile memory in small sections. For
example, if random wriling occurs, although the system may have to update only one
entry, it may nonetheless have to save {o the non-volatile memory the entirg {able or
a portion thereof, including entries that have not been updated, which is inherently
inefficient.

[6603] Fig. 1 shows aspects of a conventional Logical Block
Addressing (LBA) scheme for an 38D. As shown therein, a map table 104 contains
one entry for every Iogical block 102 defined for the data storage device’s flash
memory 106. For example, a 64 GB 88D that supports 512 byte logical blocks may
prasent itself to the host as having 125,000,000 logical blocks. One entry in the map
table 104 contains the current location of each of the 125,060,000 logical blocks in
the flash memory 108. In a conventional 85D, a flash page holds an integer number

of logical blocks {(i.e., a logical block does not span across flash pages). In this
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conventional example, an § KB #lash page would hold 16 logical biocks {of size 512
bytes). Therefore, gach entry in the logical-to-physical map table 104 conlains a
field 108 identifying the flash die on which the logical block is stored, a field 110
identifving the flash block on which the logical block is stored, another field 112
identifying the Hlash page within the flash block and a field 114 identifying the offset
within the flash page that identifies where the logical block data begins in the
identified Hash page. The large size of the map table 104 prevents the fable from
being held inside the 85D controller. Conventionally, the farge map {able 104 is held
in an sxiernal DRAM connecied to the SSD coniroller.  As the map table 104 is
stored in velatiie DRAM, # must be restored when the SSD powers up, which can
take a long time, due o the large size of the table.

120047 When a logical block is read, the corresponding entry in the map
table 104 is read io determing the location in flash memory o be read. A read is
then performed 1o the flash page specified in the corresponding enfry in the map
table 104. When the read data is available for the flash page, the data at the offset
specified by the map eniry is transferred from the SSD to the host. When a logical
block is written, the corresponding entry in the map table 104 is updated to reflect
the new location of the logical block. it is to be noted that when a logical block is
written, the flash memory will initially contain at least two versions of the logical
block; namely, the valid, most recently writien version {pointed to by the map table
104) and at least one other, older version thersof that is stale and is no longer
pointed to by any entry in the map table 104. These “stale” data are referred o as
garbage, which occuples space that must be accounted for, collected, erased and
made available for fuure use.

[G005] During normal operations, 88Ds generate firmware information
{e.g., non-user data) that must be saved. Such information is essentially overhead
data. For example, when the SSD opens or closes a block, some data is gensrated
and must be saved. Often, such firmware information is stored in {able form. For
example, a given table may have 2048 entries, with each entry being 8 byles in size.
Therefore, such a table occupies about 16 KB of storage space / memory.
Therefore, sach time a new block is openead, this information is saved by the system,
which conventionally requires carrying out a 16 KB write.  Conventionally, such

tables are stored in a firmware physical file system {e.g., Firmware File System) that
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is different from the file system for sforing user data {e.g., File Siorage System).
Such a Firmware File Sysiem is conventionally located in a separale area of the non-
volatiie memory, and reads and writes fo thal Firmware File System are
conventionally handled differently than are normal reads/writes of user data. Such
dual file systems for firmware data and user dala increase the overhead of the

system and engender coherency challenges that require complex solutions.

BRIEF DESCRIPTION OF THE DRAWINGS

[6006] Fig. 1 shows aspects of a conventional Logical Block
Addressing (LBA) schems for 58Ds.

16487} Fig. 2 is a diagram showing aspects of the physical and logical
data organization of g data storage device according to one embodiment.

16008} Fig. 3 shows a volalile memory of a data slorage device
according o one embodiment and a logical-io-physical address ranslation map and
fliustrative entries thereof, according to one eambodiment.

[6609] Fig. 4 shows aspscis of a method for updating a logical-to-
physical address transiation map and for creating an S-Journal entry, according o
one embodiment.

16016] Fig. & shows aspecis of 2 method for updating a firmware table
entry, according to one embodiment.

(0011} Fig. 6 is a diagram showing the coverage of S-Journals over a
physical address range and the contents of Firmware Joumnals, according to one

embodiment.

16612} Fig. 7 is a block diagram of an S-Journal, according to one
embodiment.
18013] Fig. 8 shows an exemplary organization of one entry of an S-

Journal, gecording to one embodiment.

[0014] Fig. 9 is a block diagram of a superblock (S-Block), according to
one emboediment.

18015] Fig. 10 shows another view of a super page (S-Page}, according
io one embodiment.

16616} Fig. 11A shows relationships among the logical-to-physical

address translation map, S-Joumnals and S-Blocks, according to one embodimeant.
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180171 Fig. 118 is a block diagram of an S-Journal Map, according to
one embodiment.

16618} Fig. 12 is & block diagram illusirating aspecis of a method of
updating a firmware table in an S50, according to one embodiment.

[8818] Fig. 13 is flowchart of a method of controlling a dala storage

device, according to one embodiment.

DETAILED DESCRIPTION

Svstem Qverview

100620] Fig. 2 is a diagram showing aspects of the physical and logical
data organization of a data storage device according fo one embodiment. in one
embodiment, the data storage device is an S80. In another embodiment, the data
storage device is a hybrid drive including Flash memory and rolating magnetic
storage media. The disclosure is applicable o both 53D and hybrid
impilementations, but for the sake of simplicity the various embodiments are
described with reference to 8SD-based implementations. A dala storage device
conirolier 202 according to one embaodiment may be configured o be coupled fo a
host, as shown at reference numeral 218. The host 218 may utilize a logical block
addressing (LBA) scheme. While the LBA size is normally fixed, the host can vary
the size of the LBA dynamically. For example, the physical data storage device may
be logically portioned o support partitions configured for LBAs of different sizes.
However, such partitions are not required for the physical device to support LBAs of
different sizes at the same lime. For example, the LBA size may vary by interface
and interface mode. iIndeed, while 512 bytes is most common, 4 KB is also
becoming more common, as are 512+ (820, 528 eic.) and 4 KB+ (4 KB+8, 4K+16
eic.} formats. As shown thersin, the dala storage device controlier 202 may
comprise or be coupled to a page register 204. The page register 204 may be
configured {0 enable the controller 202 to read data from and store data o the data
storage device. The confroller 202 may be configured to program and read data
from an array of Flash memory devices responsive 1o data access commands from
the host 218, While the descriplion herein refers 1o Flash meamory generally, it is
understood that the array of memory devices may comprise ong or more of various

types of non-volatile memory devices such as Flash integrated circuits,
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Chalcogenide RAM (G-RAM), Phase Change Memory (PC-RAM or PRAM),
Programmable Metallization Cell RAM (PMC-RAM or PMCm), Ovonic Unified
Memory (OUM), Resistance RAM (RRAM), NAND memory {8.g., single-level celi
(SLC)Y memory, multi-level cell (MLC) memory, or any combination thereof), NOR
memory, EEPROM, Ferrcelectric Memory (FeRAM), Magnetoresistive RAM
(MRAM), other discrefe NVM {non-volatiie memory) chips, or any combination
thereof.

8021} The page regisier 204 may be configured to enabie the
conirofier 202 fo read dala from and slore dala {o the array. According {o one
embodiment, the array of Flash memory devices may comprise a plurality of non-
volatile memory devices in die {e.g., 128 dies), each of which comprises a plurality of
blocks, such as shown at 206 in Fig. 2. Other page registers 204 (not shown}, may
he coupled to blocks on other die. A combination of Flash blocks, grouped logether,
may be called a Superblock or S-Block. In some embodiments, the individual blocks
that form an S-Block may be chosen from one or more dies, planes or other levels of
granularity. An 8-Block, therefore, may comprise a plurality of Flash blocks, spread
across one or more die, that are combined together. In this manner, the 5-Block
may form a unit on which the Flash Management System (FMS) operates.  In some
embodiments, the individual blocks that form an S-Block may be chosen according
to a different granularity than at the dig level, such as the case when the memory
devices include dies that are sub-divided info structures such as planes {i.e., blocks
may be iaken from individual planes). According to one embodiment, aliocation,
erasure and garbage coliection may be carried out at the S-Block level. in other
embodiments, the FMS may perform data operations according to other logical
groupings such as pages, blocks, planes, dies, efc.

1060223 in turn, each of the Flash blocks 206 comprises a plurality of
Flash pages (F-Pages) 208. Each F-Page may be of 5 fixed size such as, for
example, 16 KB. The F-Page, according fo one embodiment, is the size of the
minimum unit of program for a given Flash device. As also shown in Fig. 2, each F-
Page 208 may be configured to accommodate a plurality of physical pages,
hereinafter referred o as E-Fages 210. The term "E-Page” refers 1o a dala struciure
stored in Flash memory on which an error correcting code (ECC) has been applied.

According o one embodiment, the E-Page 210 may form the basis for physical
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addressing within the dala slorage device and may constitule the minimum unit of
Flash read data transfer. The E-Page 210, therefore, may be {(but need not bej of a
predetermined fixed size (such as 2 KB, for example) and determine the size of the
payload (e.g., host daia) of the ECC system. According io one embodiment, each F-
Fage 208 may be configured to fit a predetermined piurality of E-Pages 210 within iis
boundaries. For example, given 16 KB size F-Pages 208 and a fixed size of 2 KB
per E-Page 210, eight E-Pages 210 #it within a single F-Page 208, as shown in Fig.
2. In any event, according (o one embodiment, a power of 2 mulliple of E-Pages
210, including ECC, may be configured {o fit into an F-Page 208. Each E-Page 210
may comprise a data portion 214 and, depending on where the E-Page 210 is
located, may also comprise an ECC portion 216, Nsither the data portion 214 nor
the ECC poriion 216 need be fixed in size. The address of an E-Page uniquely
identifies ihe location of the E-Page within the Flash memory. For example, the E-
Page’s address may specify the Flash channel, a particular die within the identified
Flash channel, a particular block within the die, a particular F-Page and, finally, the
E-Fage within the identified F-Page.

10623] To bridge between physical addressing on the data siorage
device and logical block addressing by the host, a logical page {(L-Page) construct is
ifroduced. An L-Page, denoted in Fig. 2 at reference numeral 212 may comprise
the minimum unit of address translation used by the FMS. Each L-Page, according
to one embodiment, may be associated with an L-Page number. The L-Page
numbers of L-Pages 212, therefore, may be configured o enable the controller 202
to logically reference host data stored in one or more of the physical pages, such as
the E-Pages 210, The L-Page 212 may aiso be ulilized as the basic unit of
compression. According to one embediment, uniike F-Pages 208 and E-Pages 210,
L-Pages 212 are not fixed in size and may vary in size, due to variability in the
comprassion of data {o be stored. Since the compressibility of data varies, 3 4 KB
amount of data of one type may be compressed into a 2 KB L-Page while a 4 KB
amount of data of a different type may be compressed into a 1 KB L-Page, for
example. Due o such compression, therefore, the size of L-Pages may vary within
a range defined by a minimum compressed size of, for example, 24 bytes o a
maximum uncompressed size of, for example, 4 KB or 4 KB+, Qther sizes and

ranges may be implemented. As shown in Fig. 2, L-Pages 212 need not be aligned
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with the boundaries of E-Page 210. indeed, L-Pages 212 may be configured {o have
a starting address thal is aligned with an F-Page 208 and/or E-FPage 210 boundary,
but also may be configured to be unaligned with sither of the boundaries of an F-
FPage 208 or E-Page 210. That is, an L-Page starting address may be located at a
non-zero offset from either the start or ending addresses of the F-Pages 208 or the
start or ending addresses of the E-Pages 210, as shown in Fig. 2. As the L-Pages
212 are not fixed in size and may be smaller than the fixed-size E-Pages 210, more
than one L-Page 212 may fit within a single E-Page 210. Similarly, as the L-Pages
212 may be larger in size than the E-Pages 210, L-Pages 212 may span more than
one E-Page, and may even cross the boundaries of F-Pages 210, shown in Fig. 2 at
numeral 217.

[0024] For example, where the LBA size is 512 or 512+ byles, a
maximum of, for example, eight sequential LBAs may be packed into a 4 KB L-Page
212, given that an uncompressed L-Page 212 may be 4 KB to 4 KB+, ltis fo be
noted that, according to one embodiment, the exact logical size of an L-Page 212 is
unimportant as, after compression, the physical size may span from few byles at
minimum size o thousands of bytes af full size. For exampie, for 4 TB 38D device,
30 bits of addressing may be used o address each L-Page 212 fo cover for an
amount of L-Fages that couid polentially be present in such a SSD.

16025} Fig. 3 shows a volalile memory 306 of a data siorage device
according fo one embodiment. The volatile memory 306 may be configured,
according o one embodiment, io siore a legical-io-physical address transiation map
302, As the host dala is referenced by the host in L-Pages 212 and as the data
storage device stores the L-Pages 212 in one or more contiguous E-Pagss 210, a
logical-to-physical address fransiation map is required to enable the controller 202 to
associate an L-Page number of an L-Page 212 {o one or more E-Pages 210, Such a
logical-to-physical address translation map 302, in ong embodiment, is a linear array
having one entry per L-Page 212. Such a logical-io-physical address translation
map 302 may be stored in a volatile memory 306, such as a DRAM, SRAM or BDR.
Fig. 3 also shows the entries in the logical-lo-physical address translation map 302
for four different L-Pages 212, which L-Pages 212 in Fig. 3 are associated with L-
Page numbers denofed as L-Page 1, L-Page 2, L-Page 3 and L-Page 4. According

to one embodiment, each L-Page stored in the data storage device may be pointed
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to by a single and unique entry in the logical-to-physical address translation map
302, Accordingly, in the example being developed herewith, four entries are shown.

[6026] As shown at 302, sach enfry in the map 302 may comprise
imformation for an L-Page that is indexed by an L-Page number. That information
may comprise an identification of the physical page (e.g., E-Page} coniaining the
start address of the L-Page being referenced, the offset of the start address within
the physical page {e.g., E-Page) and the length of the L-Page. In addition, a plurality
of ECC bils may provide error correction functionality for the map eniry. For
example, and as shown in Fig. 3, and assuming an E-Page size of 2 KB, L-Page 1
may he referenced in the logical-to-physical address translation map 302 as follows:
E-Page 1003, offset 800, length 1624, followed by a predetermined number of ECC
bits {not shown}. That is, in physical address terms, the start of L-Page 1 is within
{not alighed with} E-Page 1003, and is located al an offset from the slarting physical
focation of the E-Page 1003 that is equal io 800 bytes. Compressed L-Page 1,
furthermore, extends 1,624 bytes, thereby crossing an E-Page boundary o E-Fage
1004. Therefore, E-Pages 1003 and 1004 each store a portion of the L-Page 212
denoted by L-Page number L-Page 1. Similarly, compressed L-Page referenced by
L-Page number L-Page 2 is stored entirely within E-Page 1004, and begins at an
offset therein of 400 byles and extends only 896 byles within E-Page 1004.
Compressed L-Page associated with L-Page number L-Page 3 starts within E-Page
1004 at an offset of 1,120 bytes and exiends 4,096 bytes past E-Page 1005 and info
E-Page 1006. Therefore, the L-Page associated with L-Page number L-Page 3
spans a portion of E-Page 1004, all of E-Page 1005 and a portion of E-Page 1006.
Finally, the L-Page associated with L-Page number L-Page 4 begins within E-Page
1006 at an offsef of 1,144 bytes, and extends 3,128 bytes to fully span E-Page 1007,
cross an F-Page boundary inle E-Page 1008 of the next F-Page. In one
embodiment, there may be 24 byles (as reflected in the example being developed) of
metadata included in each L-Page that are not included in the length specified. In
other embodiments, the meiadata may be included in the L-Page length.

18027} Collectively, each of these constituent identifier fields {(E-Page,
offset, length and ECC) making up each entry of the logical-o-physical address
fransiation map 302 may be, for example, 8 bytes in size. That is, for an exemplary

4 TB drive, the address of the E-Page may be 32 bits in size, the offset may be 12
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bits (for E-Page data portions up to 4 KB} in size, the length may be 10 bils in size
and the ECC field may be provided. Other organizations and bil-widths are possible.
Such an 8 byte entry may be created each fime an L-Page is writlen or maodified, to
enable the controiler 202 to kesp frack of the host data, written in L-Pages, within the
flash storage. This 8-byle entry in the logicai-lo-physical address translation map
302 may be indexed by an L-Page number or LPN. In other words, according o one
embodiment, the L-Page number functions as an index into the logical-to-physical
address transiation map 302. it is io be noted thal, in the case of a 4 KB secior size,
ihe LBA ig the same as the LPN. The LPN, therefore, may constitute the address of
the entry within the volatile memory 306. When the controller 202 receives a read
command from the host 218, the LPN may be derived from the supplied LBA and
used to index into the logical-lo-physical address translation map 302 to extract the
location of the data t0 be read in the flash memory. When the controiler 202
receives a write command from the host, the LPN may be constructed from the LBA
and the logical-to-physical address transiation map 302 may be modiflied. For
example, a new entry therein may be created. Depending upon the size of the
volatiie memory 306 storing the logical-io-physical address transiation map 302, the
LPN may be stored in a single eniry or broken into, for example, a first entry
identifying the E-Page containing the starling address of the L-Page in question (pius
ECC bils) and a second entry identifying the offsel and length {plus ECC bits).
According o one embodiment, therefore, these two eniries may togsther correspond
and point o a single L-Page within the flash memory. In other embodiments, the
specific format of the logical-lo-physical address transiagtion map eniries may be
different from the examples shown above.

S-Joumals and S-Journal Map

[6028] As the logical-to-physical address fransiation map 302 may be
stored in volatile memory 306, it may need o be rebuill upon startup or any other
foss of power o the volatile memory 306. This, therefore, reguires some mechanism
and information to be stored in a non-volatile memory that will enable the controller
202 1o reconsiruct the logical-io-physical address franslation map 302 before the
conirolier can “know” where the L-Pages are siored in the non-volatile memory afer
startup or after a power-fail event. According to one embodiment, such mechanism

and information are embodied in a construct that may be called a System Journal, or
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S-doumnal.  According to one embodiment, the controller 202 may be configured (o
maintain, in the piurality of non-volatile memory devices (g.g., in one or more of the
blocks 206 in one or more die, channel or plane), a plurality of S-Journals defining
physical-to-logical address correspondences. According o one embodiment, each
S-Journal covers a mre-delermined range of physical pages {(e.g., E-Fages)
According to one embodiment, each S-Journal may comprise a plurality of journal
entries, with each entry being configured o associate one or more physical pages,
such as E-Pages, o the L-Page number of each L-Page. According to one
embodiment, each time the confrolier 202 restarts or whensver the logical-io-
physical address translation map 302 is {o be rebuilt either partially or entirely, the
controlier 202 reads the S-dournals and, from the information read from the &-
Journal entries, rebuilds the logicai-to-physical address transiation map 302.

[6029] Fig. 4 shows aspects of a method for updaling a logical-to-
physical address transiation map and for creating an S-Journal entry, according to
one embodiment. As shown therein, o ensure that the logical-lo-physical address
franslation map 302 is kept up-to-date, whensver an L-Page is written or otherwise
updated as shown at block B41, the logical-to-physical address transiation map 302
may be updated as shown at B42, As shown at B43, an S-Journal entry may also be
created, storing therein information pointing o the location of the updated L-Page. in
this manner, boih the logical-to-physical address transiation map 302 and the S-
Journals are updated when new wriles ocour {8.g., as the host issues writes {0 non-
volatile memory, as garbage collection/wear leveling occurs, efc.). Write operations
to the non-volatile memory devices o mainfain a power-safe copy of address
franslation data may be configured, therefore, io be triggered by newly created
journal entries {which may be just a few byles in size} instead of re-saving all or a
portion of the logical-to-physical address transiation map, such that Wrile
Ampilification (WA} is reduced. The updating of the S-dourals ensures thal the
controller 202 can access a newly updated L-Page and that the logical-io-physical
address transiation map 302 may be reconstructed upon restart or other information-
erasing power event affecling the volatile memory 306 in which the logical-to-
physical address franslation map is stored. Moreover, in addition to their ulility in
rebuilding the logical-to-physical address iranslation map 302, the S-Journals are

useful in enabling effective Garbage Collection {GC).  Indeed, the S-doumals may
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contain the lastin-time update to all L-Page numbers, and also may contain stale
entries, entries that do not point to a valid L-Page.

16630] According to one embodiment, the S-Journal may be the main
flash management data written fo the non-volatile memory. S-Journals may confain
mapping information for g given S-Block and may contain the Physical-to-Logical
(P2L) information for a given S-Block. Fig. 7 is a block diagram showing aspects of
an S-Jdournal, according to one embodiment. As shown therein, sach S-Journal 702
covers a predetermined physical region of the non-volatile memory such as, for
example, 32 E-Fages as shown at 706, which are addressable using 5 bils. Each &-
Journal 702 may be ideniified by an S-dournal Number, which may be parf of a
header 704 that could include other information about the S-Journal. The S-Journal
Number may comprise a portion of the address of the first physical page covered by
the S-Journal. For exampile, the S-Journal Number of S-Joumnal 702 may comprise,
for example, the 27 Most Significant Bils (M3b) of the first E-Page address covered
by this S-dournal 702.

[6631] Fig. 8 shows an exemplary organization of ons entry 802 of an
S-dournal 702, according o one embodiment. Each entry 802 of the S-Journal 702
may point o the starting address of one L-Page, which is physically addressed in E-
Fages. Each entry 802 may comprise, for example, a number (5, for example) of
Least Significant Bils (LSbs) of the address of the E-Fage containing the start L-
Page. The full E-Page address is obtained by concalenating these 5 LSbs with the
27 M3bs of the S-Journal Number in the header 704, In addition, the eniry 802 may
comprise the L-Fage number, ifs offset within the identified E-Page and iis size. For
example, each eniry 802 of an S-Journal may comprise the 5 LSbs of the address of
first £E-Page covered by this S-dournal entry, 30 bits of L-Page number, 9 bits of k-
Fage offset and 10 bits of L-Page size, adding up io an overall size of about 7 bytes.
Various other internal journal entry formals may be used in other embodimenis.

[0032] According to one embodiment, due o the variability in the
compression or the host configuration of the data stored in L-Pages, a variable
number of L-Pages may be slored in a physical area, such as a physical area equal
fo 32 E-Pages, as shown at 706. As a result of the use of compression and the
consequent variability in the sizes of L-Pages, S-Journals may comprisg a variable

number of entries.  For example, according to one embodiment, al maximum
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compression, an L-Page may be 24 byles in size and an S-Joumnal may comprise
over 2,500 entries, referencing an equal number of L-Pages, one L-Page per &-
Journal entry 802,

[6633] As noted above, an S-Jourmnal may be configured {o contain
mapping information for a given S-Block. More precisely, according 0 one
embodiment, S-Journals contain the mapping information for a predetermined range
of E-Pages within a given S-Block. Fig. 9 is a block diagram of an &-Block,
according to one embodiment. As shown therein, an S-Block 802 may comprise one
flash block (F-Block) 904 {(as also shown at 206 in Fig. 2) per die. An S-Block,
therefore, may be thought of as a collection of F-Blocks, one F-Block per dig, that
are combined together to form a unit of the Flash Management System. According
to one smbodiment, allocation, erasure and GC may be managed at the S-Block
level, Each F-Block 804, as shown in Fig. 9, may comprise a plurality of flash pages
(F-Page) such as, for example, 256 or 512 F-Pages. An F-Page, according o one
embodiment, may be the size of the minimum unif of program for a given non-volatile
memory device. Fig. 10 shows g super page (S-page), according to one
embodiment. As shown therein, an 5-Page 1002 may comprise one F-Page per F-
Biock of an S-Block, meaning that an 3-Page spans across an entire S-Block.

Relationships Among Various Data Struclures

[6034] Fig. 11A shows relationships among the logical-to-physical
address franslation map, the S-Joumal map and S-Blocks, according o one
embodiment. Reference 1102 denotes an entry in the logical-io-physical address
franslation map (stored in DRAM in one embodiment). According o one
embodiment, the logical-to-physical address translation map may be indexed by L-
FPage number, in that there may be one entry 1102 per L-Page in the logical-io-
physical address transiation map. The physical address of the start of the L-Page in
the flash memory and the size thereof may be given in the map entry 1102; namely
by E-Page address, offset within the E-Page and the size of the L-Page. As noted
earlier, the L-Page, depending upon iis size, may span one or more E-Pages and
may span F-Fages and F-Blocks as well.

180385] As shown ai 1104, the volalile memory {e.g., DRAM) may also
store a System Journal (S-Journal) map. An eniry 1104 in the S-Journal map slores

information related to where an S-Jdournal is physically located in the non-volatile
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memory. For example, the 27 MSbs of the E-Page physical address where the start
of the L-Page is stored may constitute the S-Joumnal Number {(as previously shown in
Fig. 7). The S-Journal map eniry 1104 in the volatile memory may also include the
address of the S-Joumnal in non-volatile memory, referenced in system E-Pages.
From the S-Journal map entry 1104 in volatile memory, Systern S-Block Information
1108 may be extracted. The Sysiem S-Block Information 1108 may be indexed by
System S-Block (S-Block in the System Band)} and may comprise, among other
information regarding the S-Block, the size of any free or used space in the System
S-Block. Also from the S-Journal map entry 1104, the physical location {expressed
in terms of E-Pages in the System Band) of the referenced S-Journal in non-volatile
memory 1110 may be extracted.

[8436] The Systemn Band, according to one embodiment, does not
contain L-Page data and may contain File Management System (FMS) meta-data
and information. The System Band may be configured as lower page only for
reliability and power fail simplification. During normal operation, the System Band
need not be read except during garbage coliection. The System Band may be
provided with significantly higher overprovisioning than the data band for overall WA
optimization. Other bands include the Hot Band, which may contain L-Page data
and may be frequently updated, and the Cold Band, which may be less frequently
updated and may comprise more static data, such as datg that may have been
coliected as a resuit of GC. According o one embodiment, the System, Hot and
Coid Bands may be allocated by an S-Block basis.

16037} As noted above, sach of these S-Joumals in non-volatile
memory may comprise a collection of S-Journal entries and cover, for example, 32
E-Pages worth of data. These 3-Joumals in non-volatile memory 1110 enable the
controlier 202 to rebuild not only the logical-to-physical address transiation map in
volatile memory, bul also the S-Journal map, the User S-Block Information 1108, and
the System S-Block Information 1108, in volatile memory.

[80638] Fig. 11B is a block diagram of an S-Joumal Map 1112,
according to one embodiment.  The S-Journal Map 1112 may be indexed by &-
Biock number and each entry thereof may point to the slart of the first S-Journal for
that S-Block which, in turmn, may cover a predeiermined number of E-Pages (e.g., 32)

of that S-Block. The controller 202 may be further configured fo build or rebuild a
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map of the S-Journals and store the resulting S-Journal Map in volalile memory.
That is, upon restart or upon the occurrence of ancther event in which powsr fails or
after a restart subsequent {o error recovery, the controller 202 may read the plurality
of S-Journals in a predetermined sequential order, build a map of the S-Jdournals
stored in the non-volatile memory devices based upon the sequentially read plurality
of S-dournals, and store the built S-Journal Map 1112 in the volatile memory.

Firnmware Table and Firmware Journals

18039] if power is interrupted o the volatile memory 306 for any reason,
the controller 202 may also need to rebuild the firmware tables 304 (shown in Fig. 3}
stored in the volatile memory 3086. Such firmware tables 304 may, for example, slore
FProgram/Erase (PE)} count information for S-Blocks or may save non-volatile
memory defect information. Fig. 5 shows aspects of a method for updating the
firmware tables and for creating a Firmware Journal, according o one embodiment.
According 1o one embodiment, the S-Journal mechanism described above may be
adapied to store the contents of the firmware tables 304 in non-volatile memory, 80
as fo enabie the subsequent reconstruction of the firmware tables 304 in the volatile
memory 306 after startup or whenever the volatile memory 306 is grased or deemed
not trusted. As shown in Fig. 5, Block B51 calls for determining whether an entry
{e.g., a row} of a firmware fable has been updaled. Thereafier, to ensure that a
power-safe version of this updale is kept, a Firmware Journal may be creaied, in a
volatile buffer for eventual storage in non-volatile memory, for example, to store at
feast the updated firmware table eniry information, as shown at B52. An address of
the firmware iable in volatile memory 306 may also be stored in the Firmware
Journal. Thereafter, the created Firmware Journal may be written out {o non-volatile
memory, as shown at B53.

[6040] Fig. 6 is a diagram showing the coverage of S-Journals over a
physical address range as well as the contents of Firmware Joumnals, according to
one embodiment. As shown theregin, the S-Journals 802 may be configured o store
information for L-pages of non-zero length that are stored at physical pages within a
physical address range 250. Finally, the Firmware Journals 608 may each slore
firmware table enlry information and length, as well as an address in volatile memory
of the entry in the associated firmware {able, as shown at 608, According to one

embodiment, the physical address range 250 may span, for example, 32 or 64
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million addresses. In conirast, the firmware address range 808 may span only
10,000 entries or so. It is understood, however, that both the sizes of each and the
relative sizes of the physical address range and the number of firmware table eniries
may vary according to the implementation, and that these sizes are only given for
flustrative purposes. According o one embodiment, the allocation of these {and
optionally, other) address ranges may be allocated by the controller 202 at runtime.

Firnmware Joumnal Format

18041} Fig. 12 is a block diagram illustrating aspecis of a method of
updating a firmware table in a dala slorage device, according o one ambodiment.
An exemplary firmware table is shown in Fig. 12 at reference 1202, For example,
this firmware table 1202 may comprise a plurality of records. For example, the
firmware {able may comprise 2,048 8-byle records, for a tolal size of 16 KB. For
example, the firmware table 1202 may comprise one eniry per block 206 or may
comprise other system-related information such as number of power-on cycles,
number of commands processad and/or other firmware-derived information. In the
example being developed in Fig. 12, the firmware may need {o update the firmware
fable 1202 to siore therein a new firmware {able enfry {(such as an updated PE
count) at exemplary address ABCD within the volatile memory 306, Rather than
making a copy of the entire updated firmware table 1202 and storing the same in
non-volatile memory, one embodiment comprises generating a Firmware Journal
{and an entry therein) for and corresponding to the changed entry in the firmware
table 1202. The Firmware Joumal extends the S-Joumal concepts described above
and operales in a similar fashion except it is specifically adopled o handie updates
fo firmware lables. Therefore, the support mechanisms for S-Joumal processing
such as reconstruction and coherency can be leveraged in the processing of
Firmware Journals.

[6042] For example, a3 an S-Joumal contains header information, a
Firmware Journal 1204 may also comprise a Firmware Journal header. The
Firmware Joumnal header may constitute an index into a Firmware Journal map 1206
whose entries, indexed by Firmware Joumnal number, may specify the location, in the
non-volatile memory (NVM) of the corresponding Firmware Journal,  According to
ong embodiment, the Firmware Joumal map 1206 may be configured 1o be

physically and/or logically separate from the S-Journal map 1112, Allernatively,
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according to one embodiment, the Firmware Journal map 1206 may form an integrai
part of the S-dournal map 1112 shown in Fig. 11 and the entries thereof may be
handled in a similar manner as are the eniries of the S-Journal map 1112, The
Firmware Jourmal map 1206 is shown as a separate construct in Fig. 12 for ease of
reference only, it being undersiood that the S-doumal map 1112 of Fig. 11B may
also comprise entries corresponding to firmware {ables. For example and similarly to
the S-dournal header, the Firmware Jourmnal header may comprise a Finmware
Journal number and a length, in byles. In one embodiment, the Firmware Journal
header may be 4 byles in size. The Firmware Journal 1204 may glso comprise the
complete address in the volatile memory 306 of the updated firmware table entry. In
the exampile of Fig. 12, such complete address is ABCD, which is the address, in the
volatiie memory 308, of the eniry within the firmware table 1202, Thirty-two (32} bils
or 4 bytes (for example) may be used io specify the complete address in voialile
meamory 306 of the changed entry in the firmware table 1202, The next field of the
Firmware Joumnal 1204 may siore the firmware {able entry information itself. That is,
this fisld may store the updated value (i.e., the record o be saved in the Firmware
Journal) o be stored al address ABCD in the volatile memory 308. For example,
this field may be variably-sized, as suggested by the "N Byles” size of this entry in
the Firmware Joumnal 1204, Lasily, the Firmware Journal 1204 may comprise P
bytes of error correction code and/or a digest, such as a cyclic redundancy code
{CRC). For example, the error correction code / digest may span 4 byles, Hf is
understood that the fields and sizes in bytes shown in Fig. 12 are but exemplary in
nature. Different implementations of Firmware Journals may well comprise a greater
or lesser number of fields, each of which may span different byte sizes. Afler the
Firmware Joumnal 1204 is creatled, it may be writien out to non-volatile memory, so
as o store a power-safe copy thereof in non-volatile memory.

[6043] According o one embodiment, including the full memory
address of the updated firmware table eniry enables the controller 202 o reconstruct
the firmware {able{s) when the Firmware Joumnals are accessed and read at power-
up. According to one embodiment, each created Firmware Journal may be identified
by a Firmware Journal number. According to one embodiment, such Firmware
Journal number may be included in the Firmware Joumnal header of the Firmware

Journal 1204. According to one embodiment, the created Firmware Journal may be

16



WO 2014/077963 PCT/US2013/062765

stored in physical non-volatile memory at an address specified by the Firmware
Journal header. I, for example, the full physical address range of the non-volatile
memory is addressed using 32 bits, a 4 byte Firmware Journal header may serve as
a complete address in non-volatile memory where the Firmware Jdournal 1204 may
be stored. Such Firmware Journal headers, one per created Firmware Journal 1204,
may also be stored in a Firmware Journal map {(which may be a part of the S-Journal
map 1112 of Fig. 118}, as shown ai reference numeral 1206 in Fig. 12.

1603447 The Firmware Journal map 1206 (whether physically andfor
logically separate from the S-Jourmnal map 1112 or integrated therewith) may also be
written out o non-volatile memory, 1o enable the controller 202, with reference 1o the
Firmware Journal map 1206, {0 access each of the created Firmware Journals 1204
at power-up, by scanning each Firmware Journal in a System Band. The System
Band, according to one embodirment, is a portion, which may be allocated at runtime
by the controller 202, within the non-volatile memory, where such S-Jourmnals and
Firmware Journals may be slored. According to one embodiment, the S-Joumnals
and the Firmware Journals in the Sysiem Band may be scanned in the order in
which they were gensrated. From the firmware iable enfry information and the
address and size informalion exiracted from the read Firmware Joumals, the
firmware {able(s} {(such as shown at 1202} may be rebuilt in volatile memory 306.
This process enables the firmware tables 304 (Fig. 3) in volatile memory 306 to be
rebuilt / reconstructed / re-populated using a similar process as was used o rebuild
the logical-to-physical address transiation map 302 in volatile memory. According fo
one embodiment, both the S-Journals 702 and the Firmware Journals 1204 stored in
non-volatile memory may be scanned in the order in which they were crealed, to
thereby reconstruct both the address translation map 302 and the firmware tables
304.

16045} A Firmware Joumnal may comprise information identifying the
journal as a Firmware Joumal that is configured fo siore firmware data, thereby
differentiating the Firmware Journals scanned upon startup from the S-Joumals used
for user data. For example, a flag bit may be set in the Firmware Journal header
identifying the journal as a Firmware Journal configured o store, for example, 8 byte-
aligned information, as opposed io, for exampie, 7 bvie S-Joumals. Such Firmware

Journals, according to one embodiment, may be configured fo provide an effective
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mechanism io enable the coniroller 202 to store virtually any {e.g., 8-byte aligned in
this example} information o volatile memory, while maintaining a power safe copy
thereof in non-volatile memory. According to one embodiment, the created Firmware
Journal may be variable in size and need nol be limited to the exemplary
implementation shown in Fig. 12. Therefore, the struciure of the Firmware Journals
1204 enables them, according o one embodiment, o be scanned and processed {o
reconstruct the firmware tables in a similar manner as are the S-Jdournals that are
also scanned and processed at slart-up, to reconstruct the logical-to-physical
address translation map 302, As the content, size and complela addrass in volatile
memory 306 of the firmware table entry information may be specified in the Firmware
Journal 1204, the coniroller 202 may write such firmware table entry information
directly o the complete volatile memory address spedified in the Firmware Journal,
to thereby efficiently reconstruct the firmware table(s) siored in the volatile memory
3086,

18048} it is possible, and even likely, that a single entry in a given
Firmware Journal may be updaled muliiple times over g period of time. According o
one embodiment, each update of the given Firmware Journal may generale a new
Firmware Journal, which newly-created Firmware Journal may be written out to the
non-volatile memory. In this manner, the Firmware Journais for a given firmware
table may colieclively constitute a history of updates to the firmware table over time.
In sequentially scanning such Firmware Journals in the order in which they were
generated, the scanning process may encoumnter mulliple Firmware Journals
associated with the same firmware {able entry. According to one embodiment,
therefore, as between an earlier-generated Firmware Journal associated with a given
firmware table entry and a lalest-generated Firmware Joumal associated with the
given firmware table eniry, only the latest-generaled Firmware Journal comprises
valid firmware table entry information.

[0047] According to one embodiment, when a firmware {able entry is
updated and a new Firmware Journal corresponding therelo is created and written
out to non-volatile memory, there is a recently obsoleted Firmware Journal in non-
volatite memory and a new, valid Firmware Journal containing the updaled firmware
fable entry information. In this case, the controller 202 may update the free space

accoumting of the non-volatile memory {e.g., of the S-Block storing the recenily
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obsoleted Firmware Journal} by an amount corresponding o the size of the obsolete
Firmware Journal. That 5-Block containing such free space may, al soms later point
in time, be garbage collected and the space therein made available for future writes
to the non-volatile memory.

Firmware Table Reconstruction

[0048] Fig. 13 is a flowchart of a method of controlling a data siorage
device, according to one embodiment. Indeed, one embodiment is a method of
controlling a data siorage device comprising a volatile memory and a plurality of non-
volatile memory devices. Each of the plurality of non-volatile devices may be
configured to store a plurality of physical pages, sach being siored at a
predetermined physical location {such as an E-Page, for example) within the plurality
of non-volatile devices. The method may comprise programing and reading data to
and from the plurality of memory devices, as shown at Block B131 in Fig. 13. As
shown at Block B132, one or more firmware tables may be stored in volatile memory,
The firmware table{s) may comprise a plurality of firmware table entries, sach stored
at a predeiermined address in the volalile memory 306. As shown at Block B133,
the method may also comprise maintaining a plurality of Firmware Joumnals in the
plurality of non-volatile memory devices, with each Firmware Journal being
associated with a firmware table entry and comprising firmware itable entry
information, as shown and described relative to Fig. 12. This may include generating
new Firmware Joumals as updates o firmware table entries are made.

(8049 At B134, it may be determined whether a startup or other event
that would erase the contents of the volatile memory 306 has occurred. I not, (NO
branch of B134), the method may revert to Block B131, as the controller 202
continues o process host access requests andfor continues {o carry out various
housekeeping duties, such as garbage coilecting. It a startup, reset or other event
that would erase or otherwise corrupt the contents of the volatile memory 306 has
oceurred (YES branch of B134), the plurality of Firmware Journals may be accessed
and read, as shown at B135. For example, an address rangs within the non-volatile
memory may be scanned and the journals {comprising, for example, S-Journals, and
Firmware Journals} may be read to rebuild the address translation maps {e.g., the
logical-io-physical address translation map 302) and the firmware table(s}. That is,

the firmware table(s} may be rebuilt using the firmware iable entry information in
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each of the sequentially-read piurality of Firmware Journals, as shown at B1386. The
sequential reading of the stored Firmware Journals in the order in which they were
created ensures the coherency of the rebuill firmware tablas; that is, ensures that the
firmware tables are populated with only valid firmware table eniry information. Such
rebuilding may be carried out one firmware table entry at a time or may be carried
out by reading in all of the firmware {able entry information fields of each of the read
Firmware Journais and populating the firmware table(s) with a plurality of seguential
writes o the volatile memory 306, The coniroller 202 “knows”™ exaclly where {o slore
the read firmware table entry information, as sach of the Firmware Journals,
according to one embodiment, may store a complete address in the volatile memory
306 where the read firmware table entry information is to be written.

[6050] Advaniageously, the methods and funclionality inherent in the
Firmware Journals may be used to good advantage by the controller 202 to store
most any data to the volatile memory 306 in a power-safe manner. Indeed, the
functionaiity of the Firmware Journals may be extended to arbitrarily store any (e.g.,
8 byte-gligned) data to the volatile memory 306 with a power safe copy thereof being
stored fo the non-volatile memory, through the Firmware Journal mechanism
described and shown herein.

12051] While cerlain emboediments of the disclosure have been
described, these embodiments have been presented by way of example only, and
are not intended o mit the scope of the disclosure. Indeed, the novel methods,
devices and systems described herein may be embodied in a variety of other forms.
Furthermore, various omissions, substitutions and changes in the form of the
methods and systems described herein may be made without depariing from the
spirit of the disclosure. The accompanying claims and their equivalents are intended
to cover such forms or modifications as would fall within the scope and spirit of the
disclosure. For example, those skilled in the art will appreciate that in various
embodiments, the actual struciures {such as, for axample, the struciure of the SS8D
blocks or the structure of the physical or logical pages) may differ from those shown
in the figures. Moreover, the structure of the Firmware Joumnals may differ from that
shown and described herein, as those of skill in this art may recognize. Depending
on the embodimeni, certain of the sieps described in the example above may be

removed, othars may be added. Also, the fealures and atiributes of the specific
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embodiments disclosed above may be combined in different ways to form additionat
embodiments, all of which fall within the scope of the present disclosure. Although
the present disclosure provides certain preferred embodiments and applications,
other embodiments that are apparent {o those of ordinary skill in the art, including
embodiments which do not provide all of the features and advantages set forth
herein, are also within the scope of this disclosure. Accordingly, the scope of the
present disclosure is intended fo be defined only by reference fo the appended

claims.
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CLAIMS:

1. A data storage device controller, the controller being configured to: (1)
couple to a volatile memory and a plurality of non-volatile memory devices
configured to store a plurality of physical pages and (2} program data to and read
data from the plurality of memory devices, the controller being configurad to:

store a firmware {able comprising a plurality of firmware {able entries;

maintain a plurality of firmware journals in the plurality of non-volatile memory
devices, each firmware journal being associaled with a firmware table entry and
comprising firmware table entry information;

read the plurality of firmware journals upon startup; and

rebuild the firmware table using the firmware table entry information in each of

the read plurality of firmware journals.

2. The controller of claim 1, wherein each of the plurality of firmware

journals is associated with a firmware journal number.

3. The controller of claim 2, wherein the controller is further configured to
rebuild the firmware iable using the firmware journal number, an address and a

fength,

4, The controller of claim 1, wherein the controller is further configured o

read the plurality of irmware journals in an order in which they were generated.

5. The controller of claim 1, wherein the controller is further configured o,
upon a change to a firmware table entry, generale a new firmware journal and to

store the generaled firmware journal in the non-volatile memory.

8. The controller of claim 5, wherein as belween an earlier-generated
firmware journal associated with a given firmware table entry and a lalest-generated
firmware journal associated with the given firmware table entry, only the latest-

generated firmware journal comprises valid firmware able entry information.
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7. The controfier of claim 1, wherein the plurality of firmware journals

coliectively define g history of changes o the firmware table over lime.

8. The controller of claim 1, wherein each firmware journal is configured

to store an address, in the volatile memory, of its associated firmware table entry.

S. The controller of claim 1, wherein each firmware journal is configured

to store, in the volatile memory, a size of iis associated firmware table entry.

1G.  The controller of claim 1, wherein each firmware journal is configured

to store at least one of an error correction code and a digest.

11.  The controller of claim 1, wherein the controller is further configured to
build a firmware journal map, each eniry in the firmware journal map pointing 1o 3
focation in the non-volatile memory devices where one of the plursiity of firmware

journals is siored.

12. A data storage device, comprising:
the controller of claim 1, and

the plurality of non-volatile memory devices.

13. A method for controlling a data storage device, the data storage device
comprising a volatile memory and a pluraiity of non-volatile memory devices
configured to store a plurality of physical pages and to enable programming data o
and reading data from the plurality of memory devices, the method comprising:

storing a firmware table comprising a plurality of firmware table entries;

maintaining a plurglity of firmware journals in the plurality of non-voiatile
meamory devices, each firmware journal being associated with a firmware table eniry
and comprising firmware {able entry information;

reading the plurality of firmware journals upon startup; and

rebuilding the firmware table using the firmware table entry information in

each of the read plurality of firmware journals.
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14. The method of claim 13, wherein each of the plurality of firmware

journals is associated with a firmware journal number.

15.  The method of claim 14, wherein rebuilding further comprises
rebuilding the firmware table using the firmware journal number, an address and a

fength.

16.  The method of claim 13, wherein reading comprises reading the

plurality of firmware journals in an order in which they were generaled.

17. The method of claim 13, further comprising, upon a change fo a
firmware table entry, generating a new firmware journal and to store the generated

firmware journal in the non-voiatile memory.

18.  The method of claim 17, wherein as belween an earlier-generated
firmware journal associaled with a given firmware table enlry and a lalest-generaled
firmware journal associated with the given firmware table entry, only the latest-

generated firmware journal comprises valid firmware table entry information.

19,  The method of claim 13, wherein the plurality of firmware journals

coliectively define a history of changes to the firmware {able over time.
20.  The method of claim 13, wherein maintaining further comprises storing,
in each firmware journal, an address in volatile memory of its associated firmware

table entry.

21, The method of claim 13, wherein maintaining further comprisses storing,

in each firmware journal, a size of its associated firmware table entry.

22, The method of claim 13, wherein maintaining further comprises storing,

in each firmware journagl, al ieast ong of an error correction code and a digest

23. The method of claim 13, further comprising building a firmware journal
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map, each eniry in the firmware journal map pointing to a iccation in the non-volatile

memory devices where one of the plurality of firmware journals is stored.

25
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