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Beschreibung

[0001] Die Erfindung betrifft im Allgemeinen Daten-
konkurrenzaufldsung, wobei mehrere Benutzer um
Zugriff auf ein Datennetzwerk konkurrieren, und noch
spezieller, Systeme und Verfahren zum Auflésen von
Datenkollisonen.

ALLGEMEINER STAND DER TECHNIK

[0002] In jedem Netzwerk, in welchem Mehrfachbe-
nutzer mit einem gemeinsam benutzten Kommunika-
tionskanal verbunden sind, gibt es typischerweise ein
Verfahren, um zu entscheiden, welcher Benutzer die
Verwendung des Kanals erhalt, wenn Konkurrenz be-
steht. Wenn zwei oder mehr Benutzer versuchen,
Daten gleichzeitig auf derselben Bandbreite zu tUber-
tragen, kann eine Kollision stattfinden und Daten kon-
nen verloren gehen. Die unterschiedlichen Verfah-
ren, um Konkurrenz unter Benutzern aufzulésen und
Datenkollisionen zu beheben, werden haufig Medien-
zugangsprotokolle (MAC, Medium Access Control
protocols) genannt.

[0003] Eine Hauptkategorie von MAC-Protokollen
besteht aus dem stochastischen Zugriffstyp. Diese
Protokolle arbeiten mit Paketkonkurrenztechniken,
wie z. B. S-Aloha oder Vielfachzugriff mit Leitungsu-
berwachung (CSMA, Carrier Sense Multiple Access),
um mit Kanalkonkurrenz umzugehen. S-Aloha redu-
ziert die Anzahl von Datenkollisionen, indem der Ka-
nal in Zeitschlitze unterteilt und gefordert wird, dass
die Benutzer zu Beginn jedes Schlitzes Ubertragen.
Kollisionen finden bei S-Aloha-Systemen statt, wenn
zwei oder mehr Benutzer versuchen, gleichzeitig in
demselben Zeitschlitz zu Gbertragen. CSMA redu-
ziert Kollisionen dadurch, dass die Benutzer die Da-
tenkanale Uberwachen missen, um zu entscheiden,
wann der Kanal belegt oder fiir eine Ubertragung frei
ist. Kollisionen finden bei CSMA statt, wenn zwei
oder mehr Benutzer gleichzeitig merken, dass ein
Kanal frei ist und zu derselben Zeit tibertragen.

[0004] Eine getrennte Kategorie von MAC-Protokol-
len besteht aus der bedarfsweisen Zuteilung. Diese
Protokolle verwalten Netzwerkkonkurrenz, indem der
Kanal in Reservierungsschlitze unterteilt und gefor-
dert wird, dass die Benutzer einen Kanalschlitz zum
Ubertragen reservieren. Im Gegensatz zu stochasti-
schen Zugangsprotokollen, sind die Benutzer in ei-
nem System mit bedarfsweiser Zuteilung sicher, dass
die Daten ohne Kollision Gbertragen werden, sobald
eine erfolgreiche Reservierung vorgenommen wor-
den ist. Dennoch finden immer noch Kollisionen bei
bedarfsweiser Zuteilung wahrend der Reservierungs-
phase fiir die Ubertragung statt, wenn zwei oder
mehr Benutzer versuchen, gleichzeitig auf derselben
Bandbreite Reservierungen vorzunehmen.

[0005] Datenkollisionen gehéren zur Realitdt des

Lebens, wenn Mehrfachbenutzer mit einem gemein-
sam benutzten Kommunikationskanal verbunden
sind, unabhangig davon, ob ein stochastisches Zu-
gangsprotokoll oder ein Protokoll der bedarfsweisen
Zuteilung verwendet wird. Um zu vermeiden, dass
Daten jedes Mal verloren gehen, wenn eine Kollision
stattfindet, verwenden MAC-Protokolle Kollisionsauf-
I6sung oder Backoff-Algorithmen, um die Kollision zu
beheben und zu bestimmen, wann die kollidierten
Daten erneut Ubertragen werden.

[0006] Beim Stand der Technik gibt es drei allge-
mein bekannte Arten von Backoff-Algorithmen. Die
erste besteht aus einem Aufspaltungs-Algorithmus
auch als Baum-Algorithmus bekannt. Die zweite Art
besteht aus einem adaptiven p-Persistenz-Algorith-
mus und die dritte besteht aus einem binaren expo-
nentialen Backoff-Algorithmus (BEB). Jeder Algorith-
mus verwendet eine andere Lésung, um zu entschei-
den, wann Daten, die vorhergehend kollidiert sind, er-
neut Ubertragen werden.

[0007] Es gibt keine einzige Norm, um zu entschei-
den, welche der drei Kategorien von Backoff-Algorith-
men die beste ist. Eine Leistungsnorm ist der Durch-
satz. Im Allgemeinen besteht der Durchsatz aus der
Datenmenge, die von einem Benutzer zu einem an-
deren Benutzer wahrend einer bestimmten Zeitdauer
Ubertragen wird. Bei Konkurrenzauflésungsalgorith-
men wird Durchsatz haufig als ein Verhaltnis zwi-
schen der Anzahl von erfolgreichen Ubertragungen
und der gesamten Anzahl von Ubertragungsméglich-
keiten gemessen. In einem drahtlosen Internetzu-
gangssystem, welches ein Protokoll bedarfsweiser
Zuteilung verwendet, besteht Durchsatz beispiels-
weise aus dem Verhaltnis zwischen der Anzahl von
erfolgreich vorgenommenen Reservierungen und der
gesamten Anzahl von verfligbaren Reservierungs-
schlitzen.

[0008] Von den drei vorstehend genannten Klassen
von Backoff-Algorithmen weisen die Baum-Algorith-
men im Allgemeinen den héchsten Durchsatz auf.
Obwohl ihr maximaler stabiler Durchsatz unbekannt
bleibt, haben Baum-Algorithmen Durchsatze von
0,4878 erreicht. Dieser héhere Durchsatz hat aller-
dings seinen Preis. Der Baum-Algorithmus ist mit Ab-
stand der komplizierteste der drei Backoff-Algorith-
men in der Implementierung, und die Anzahl von
Netzwerken, die einen Baum-Algorithmus implemen-
tieren kdnnen, ist beschrankt, weil der Algorithmus
erfordert, dass die Benutzer die drei mdglichen Zu-
stédnde (Erfolg, Kollision, Frei) fur jeden Reservie-
rungsschlitz genau kennen.

[0009] Die zweite Art des Backoff-Algorithmus ist
ein adaptiver p-Persistenz-Algorithmus. Ein adapti-
ver p-Persistenz-Algorithmus funktioniert, indem eine
Wahrscheinlichkeit p erneuter Ubertragung berech-
net wird, die durch Schatzen der Anzahl von aktiven
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Benutzern bestimmt wird (Benutzer, die um die Band-
breite konkurrieren), wobei Rickmeldung von den
Reservierungsschlitzen verwendet wird. Der Algorith-
mus erhoht p, wenn ein freier Schlitz vorkommt und
senkt p, wenn eine Kollision erkannt wird. Ist eine un-
endliche Anzahl von Benutzern in dem System vor-
handen, betragt der maximal erreichbare Durchsatz
von adaptiven p-Persistenz-Algorithmen hdéchstens
1/e = 0,3679. Unter solchen Umstdanden kommen
Warteschlitze mit einer Wahrscheinlichkeit von 1/e =
0,3679 vor, und Kollisionen finden mit einer Wahr-
scheinlichkeit von 1-2/e ~ 0,2642 statt.

[0010] Wie ein Baum-Algorithmus erfordert ein ad-
aptiver p-Persistenz-Algorithmus eine Rickmeldung
Uber die Datenkanale, was viele Netzwerke nicht zur
Verfligung stellen. In vielen Systemen, einschliellich
vieler Computer und drahtloser Kommunikations-
netzwerke, wissen einzelne Benutzer, ob ihre eige-
nen Pakete erfolgreich tibertragen werden oder nicht,
aber haben keine Informationen tUber den Status von
anderen Kanalen in dem Netzwerk. Weil so viele
Mehrfachnutzersysteme (einschlieBlich Ethernet,
CATV und drahtlose Netzwerke) die erforderliche Ka-
nalriickmeldung nicht zur Verfligung stellen, wird der
BEB-Algorithmus haufig zur Kollisionsauflésung ge-
nommen.

[0011] Im Gegensatz zum Baum- und p-Persis-
tenz-Algorithmus verlangt ein BEB-Algorithmus nicht,
dass die Benutzer Rickmeldung Uber jeden Daten-
kanal liefern. BEB funktioniert folgendermalen: eine
sofortige erste Ubertragung wird vorgenommen, so-
bald ein Paket an einem Kopf der Ubertragungswar-
teschlange eintrifft. Wenn der Ubertragende Benutzer
eine Kollision erkennt, Ubertragt er erneut k Schlitze
spater, wobei k eine zufallige ganze Zahl ist, die
gleichmafig in dem Intervall [1, 2' verteilt ist. Das In-
tervall, in welchem die gleichmalig verteilte Zahl ge-
zogen wird, wird nachstehend als das Backoff-Fens-
ter bezeichnet. Wenn i (die Anzahl von Kollisionen)
gréRer als 16 ist, ist das Paket verloren und wird fal-
len gelassen. Sobald ein Paket entweder erfolgreich
Ubertragen oder fallen gelassen wird, wird i auf Null
zurlickgestellt. Die BEB zugrunde liegende Logik be-
steht darin, dass, fiir ein gegebenes Paket, eine hohe
Anzahl von erfolglosen Ubertragungen bedeutet,
dass mehr Benutzer um die verfiigbare Bandbreite
konkurrieren und ein gréReres Backoff-Fenster geoff-
net werden sollte.

[0012] Einer der Nachteile von BEB besteht darin,
dass er unter einer Reihe von Leistungsproblemen
leidet. Als erstes fiihrt er dazu, dass ein Netzwerk in-
stabil wird, wenn die Anzahl von Benutzern sehr grof3
wird. Dies bedeutet, dass wenn sich die Anzahl von
Benutzern in einem System unendlich nahert, sich
der Durchsatz eines BEB-Systems Null nahert. DarU-
ber hinaus fuhrt BEB unter den konkurrierenden Be-
nutzern dazu, dass der zuletzt Eintreffende zuerst be-

dient wird. Insbesondere ist die Wahrscheinlichkeit
fur einen Benutzer groRer, dessen Paket gerade neu
an dem Kopf der Ubertragungswarteschlange einge-
troffen ist, einen Reservierungsschlitz zu erhalten, als
fur einen Benutzer, der schon in der Warteschlange
gewesen ist und eine oder mehrere Kollisionen erfah-
ren hat. Dies geschieht, weil der Benutzer, dessen
Paket gerade in der Warteschlange eingetroffen ist,
ein im Verhaltnis kleineres Backoff-Fenster haben
wird, als der Benutzer, der schon mehrere Kollisionen
erfahren hat. Dies nennt sich Unterdriickungseffekt,
weil ermoglicht wird, dass ein einziger oder wenige
gewinnende Benutzer die verfiigbare Bandbreite do-
minieren.

[0013] Demzufolge besteht in der Industrie ein nicht
befriedigter Bedarf an einem verbesserten Verfahren
zum Auflésen von Datenkollisionen, das die bekann-
ten Unzulanglichkeiten beseitigt, von denen einige
vorstehend erlautert wurden.

[0014] EP-A-0 877 511 offenbart einen Knoten, der
mit einem Bus eines Kommunikationssystems ver-
bunden ist, welcher ein Gerat enthalt, das die Anzahl
von Kollisionen erkennt, die auf dem Bus stattgefun-
den haben, bevor Informationen auf den Bus Ubertra-
gen werden. Der Knoten wahlt danach auf eine zufal-
lige Weise aus einer Reihe von Backoff-Fenstern auf
der Basis der Anzahl von stattgefundenen Kollisio-
nen ein Backoff-Fenster aus.

[0015] GLOBAL TELECOMMUNICATIONS CON-
FERENCE-GLOBECOMM '99, 5. bis 12. Dezember
1999, Seiten 570-579, offenbart einen Lastaus-
gleichs-Algorithmus fir drahtlose Verbindungen, um
das Gerechtigkeitsproblem zu |6sen. Ein Algorithmus
zum Reduzieren oder zum Verhindern von Kollisio-
nen, die in Netzwerken stattfinden, die nicht vollstan-
dig verbunden sind, wird vorgestellt. In Netzwerken,
die nicht vollstandig verbunden sind, existieren ver-
deckte Stationen, die Anforderungen, die von ande-
ren Stationen getatigt werden, um ein gemeinsam
genutztes Medium zu verwenden, nicht ,héren" kon-
nen. Als Ergebnis verfligen diese verdeckten Statio-
nen Uber eine grofle Backoff-Fenstergrofe und des-
wegen ist es fur sie schwierig, Nutzung des gemein-
sam unter den Stationen genutzten Mediums zu er-
halten. Ein Fenstertausch-Algorithmus wird einge-
fiihrt, wobei eine Ubertragungsstation Informationen
Uber die letzte Backoff-Fenstergréfle in einen Proto-
kollrahmen einfiihrt, um jeder Station, die diese Infor-
mationen empfangt, zu ermdglichen, ihr neues Back-
off-Fenster zu berechnen. Das neue Backoff-Fenster
wird unter Verwendung von unterschiedlichen p-per-
sistenten, auf Vielfachzugriff mit Leitungsiberwa-
chung basierenden Algorithmen berechnet.

KURZDARSTELLUNG DER ERFINDUNG

[0016] Ein Verfahren und ein System gemaf der Er-
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findung, wie in den unabhangigen Ansprichen dar-
gestellt. Bevorzugte Ausflihrungsformen sind in den
abhangigen Anspriichen dargestellt.

[0017] Die vorliegende Erfindung umfasst Systeme
und Verfahren zur Kollisionsauflésung unter Verwen-
dung eines ,Fast optimalen Gerechtigkeits-Algorith-
mus" (NOF, Near Optimal Fairness). Der NOF-Algo-
rithmus berechnet ein optimales Backoff- oder Kon-
kurrenzfenster, welches den Benutzern, die um Sys-
tembandbreite konkurrieren, rundgesendet wird. Der
NOF-Algorithmus handhabt Datenkonkurrenz in Zy-
klen, in welchen jedem Benutzer innerhalb eines Zy-
klus im Allgemeinen eine erfolgreiche Reservierung
garantiert wird, bevor der Zyklus beendet ist. Am
Start eines Zyklus sendet ein Zugriffspunkt den Be-
nutzern ein gemeinsam genutztes Backoff- oder Kon-
kurrenzfenster. Die Grofde des Fensters ist vorzugs-
weise gleich der Anzahl erfolgreicher Reservierun-
gen in dem vorhergehenden Zyklus und funktioniert
als eine Schatzung der Anzahl von konkurrierenden
Benutzern in dem aktuellen Zyklus. Die Benutzer ver-
suchen Reservierungen in den verfligbaren Reser-
vierungsschlitzen. Einige sind erfolgreich und andere
kollidieren. Ein neues Backoff-Fenster wird auf der
Basis der Anzahl von Benutzern berechnet, die kolli-
diert sind, und danach kénnen die Benutzer, die kolli-
diert sind, versuchen, eine andere Reservierung vor-
zunehmen. Der Prozess lauft weiter, bis jeder Benut-
zer, der am Start des Zyklus um Bandbreite konkur-
rierte, eine erfolgreiche Reservierung vorgenommen
hat. Die Benutzer, die in der Mitte des Zyklus Band-
breite anforderten, und Benutzer, die friher in einem
Zyklus Reservierungen erfolgreich vorgenommen
haben, kénnen erst wieder versuchen, einen Reser-
vierungsschlitz zu reservieren, wenn der nachste Zy-
klus beginnt.

[0018] GemalR einer Ausflihrungsform der vorlie-
genden Erfindung umfasst ein Verfahren zur Daten-
kollisionsauflésung in einem gemeinsam von mehre-
ren Benutzern benutzten Netzwerk die Schritte des
Berechnens eines ersten Backoff-Fensters auf der
zumindest teilweisen Basis einer Schatzung der An-
zahl von Benutzern in dem Netzwerk, Sendens eines
ersten Backoff-Fensters zu mehreren Benutzern des
Netzwerks, Berechnens eines zweiten Backoff-Fens-
ters auf der zumindest teilweisen Basis der Anzahl
von Kollisionen, die in dem ersten Backoff-Fenster
stattgefunden haben, und des Sendens des zweiten
Backoff-Fensters zu einem oder mehreren der meh-
reren Benutzer des Netzwerks. Das erste, das zweite
und die nachfolgenden Backoff-Fenster werden vor-
zugsweise innerhalb eines einzigen Zyklus berech-
net, in dem eine beschrankte Anzahl von Benutzern
um Netzwerkbetriebsmittel konkurrieren kann. So-
bald alle der um Netzwerkbetriebsmittel innerhalb ei-
nes Zyklus konkurrierenden Benutzer Reservierun-
gen vorgenommen haben, das bedeutet, dass keine
Kollision stattgefunden hat, wird der Zyklus demzu-

folge beendet und ein neuer Zyklus wird eingeleitet.
Gemal einem Aspekt der vorliegenden Erfindung
basiert das Backoff-Fenster auf einem Produkt der
Anzahl von Kollisionen, die in dem vorhergehenden
Backoff-Fenster stattgefunden haben, und einem
Mittelwert der Anzahl von an einer Kollision beteilig-
ten Benutzern. Gemal einem weiteren Aspekt der
vorliegenden Erfindung basiert das Backoff-Fenster
auf dem Produkt der Anzahl von Kollisionen, die in-
nerhalb des letzten Backoff-Fensters stattgefunden
haben und einem Wert von ungefahr 2,3922.

[0019] Gemal einer weiteren Ausfiihrungsform der
vorliegenden Erfindung umfasst ein Verfahren zur
Datenkollisionsauflésung in einem gemeinsam von
mehreren Benutzern benutzten Netzwerk die Schritte
des Sendens eines ersten Backoff-Fensters zu meh-
reren Benutzern des Netzwerks, Berechnens eines
zweiten Backoff-Fensters auf der zumindest teilwei-
sen Basis einer Anzahl von Benutzern, die kollidie-
ren, wahrend sie versuchen, wahrend des ersten
Backoff-Fensters Netzwerkbetriebsmittel zu reservie-
ren, Sendens des zweiten Backoff-Fensters zu einem
oder mehreren der mehreren Benutzer des Netz-
werks, und des Beschrankens von Netzwerkreservie-
rungsversuchen in dem zweiten Backoff-Fenster auf
Benutzer, die kollidieren, wahrend sie versuchen,
wahrend des ersten Backoff-Fensters Netzwerkbe-
triebsmittel zu reservieren.

[0020] GemaR noch einer weiteren Ausflihrungs-
form der vorliegenden Erfindung umfasst ein System
zum Auflésen von Datenkollisionen in einem gemein-
sam benutzten Netzwerk mehrere abgesetzte Ein-
richtungen und einen Zugriffspunkt, der mit den meh-
reren abgesetzten Einrichtungen kommuniziert. Der
Zugriffspunkt umfasst vorzugsweise eine Vermittlung
zum Kommunizieren mit den mehreren abgesetzten
Einrichtungen, einen Sender/Empfanger zum Sen-
den von Informationen zu und zum Empfangen von
Informationen von den mehreren abgesetzten Ein-
richtungen, und eine Kollisionsaufldsungseinrich-
tung, die kommunizierfahig an den Sender/Empfan-
ger und an die Vermittlung angekoppelt ist, wobei die
Kollisionsauflésungseinrichtung ein Anfangs-Back-
off-Fenster zu den mehreren abgesetzten Einrichtun-
gen sendet. Das System ist weiterhin dadurch ge-
kennzeichnet, dass die Kollisionsaufldsungseinrich-
tung als Reaktion auf eine Anzahl von Kollisionen in
dem Anfangs-Backoff-Fenster ein nachfolgendes
Backoff-Fenster berechnet und sendet, und die Kolli-
sionsauflésungseinrichtung die abgesetzten Einrich-
tungen, die um Netzwerkbetriebsmittel konkurrieren
kénnen, in dem nachfolgenden Backoff-Fenster auf
abgesetzte Einrichtungen beschrankt, die in dem An-
fangs-Backoff-Fenster erfolgreich versucht haben,
Netzwerkbetriebsmittel zu reservieren. Das An-
fangs-Backoff-Fenster basiert vorzugsweise auf ei-
ner Schatzung von um Netzwerkbetriebsmittel kon-
kurrierenden abgesetzten Einrichtungen. Gemaf
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diesem Aspekt der Erfindung wird das Backoff-Fens-
ter auf der Basis eines Produkts der Anzahl von Kol-
lisionen, die in dem Anfangs-Backoff-Fenster stattge-
funden haben, und eines Mittelwerts der Anzahl von
an einer Kollision beteiligten abgesetzten Einrichtun-
gen berechnet. Gemal einem weiteren Aspekt der
vorliegenden Erfindung basiert das Backoff-Fenster
zumindest teilweise auf einem Produkt der Anzahl
von Kollisionen, die innerhalb des vorhergehenden
Backoff-Fensters stattgefunden haben und einem
Wert von ungefahr zwischen 2 und 3.

KURZE BESCHREIBUNG DER ZEICHNUNGEN

[0021] Nachdem die Erfindung so in allgemeiner
Weise beschrieben worden ist, wird nun Bezug auf
die beigeflgten Zeichnungen genommen, welche
nicht notwendigerweise malistabsgerecht gezeich-
net sind. Es zeigen:

[0022] Fig. 1 eine schematische Darstellung eines
Kommunikationsnetzwerks; und

[0023] Fig. 2 ein Kurvendiagramm, das den Durch-
satz und die Backoff-FenstergréRe bei unterschiedli-
chen Anzahlen von aktiven Benutzern zueinander ins
Verhaltnis stellt.

[0024] Fig. 3 ein Kurvendiagramm, das die Schlitz-
kollisionsrate und die Backoff-FenstergroRe bei un-
terschiedlichen Anzahlen von Benutzern zueinander
ins Verhaltnis stellt.

[0025] Fig. 4 ein Ablaufdiagramm, das ein Verfah-
ren gemalf einem festen Kollisionsraten-Algorithmus
darstellt, das einem Zugriffspunkt ermdéglicht, Reser-
vierungsschlitze und Kollisionen zu verfolgen.

[0026] Fig. 5 ein Ablaufdiagramm, das ein Verfah-
ren gemaf einem festen Kollisionsraten-Algorithmus
darstellt, das einem Zugriffspunkt ermdglicht, das
Backoff-Fenster dynamisch anzupassen.

[0027] Fig.6 ein Ablaufdiagramm, das den Pro-
zessfluss eines festen Kollisionsraten-Algorithmus
vom Standpunkt der drahtlosen Einrichtung aus dar-
stellt.

[0028] Fig. 7 ein Kurvendiagramm, das die durch-
schnittliche Paketverzdgerung eines festen Kollisi-
onsraten-Algorithmus mit derjenigen eines BEB-AI-
gorithmus vergleicht.

[0029] Fig. 8 ein Kurvendiagramm, das die stan-
dardmaRige Verzdgerungsabweichung eines festen
Kollisionsraten-Algorithmus mit derjenigen eines
BEB-Algorithmus vergleicht.

[0030] Fig.9 ein Kurvendiagramm, das den Durch-
satz eines festen Kollisionsraten-Algorithmus mit

demjenigen eines BEB-Algorithmus vergleicht.

[0031] Fig. 10 ein Ablaufdiagramm, das ein Verfah-
ren gemal einer Ausflihrungsform der vorliegenden
Erfindung darstellt, das einem Zugriffspunkt ermog-
licht, das Backoff-Fenster dynamisch gemaf einem
fast optimalen Gerechtigkeits-Backoff-Algorithmus
anzupassen.

[0032] Fig. 11 ein Ablaufdiagramm, das den Pro-
zessfluss eines fast optimalen Gerechtigkeits-Back-
off-Algorithmus vom Standpunkt einer drahtlosen
Einrichtung aus, gemal einer Ausfuihrungsform der
vorliegenden Erfindung darstellt.

[0033] Fig. 12 ein Kurvendiagramm, das die durch-
schnittliche Paketverzégerung eines BEB-Back-
off-Algorithmus mit derjenigen eines fast optimalen
Gerechtigkeits-Backoff-Algorithmus gemafR einer
Ausfuhrungsform der vorliegenden Erfindung ver-
gleicht.

[0034] Fig. 13 ein Kurvendiagramm, das die stan-
dardmaRige Verzdgerungsabweichung eines
BEB-Backoff-Algorithmus mit derjenigen eines fast
optimalen Gerechtigkeits-Backoff-Algorithmus ge-
malR einer Ausfuhrungsform der vorliegenden Erfin-
dung vergleicht.

[0035] Fig.14 ein Kurvendiagramm, das den
Durchsatz eines BEB-Backoff-Algorithmus mit dem-
jenigen eines fast optimalen Gerechtigkeits-Back-
off-Algorithmus gemafR einer Ausfihrungsform der
vorliegenden Erfindung vergleicht.

[0036] Fig.15 ein Kurvendiagramm, das eine
durchschnittliche Paketverzdgerung eines optimalen
Systems mit derjenigen eines fast optimalen Gerech-
tigkeits-Backoff-Algorithmus gemaf einer Ausflih-
rungsform der vorliegenden Erfindung vergleicht.

[0037] Fig. 16 ein Kurvendiagramm, das die stan-
dardmaRige Verzdgerungsabweichung eines optima-
len Systems mit derjenigen eines fast optimalen Ge-
rechtigkeits-Backoff-Algorithmus gemaR einer Aus-
fuhrungsform der vorliegenden Erfindung vergleicht.

[0038] Fig.17 ein Kurvendiagramm, das den
Durchsatz eines optimalen Systems mit demjenigen
eines fast optimalen Gerechtigkeits-Backoff-Algorith-
mus gemal einer Ausfihrungsform der vorliegenden
Erfindung vergleicht.

AUSFUHRLICHE BESCHREIBUNG DER ERFIN-
DUNG

[0039] Die vorliegende Erfindung wird nun unter Be-
zugnahme auf die beigefligten Zeichnungen ausfihr-
licher beschrieben, in welchen bevorzugte Ausfuh-
rungsformen der Erfindung dargestellt sind. Diese Er-
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findung kann allerdings in vielen unterschiedlichen
Formen ausgefiihrt werden und sollte nicht auf die
hier ausgeflihrten Ausflihrungsformen beschrankt
aufgefasst werden; diese Ausflihrungsformen wer-
den vielmehr zur Verfiigung gestellt, damit diese Of-
fenbarung umfassend und vollstéandig ist und den
Fachleuten den Umfang der Erfindung vollstandig
vermittelt. Gleiche Bezugszeichen beziehen sich
durchgangig auf gleiche Bestandteile.

[0040] Viele Modifikationen und weitere Ausfih-
rungsformen der Erfindung werden dem Fachmann
einfallen, den diese Erfindung interessiert, unterstutzt
durch die Lehren, die in den vorausgehenden Be-
schreibungen und beigefligten Zeichnungen vorge-
stellt werden. Deswegen sollte es verstandlich sein,
dass die Erfindung nicht auf die speziellen offenbar-
ten Ausfuhrungsformen beschrankt ist, und dass vor-
gesehen ist, dass Modifikationen und weitere Aus-
fuhrungsformen innerhalb des Umfangs der beige-
fugten Anspriche eingeschlossen sind. Obwohl hier
spezifische Ausdriicke verwendet werden, werden
sie nur in einem allgemeinen und beschreibenden
Sinn verwendet und dienen nicht dem Zweck der Be-
schrankung.

|. Architektur

[0041] In den nachfolgenden Abschnitten wird die
vorliegende Erfindung als ein drahtloses Internetzu-
gangssystem beschrieben. Dies geschieht einzig und
allein zu Darstellungszwecken. Fir den Fachmann
wird ohne weiteres deutlich sein, dass die vorliegen-
de Erfindung auf jede andere Netzwerkumgebung
angewendet werden kann, die Zeitschlitz- und Zeit-
teilungsprotokolle verwendet, einschlieRlich ohne
Einschrankung Kabelfernsehen (,CATV"), Paketau-
flésung-Mehrfachzugriffsysteme (,PRMA"), und je-
des allgemeine artgemale Zeitmultiplexverfahren.

[0042] Mit Bezugnahme auf Fig.1 umfasst ein
drahtloses Internetzugangssystem 10 einen Zugriffs-
punkt 12, der mit mehreren drahtlosen Einrichtungen
14, z. B. personlichen digitalen Assistenten, Mobilte-
lefonen oder irgendeiner anderen Computereinrich-
tung kommuniziert, die mit einem drahtlosen Modem
ausgeristet ist. Eine drahtlose Kommunikationsver-
bindung 16 koppelt die drahtlosen Einrichtungen 14
kommunizierfahig mit dem Zugriffspunkt 12, vorzugs-
weise Uber eine bidirektionale Verbindung. Der Zu-
griffspunkt 12 sendet Informationen zu und empfangt
Informationen von den mehreren drahtlosen Einrich-
tungen 14 Gber einen Sender/Empfanger 13. Der Zu-
griffspunkt 12 funktioniert als eine Basisstation fir
das Netzwerk 18 und umfasst eine Kollisionsauflo-
sungseinrichtung 30 (deren Betrieb in den Kapiteln Il
und Il nachstehend beschrieben wird) welche, ge-
maRk der vorliegenden Erfindung, Datenkonkurrenz
unter Benutzern steuert. Der Zugriffspunkt 12 kann
weiterhin solche Elemente wie z. B. eine Vermittlung

15 und einen Mikroprozessor 17 mit zugeordnetem
Speicher 19 einschlieBen, um die Vermittlung zu
steuern und Zugang zu dem Netzwerk 18 zur Verfii-
gung zu stellen. Zum Zweck der Darstellung der be-
vorzugten Ausfihrungsform findet die Kommunikati-
on von dem Zugriffspunkt 12 zu den drahtlosen Ein-
richtungen 14 in die Richtung netzabwarts statt und
wird durch den Zugriffspunkt 12 gesteuert und zeitlich
geplant. Kommunikation in die Richtung netzauf-
warts, von den drahtlosen Einrichtungen 14 zu dem
Zugriffspunkt 12, findet durch Reservierungsschlitze
eines Protokolls der bedarfsweisen Zuteilung (nach-
stehend erlautert) statt.

[0043] Jede drahtlose Einrichtung 14, welche die
drahtlose Kommunikationsverbindung 16 verwendet,
verfiigt (iber eine Ubertragungswarteschlange 20
zum Halten von Datenpaketen 22, welche die Ein-
richtung Ubertragen muss. Wie beispielsweise in
Fig. 1 zu sehen ist, hat die drahtlose Einrichtung 14
ein sehr friihes Paket 24 in der Ubertragungswarte-
schlange 20 platziert. Das Paket 24 wird als erstes
Ubertragen, sobald die Kommunikationsverbindung
16 fir den Zugriffspunkt 12 verflgbar ist.

[0044] Wenn ein Paket an dem Kopf der Ubertra-
gungswarteschlange 20 eintrifft, reserviert die draht-
lose Einrichtung 14 durch Reservierungsschlitze
Bandbreite auf der drahtlosen Kommunikationsver-
bindung 16. Unter den drahtlosen Einrichtungen 14
herrscht Konkurrenz, wenn sie versuchen, eine Re-
servierung in einem Reservierungsschlitz vorzuneh-
men, und Paketkollision kann stattfinden. Wenn eine
drahtlose Einrichtung 14 eine erfolgreiche Reservie-
rung vornimmt und der Zugriffspunkt 12 das Paket 24
ohne Kollision oder Fehler empfangt, weist der Zu-
griffspunkt 12 Bandbreite zur Datenubertragung zu
und die drahtlose Einrichtung 14 bertragt ihre Daten
auf der zugewiesenen Bandbreite ohne Kollisionsrisi-
ko. Wenn allerdings zwei oder mehr drahtlose Ein-
richtungen 14 gleichzeitig versuchen, eine Reservie-
rung in demselben Reservierungsschlitz vorzuneh-
men, kollidieren die Pakete und keine Reservierung
ist erfolgreich. Wenn dies geschieht, missen die zwei
oder mehr drahtlosen Einrichtungen 14 zuriicktreten
und eine zufallige Zeitdauer abwarten, bevor sie eine
weitere Reservierung versuchen.

[0045] In einer Ausfihrungsform tberprift die Kolli-
sionsauflésungseinrichtung 30 den Zustand von je-
dem Reservierungsschlitz, um zu entscheiden, wann
eine Kollision stattgefunden hat, und berechnet er-
neut das Backoff-Fenster in Ubereinstimmung mit ei-
nem festen Kollisionsraten-Algorithmus (FCR, Fixed
Collision Rate), um eine im Wesentlichen konstante
Kollisionsrate von 1-2/e aufrecht zu halten und da-
durch Durchsatz zu maximieren. Bei FCR halt die
Kollisionsauflésungseinrichtung 30 eine im Wesentli-
chen konstante Kollisionsrate von 0,25 aufrecht, was
relativ nah bei 1-2/e (~ 0,2642) liegt. Die Kollisions-
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auflésungseinrichtung 30 schatzt die Kollisionsrate
des Systems, indem sie entschiedet, ob eine Kollisi-
on in einem gegebenen Reservierungsschlitz stattge-
funden hat. Wenn sich mehr als 25% der Reservie-
rungsschlitze in Kollision befinden, erhéht die Kollisi-
onsauflésungseinrichtung 30 die GroRe des Back-
off-Fensters, und wenn sich weniger als 25% der Re-
servierungsschlitze in Kollision befinden, wird das
Backoff-Fenster verkleinert. Die Kollisionsauflo-
sungseinrichtung 30 sendet dem Zugriffspunkt 12
das erneut berechnete Backoff-Fenster und der Zu-
griffspunkt 12 sendet das neue Backoff-Fenster an
die abgesetzten Einrichtungen 14.

[0046] In einer weiteren Ausfuhrungsform handhabt
die Kollisionsauflésungseinrichtung 30 Datenkonkur-
renzauflésung unter Verwendung des fast optimalen
Gerechtigkeits-Algorithmus (NOF, Near optimal Fair-
ness). Wie der FCR-Algorithmus berechnet der
NOF-Algorithmus ein optimales Backoff- oder Kon-
kurrenzfenster und der Zugriffspunkt 12 rundsendet
das gemeinsam genutzte Fenster an alle um System-
bandbreite konkurrierenden Benutzer. Der NOF-AI-
gorithmus handhabt Datenkonkurrenz allerdings in
Zyklen und garantiert, dass jeder Benutzer eine er-
folgreiche Reservierung vornehmen wird, bevor der
Zyklus endet. Am Start eines Zyklus sendet der Zu-
griffspunkt 12 den Benutzern ein gemeinsam genutz-
tes Backoff- oder Konkurrenzfenster. Die Grol3e des
Fensters ist gleich der Anzahl erfolgreicher Reservie-
rungen in dem vorhergehenden Zyklus und funktio-
niert als eine Schatzung der Anzahl von konkurrie-
renden Benutzern in dem aktuellen Zyklus. Benutzer
versuchen Reservierungen in den verfligbaren Re-
servierungsschlitzen. Einige sind erfolgreich und an-
dere kollidieren. Ein neues Backoff-Fenster wird auf
der Basis der Anzahl von Benutzern berechnet, die
kollidiert sind, und die Benutzer, die kollidiert sind,
versuchen eine andere Reservierung. Der Prozess
lauft weiter, bis jeder Benutzer, der am Start des Zy-
klus um Bandbreite konkurriert hat, eine erfolgreiche
Reservierung vorgenommen hat. Benutzer, die in der
Mitte des Zyklus Bandbreite anforderten, und Benut-
zer, die friher in dem Zyklus erfolgreich Reservierun-
gen vorgenommen haben, kénnen erst wieder versu-
chen, einen Reservierungsschlitz zu reservieren,
wenn der nachste Zyklus beginnt.

[0047] Wie hier beschrieben, werden die FCR- und
NOF-Algorithmen mittels Software implementiert, die
in einem Speicher 32 gespeichert ist, wobei die Kolli-
sionsauflésungseinrichtung 30 eine zentrale Verar-
beitungseinheit 34 verwendet, um mit dem Speicher
32 zusammenzuwirken und den Algorithmus auszu-
fuhren. Es wird allerdings fir den Fachmann ohne
weiteres deutlich, dass die Computerbefehle, welche
den Algorithmus ausfihren, als Hardware, Software
oder Firmware implementiert sein kbnnen. Die Com-
puterbefehle kénnen in einen Mehrzweckcomputer,
einen Computer fir spezielle Zwecke oder jedes an-

dere programmierbare Datenverarbeitungsgerat ge-
laden werden, um eine Maschine herzustellen, so
dass die Befehle, die auf dem Computer oder einem
anderen programmierbaren Datenverarbeitungsge-
rat ausgefuhrt werden, Mittel zum Implementieren
der hier spezifizierten Funktionen schaffen.

[I. Operation

[0048] Die nachfolgenden Abschnitte beschreiben
den FCR-Algorithmus ausflihrlich, ein neues Verfah-
ren zur Kollisionsauflésung gemaR einer Ausfuh-
rungsform der vorliegenden Erfindung, und beschrei-
ben FCR im Zusammenhang mit dem drahtlosen In-
ternetzugangssystem von Fig. 1. Das offenbarte Ver-
fahren kann in vielen unterschiedlichen Systemen
implementiert werden, weil im Gegensatz zu den
Baum- und p-Persistenz-Algorithmen, der
FCR-Backoff-Algorithmus nicht erfordert, dass ein-
zelne Benutzer den Zustand von jedem anderen Ka-
nal in dem Netzwerk genau kennen. Wenigstens in
dieser Hinsicht ist die vorliegende Erfindung einem
BEB-Algorithmus ahnlicher, als es weder der Baum-
noch der p-Persistenz-Algorithmus ist. FCR vermei-
det allerdings viele der Leistungsprobleme, wie z. B.
Instabilitdt und Unterdriickungseffekt, die bei BEB
vorkommen.

[0049] Ein weiterer Unterschied zwischen FCR und
anderen beim Stand der Technik bekannten Back-
off-Algorithmen liegt darin, dass FCR jedem Benutzer
in dem Netzwerk dasselbe Backoff-Fenster zuteilt.
Dies bedeutet, dass jeder Benutzer dieselbe Chance
haben wird, Netzwerkbetriebsmittel zu erhalten, un-
abhangig davon, wie oft die Daten des Benutzers zu-
vor kollidiert sind. Demzufolge werden bei FCR die
Netzwerkbetriebsmittel gerechter gemeinsam be-
nutzt und gleichzeitig wird der bei BEB gefundene
Unterdriickungseffekt vermieden.

[0050] FCR halt einen hohen Durchsatz aufrecht,
wobei das gemeinsame genutzte Backoff-Fenster
periodisch erneut berechnet wird und den Benutzern
das neue Backoff-Fenster gesendet wird. FCR be-
rechnet das Backoff-Fenster auf der Basis von einer
oder mehreren Betriebseigenschaften des Netz-
werks. In einer Ausfiihrungsform beispielsweise be-
rechnet FCR das Backoff-Fenster erneut, um eine
Kollisionsrate aufrecht zu halten. In einer weiteren
Ausfihrungsform entspricht die Backoff-Fenstergro-
Re der Anzahl von Benutzern in dem System.

[0051] Die Erfinder der vorliegenden Erfindung ha-
ben durch Monte-Carlo Simulationstechniken ermit-
telt, dass maximaler Durchsatz in einem drahtlosen
Internetnetzwerk stattgefunden hat, wenn die Anzahl
von aktiven Benutzern in dem Netzwerk gleich der
Grole des Backoff-Fensters war. Sie haben auler-
dem herausgefunden, dass, wenn Durchsatz maxi-
miert wurde, die Kollisionsrate des Netzwerkes kon-
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stant bei 1-2/e blieb, und dass diese Kollisionsrate
konstant blieb, wenn die Anzahl von aktiven Benut-
zern in dem Netzwerk anstieg. Diese Entdeckungen
wurden mathematisch bestatigt.

[0052] Die Erfinder haben Monte-Carlo Simulatio-
nen durchgefuhrt, um Durchsatz fir eine unter-
schiedliche Anzahl von aktiven Benutzern U unter
Verwendung unterschiedlicher Backoff-Fenster (dar-
gestellt als W) zu berechnen. Es wird darauf hinge-
wiesen, dass in der nachfolgenden Erlduterung der
Simulationsergebnisse zwischen ,Benutzern" und
~aktiven Benutzern" unterschieden wird. Benutzer
werden durch das System erkannt, aber sie sind in
Ruhestellung oder konkurrieren im Ubrigen nicht um
Kanalbandbreite. Andererseits sind aktive Benutzer
diejenigen Benutzer, deren Pakete in der Warte-
schlange zur sofortigen Ubertragung warten und mit
anderen aktiven Benutzern um Kanalbandbreite kon-
kurrieren. Die Ergebnisse der aktiven Benut-
zer-Durchsatz-Simulationen sind in Fig. 2 fir U = 2,
4, 8, 16, 32, 64, 128, 256, 512 und 1024 zu sehen.
Die erste aus Fig. 2 gezogene Schlussfolgerung be-
steht darin, dass maximaler Durchsatz stattfindet,
wenn U =W (wenn die Anzahl aktiver Benutzer gleich
dem Backoff-Fenster ist). Die zweite aus Eig. 2 gezo-
gene Schlussfolgerung besteht darin, dass, sowie
sich die Anzahl aktiver Benutzer unendlich nahert,
sich der maximal erreichbare Durchsatz 1/e = 0,3679
nahert. Drittens, wenn die Anzahl aktiver Benutzer
klein ist, ist hoherer Durchsatz méglich. Fig. 2 zeigt
beispielsweise, dass, wenn zwei aktive Benutzer um
Bandbreite konkurrieren, ein Durchsatz von bis zu
0,5 erreichbar ist.

[0053] Das Kurvendiagramm in Eig. 3 ist ein weite-
res Produkt der Monte-Carlo Simulationen. Fig. 3
vergleicht die Schlitzkollisionsrate mit der Back-
off-Fenstergrofie (W) fur U = 2, 4, 8, 16, 32, 64, 128,
256, 512 und 1024. Wie hier verwendet, besteht die
Schlitzkollisionsrate aus dem Verhaltnis von Schlit-
zen, die sich in Kollision befinden, zu der gesamten
Anzahl von Schlitzen. Fig. 3 zeigt, dass die Schlitz-
kollisionsrate eine abnehmende Funktion der Back-
off-FenstergroRRe ist. Es wird darauf hingewiesen,
dass Quadrate verwendet werden, um den Wert der
Schlitzkollisionsrate an einem Punkt zu zeigen, an
dem W = U, und dass, wenn die Anzahl von aktiven
Benutzern gleich der Backoff-FenstergrofRe ist,
Schlitzkollisionen mit einer fast konstanten Rate von
1-2/e ~ 0,2642 stattfinden. Wichtig ist, dass die
Schlitzkollisionsrate fast konstant bleibt, wenn die
Anzahl von aktiven Benutzern in dem System an-
steigt.

[0054] Die folgenden Abschnitte liefern die mathe-
matische Ableitung, die den in Eig. 2 und Eig. 3 aus-
gefihrten Monte-Carlo Simulationsergebnissen zu-
grunde liegt.

[0055] Es soll n die Anzahl von aktiven Benutzern
sein. Wenn P die Wahrscheinlichkeit ist, dass ein ak-
tiver Benutzer den Reservierungsschlitz Nummer 1
auswahlen wird, wobei der aktive Benutzer zufallig
eine Zahl zwischen 1 und dem Backoff-Fenster W
auswahlt, dann ist p = 1/W. Wenn, wie hier, allen ak-
tiven Benutzern dasselbe Backoff-Fenster zugewie-
sen wird, hat die Anzahl von aktiven Benutzern, die
Konkurrenzschlitz 1 auszuwahlen, eine binominale
Verteilung mit Parametern p und n, so dass:

P,=(1-p)"= Wabhrscheinlichkeit, dass kein Be-
nutzer Reservierungsschlitz eins
auswahlt, und
Wahrscheinlichkeit, dass ein Be-

P, =np(1-p)"’
= nutzer Reservierungsschlitz 1
auswahlt.

[0056] Weil Durchsatz stattfindet, wenn ein einziger
aktiver Benutzer der einzige aktive Benutzer ist, der
zuféllig einen speziellen Reservierungsschlitz aus-
sucht, kann die Wahrscheinlichkeit von Durchsatz
ausgedriickt werden als P, = np(1 - p)™'. In dieser
Gleichung ist P, eine unimodale Funktion in p und
weist einen Spitzenwert von P, = (1 — 1/n)™" auf,
wenn p = 1/n. Durchsatz wird danach maximiert,
wenn das Backoff-Fenster gleich der Anzahl von ak-
tiven Benutzern ist und, wenn n sich unendlich na-
hert, ist P, = (1 = 1/n)"" > 1/e.

[0057] Die andere Seite der Gleichung sieht so aus,
dass eine Kollision stattfindet, wenn mehr als ein ak-
tiver Benutzer denselben Reservierungsschlitz wahlt,
um eine Reservierung vorzunehmen. Die Wahr-
scheinlichkeit, dass eine Kollision stattfindet (Kollisi-
onswabhrscheinlichkeit C) kann ausgedrickt werden
als:
C=1-Py=P,=1-(1-p)"=np(1-p)~'=1-(1-p)"’
(1+(n-"1)p).

[0058] Es ist anzumerken, dass, wenn sich die An-
zahl von aktiven Benutzern unendlich nahert, sich die
Kollisionswahrscheinlichkeit 1-2/e ~ 0,2624 nahert.
Dariber hinaus, wenn der Durchsatz maximiert wird,
das heil’t, wenn W = U und p = 1/n, ndhert sich die
Kollisionswahrscheinlichkeit fur alle n Werte 1-2/e
und kann dargestellt werden als:

Co=1-(1- 1/n)™"(2 - 1/n), wobei C,, die Kollisions-
wahrscheinlichkeit bei maximalem Durchsatz ist.

[0059] Die vorstehende Simulation und mathemati-
sche Analyse zeigen, dass maximaler Durchsatz
stattfindet, wenn die Backoff-Fenstergrdfie gleich der
Anzahl von aktiven Benutzern in dem System ist und,
wenn dieser Zustand von maximalem Durchsatz er-
reicht ist, Paketkollisionen mit einer konstanten Rate
von 1-2/e stattfinden.
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[0060] In der Praxis bieten wenige Systeme die
Méoglichkeit, entweder die Anzahl von aktiven Benut-
zern oder die Schlitzkollisionsrate zu verfolgen. Die
Erfinder hatten die Absicht, einen neuen Backoff-Al-
gorithmus zu entwickeln, welcher kein intelligentes
System verlangt, das bedeutet ein System mit voll-
standiger Kenntnis (Frei, Erfolg, Kollision) iber den
Zustand fur jeden Kanal in dem System. Zu diesem
Zweck entwickelten sie den FCR-Algorithmus, wel-
cher die Schlitzkollisionsrate genau unter Verwen-
dung von Kanalzustandsinformationen schatzt, die in
jedem zentral gesteuerten System verflgbar sind.
FCR berechnet danach dynamisch das Back-
off-Fenster erneut, um eine geschatzte Kollisionsrate
von ungefahr 1-2/e ~ 0,2642 aufrecht zu halten. Dies
wiederum stellt sicher, dass das System bei maxima-
lem Durchsatz funktioniert.

[0061] Eine Ausfuhrungsform des Verfahrens ge-
malR der vorliegenden Erfindung wird in den folgen-
den Abschnitten ausflhrlich beschrieben. Die Aus-
fuhrungsform wird als ein drahtloses Internetzu-
gangssystem beschrieben, aber die Fachleute wer-
den ohne weiteres erkennen, dass FCR in jeder ge-
meinsam benutzten Netzwerkumgebung verwendet
werden kann, die Zeitschlitz- und Zeitteilungsproto-
kolle verwendet.

[0062] Bei der beschriebenen Ausflihrungsform
wird mindestens nach jedem vierten Reservierungs-
schlitz ein neues Backoff-Fenster rundgesendet. Die-
se vier Reservierungsschlitze werden hier als Reser-
vierungsereignislange bezeichnet. Die Reservie-
rungsereignislange ist die Anzahl von Reservie-
rungsschlitzen, die durch FCR verwendet wird, um
die Schlitzkollisionsrate zu schatzen. Es werden vier
Reservierungsschlitze verwendet, weil 0,25 relativ
nahe an der Zielschlitzkollisionsrate von 1-2/e ~
0,2642 liegt. Es wird allerdings fiir die Fachleute ohne
weiteres deutlich, dass die Reservierungsereignis-
lange angepasst werden kann, um die Schlitzkollisi-
onsrate genauer zu schatzen oder um haufiger Back-
off-Fenster rundzusenden. Wahrend ein Anstieg der
Grole der Reservierungsereignislange eine genaue-
re Kollisionsratenschatzung zur Verfiigung stellt, be-
deutet eine grofRere Ereignislange, dass das Back-
off-Fenster weniger haufig angepasst wird. Simulati-
onsergebnisse zeigen, dass Verwendung anderer
Reservierungsereignislangen die Leistung beein-
flusst; allerdings waren Anstiege beim Durchsatz mi-
nimal.

[0063] Fig. 4 ist ein Ablaufdiagramm, das zusam-
menfasst, wie FCR den Reservierungschlitz- und
Kollisionszahler verwendet, um die Schlitzkollisions-
rate zu schatzen und um das Backoff-Fenster dyna-
misch anzupassen, das allen drahtlosen Einrichtun-
gen 14 (aktiven Benutzern) rundgesendet wird.

[0064] Unter Bezugnahme auf Fig.1 und Fig. 4

wird in Schritt 100 ein Start-Backoff-Fenster eingelei-
tet. Haufig wird ein Anfangs-Backoff-Fenster von eins
verwendet. In Schritt 102 werden ein Reservierungs-
schlitzzahler und eine Kollisionszahler auf Null ge-
stellt. Der Reservierungsschlitzzahler verfolgt die ge-
samte Anzahl von Reservierungsschlitzen und der
Kollisionszahler verfolgt die Anzahl von Reservie-
rungschlitzen, die zu Kollision fuhrten. Wie schon er-
lautert, ist ein Reservierungschlitz ein Teil eines Da-
tenkanals, der durch die drahtlosen Einrichtungen 14
verwendet wird, um Bandbreite in dem Kanal zu re-
servieren. Sobald eine drahtlose Einrichtung 14 eine
erfolgreiche Reservierung vorgenommen hat, weist
der Zugriffspunkt 12 Bandbreite flir die Datentbertra-
gung zu und die drahtlose Einrichtung 14 verwendet
die Bandbreite, um Daten netzaufwarts zu dem Zu-
griffspunkt 12 zu ubertragen. Kollisionen finden in
dem Reservierungschlitz statt, wenn zwei oder mehr
drahtlose Einrichtungen 14 versuchen, denselben
Reservierungsschlitz gleichzeitig zu reservieren.

[0065] Sobald das Backoff-Fenster eingeleitet ist
und der Reservierungs- und Kollisionszahler auf Null
gestellt sind, rundsendet der Zugriffspunkt 12 den
drahtlosen Einrichtungen 14 (Schritt 104) das Back-
off-Fenster und wartet auf den nachsten Reservie-
rungschlitz (Schritt 106).

[0066] Wenn der Reservierungsschlitz eintrifft, wird
der Reservierungszahler um eins erhodht (Schritt
108), und es wird eine Entscheidung getroffen, ob
eine Kollision in dem Reservierungschlitz stattgefun-
den hat. Zahlreiche Verfahren zum Erkennen von
Kollisionen sind den durchschnittlichen Fachleuten
bekannt und eine umfassende Ubersicht (iber diese
Verfahren Ubersteigt den Umfang dieses Dokuments.
Im Fazit, wenn der Zugriffspunkt 12 verstimmelte
Daten oder andere fehlerhafte Daten empfangt,
nimmt FCR an, dass eine Paketkollision stattgefun-
den hat, und erhéht den Kollisionszahler um 1 (Schritt
112).

[0067] Der Zugriffspunkt 12 rundsendet erst dann
ein neues Backoff-Fenster, wenn eine ausreichende
Anzahl von Reservierungsschlitzen empfangen wor-
den ist, um die Schlitzkollisionsrate zu schatzen. In
dieser Ausfihrungsform betragt die Reservierungs-
ereignislange vier; demzufolge wird, wenn der Reser-
vierungszahler vier nicht erreicht hat (Schritt 116),
FCR zu Schritt 106 zurtickkehren und auf das Eintref-
fen des nachsten Reservierungsschlitzes warten.
Eine Ausnahme zu dieser Regel findet statt, wenn die
Backoff-FenstergroRe kleiner als die Reservierungs-
ereignislange (Schritt 114) ist. Wenn in dieser Aus-
fuhrungsform das Backoff-Fenster kleiner als 4 ist
und der Reservierungszahler kleiner als das Back-
off-Fenster ist, kehrt FCR zu Schritt 106 zurtick und
wartet auf die nachste Reservierung (Schritt 118).
Wenn allerdings das Backoff-Fenster kleiner als vier
ist (Schritt 114) und der Reservierungszahler gleich
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dem Backoff-Fenster ist (Schritt 118), schatzt FCR
die Schlitzkollisionsrate, berechnet ein neues Back-
off-Fenster (Schritt 120) und der Zugriffspunkt 12
rundsendet das neue Backoff-Fenster.

[0068] Fig. 5 ist ein Ablaufdiagramm, das ein an-
schauliches Verfahren des Betriebs von FCR zeigt,
der die Schlitzkollisionsrate schatzt und diese Schat-
zung verwendet, um ein neues Backoff-Fenster ge-
maR einer Ausfiuhrungsform der vorliegenden Erfin-
dung zu berechnen. Wie schon erklart, findet die
Schatzung und die Backoff-Fensterberechnung
(Schritt 130) statt, wenn entweder: a) der Reservie-
rungszahler die Reservierungsereignislange erreicht,
oder b) das Backoff-Fenster kleiner als die Reservie-
rungsereignislange ist und der Reservierungszahler
gleich dem Backoff-Fenster ist.

[0069] In Schritt 132 Uberprift FCR die Grolke des
Backoff-Fensters. Ein Backoff-Fenster von eins be-
deutet, dass der Zugriffspunkt 12 nur einen Reservie-
rungsschlitz empfangen hat, seit das letzte Back-
off-Fenster rundgesendet wurde. In Schritt 134 Gber-
pruft FCR den Kollisionszahler, um herauszufinden,
ob eine Kollision in dem einzigen Reservierungs-
schlitz, der empfangen worden ist, stattgefunden hat.
Wenn keine Kollision stattgefunden hat, geht FCR zu
Schritt 200 weiter und der Zugriffspunkt 12 rundsen-
det den drahtlosen Einrichtung 14 dasselbe Back-
off-Fenster (Grolke eins). Wenn andererseits eine
Kollision stattgefunden hat (Kollisionszahler ist gleich
zwei), erhdht FCR das Backoff-Fenster auf zwei
(Schritt 136) oder der Zugriffspunkt 12 rundsendet
ein groleres Backoff-Fenster (Schritt 200).

[0070] Wenn das Backoff-Fenster grofRer als eins
ist, aber kleiner als vier (Schritt 138), geht FCR zu
Schritt 140 weiter. In Schritt 140 weist der Reservie-
rungschlitzzahler einen Wert von entweder zwei oder
drei auf und FCR Uberprift den Kollisionszahler, um
zu entscheiden, wie viele Kollisionen in diesen Schlit-
zen stattgefunden haben. Haben Null Kollisionen
stattgefunden, wird das Backoff-Fenster auf eins ge-
setzt (Schritt 142) und wird rundgesendet (Schritt
200). Wenn eine Kollision stattgefunden hat (Schritt
144), wird das Backoff-Fenster nicht verandert und
wird erneut rundgesendet (Schritt 200). Wenn
schliellich mehr als eine Kollision stattgefunden hat,
wird das Backoff-Fenster auf vier gesetzt (Schritt
146) und wird rundgesendet (Schritt 200).

[0071] In dieser Ausflihrungsform erreicht FCR
Schritt 148, wenn die Grofle des Backoff-Fensters
gréRer als oder gleich vier ist (Reservierungsereig-
nislange). Dies bedeutet, dass vier Reservierung-
schlitze stattgefunden haben, seitdem das letzte
Backoff-Fenster rundgesendet wurde. In Schritt 148
Uberprift FCR den Kollisionszahler, um zu entschei-
den wie viele Kollisionen stattgefunden haben. Hat es
keine Kollisionen gegeben, setzt FCR die GroRRe des

Backoff-Fensters um eins zurtick (Schritt 150) und
rundsendet das kleinere Backoff-Fenster (Schritt
200). Wenn eine einzige Kollision stattgefunden hat
(Schritt 152), wird das Backoff-Fenster nicht veran-
dert und wird erneut rundgesendet (Schritt 200).
Wenn schliellich mehr als eine Kollision stattgefun-
den hat, wird das Backoff-Fenster um eins erhoht
(Schritt 154) und wird rundgesendet (Schritt 200).

[0072] Fig. 6 ist ein Ablaufdiagramm, das FCR vom
Standpunkt einer der mehreren drahtlosen Einrich-
tungen 14 darstellt. In Schritt 300 empfangt eine
drahtlose Einrichtung 14 ein Backoff-Fenster. In
Schritt 302 fangt die drahtlose Einrichtung 14 an, auf
einen Reservierungsschlitz zu warten (Zugang zu
dem Kanal). Wird ein Reservierungsschlitz ge-
wulinscht, wartet die drahtlose Einrichtung 14 weiter,
bis ein Schlitz eintrifft (Schritt 306). Sobald der Reser-
vierungschlitz eintrifft, geht FCR zu Schritt 308 weiter.
In Schritt 308 wahlt die drahtlose Einrichtung 14 zu-
fallig eine Zahl (k) zwischen eins und der Gréfe des
Backoff-Fensters aus. Wenn beispielsweise die Gro-
Re des Backoff-Fensters zwei ist, wird die Zufallsaus-
wahl entweder eins oder zwei sein. Die Zufallszahl
identifiziert, welchen der nachsten Reservierungs-
schlitze die drahtlose Einrichtung 14 verwenden wird,
um eine andere Reservierung zu versuchen. In
Schritt 310 entscheidet FCR, ob die in Schritt 308
ausgewahlte Zufallszahl groRer als vier ist (Reservie-
rungsereignislange). Wenn die Zufallszahl gréRer als
vier ist, wird die drahtlose Einrichtung 14 keine Re-
servierung versuchen, sondern wird auf das nachste
Backoff-Fenster (Schritt 312) warten. Wenn das
nachste Backoff-Fenster eintrifft (Schritt 314), geht
die drahtlose Einrichtung 14 zu Schritt 300 zurick.

[0073] Wenn die in Schritt 310 ausgewahlte Zufalls-
zahl kleiner als vier ist, dann geht FCR zu Schritt 316
weiter und die drahtlose Einrichtung 14 wartet auf
den Reservierungsschlitz, welcher der zufallig aus-
gewahlten Zahl (Schritt 318) entspricht. Wenn der zu-
fallig ausgewahlte Reservierungsschlitz eintrifft, ver-
sucht die drahtlose Einrichtung 14 eine Reservierung
in dem Reservierungsschlitz (Schritt 320) vorzuneh-
men. Die Reservierung ist erfolgreich, wenn die
drahtlose Einrichtung 14 die einzige Einrichtung ist,
die eine Reservierung in dem bestimmten Reservie-
rungsschlitz versucht. Allerdings scheitert die Reser-
vierung und eine Kollision findet statt, wenn zwei oder
mehr drahtlose Einrichtungen 14 eine Reservierung
in demselben Reservierungsschlitz versuchen. Wenn
die Reservierung erfolgreich ist, wird der drahtlosen
Einrichtung 14 Kanalbandbreite zur Datenubertra-
gung (Schritt 324) zugeteilt. Sobald die Zuteilung er-
folgt ist, Ubertragt die drahtlose Einrichtung 14 die
Daten in der Warteschlange. Wenn die Datenubertra-
gung abgeschlossen ist, endet FCR bis zur nachsten
Kollision (Schritt 326). Sollte FCR in Schritt 322 ent-
scheiden, dass der Reservierungsversuch von
Schritt 320 gescheitert ist, geht die drahtlose Einrich-
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tung 14 zu Schritt 312 weiter und wartet auf das
nachste Backoff-Fenster.

[0074] Die Vorrichtung und das Verfahren gemaf
der vorliegenden Erfindung stellen einen Backoff-Al-
gorithmus zur Verfliigung, der anderen beim Stand
der Technik bekannten Backoff-Algorithmen in vieler
Hinsicht Uberlegen ist. Im Gegensatz zu Baum- und
p-Persistenz-Algorithmen erfordert FCR nicht, dass
das Netzwerk genaue Kenntnis tber die drei mogli-
chen Zustande (Frei, Kollision Erfolg) fur jeden Kanal
in dem Netzwerk hat. Als ein Ergebnis kann FCR re-
lativ einfach und mit geringem Aufwand implemen-
tiert werden und ist zur Implementierung in Netzwer-
ken verfugbar, welche die bei dem Baum- und p-Per-
sistenz-Algorithmus erforderliche Riickmeldung nicht
zur Verfligung stellen.

[0075] Auch gegeniber BEB bietet FCR Vorteile.
Das Kurvendiagramm in Fig. 7 vergleicht die durch-
schnittliche Paketverzégerung von FCR und BEB.
Die Ankunftszeit wie hier verwendet, misst, wie hau-
fig aktive Benutzer Reservierungen versuchen. Eine
niedrige Ankunftszeit bedeutet, dass aktive Benutzer
aggressiv Kanalbetriebsmittel anfordern und, dass
demzufolge wenige Reservierungsschlitze ohne ei-
nen Reservierungsversuch vorbeigehen. Im Gegen-
satz dazu bedeutet eine héhere Ankunftszeit, dass
aktive Benutzer nicht so haufig Reservierungen ver-
suchen, und dass eine im Verhaltnis gréRere Anzahl
von Reservierungenschlitzen zwischen Reservie-
rungsversuchen durchgeht.

[0076] Fig. 7 zeigt, dass FCR eine kleinere durch-
schnittliche Paketverzdgerung bei den meisten Ver-
kehrsmustern und Systemlasten aufweist. Die einzi-
ge Ausnahme findet statt, wenn es wenige aktive Be-
nutzer in dem System gibt (4 U 64) und die wenigen
Benutzer, die aktiv sind, aggressiv Bandbreite zu er-
langen suchen (durchschnittliche Ankunftszeit = 2
Schlitze). Unter diesen eingeschrankten Bedingun-
gen erscheint es, als ob BEB eine niedrigere durch-
schnittliche Paketverzdégerung aufweist als FCR. Al-
lerdings werden die erfolgreichen Ubertragungen, die
in BEB unter diesen Bedingungen stattfinden, durch
den Unterdriickungseffekt dominiert. Was unter die-
sen Bedingungen passiert, ist, dass wenige Benutzer
mit wenig Kollision Ubertragen und, dass viel mehr
Benutzer ansteigende Backoff-FenstergroRen erfah-
ren.

[0077] Fig. 7 zeigt auBerdem, dass der Unterschied
bei durchschnittlicher Paketverzégerung zwischen
FCR und BEB mit einem Ansteigen der Anzahl von
aktiven Benutzern ansteigt. Der Leistungsvorteil von
FCR steigt demzufolge an, wenn die Anzahl von ak-
tiven Benutzern ansteigt. Wenn es beispielsweise
1024 Benutzer gibt, betragt die schlechteste durch-
schnittliche Paketverzégerung von FCR 2780 Schlit-
ze, wahrend der beste Fall bei BEB 6177 Schlitze be-

tragt.

[0078] Fig. 8 zeigt die Unterschiede bei standard-
maRiger Verzoégerungsabweichung zwischen FCR
und BEB. Die standardmafige Verzégerungsabwei-
chung entscheidet, wie gerecht das System die akti-
ven Benutzer die Kanalbandbreite gemeinsam be-
nutzen lasst. Eine geringe standardmaRige Verzoge-
rungsabweichung impliziert, dass Pakete ungefahr
dieselbe Zeitdauer warten, bis sie erfolgreich tbertra-
gen werden, und dass demzufolge Bandbreite von
konkurrierenden Benutzern auf gerechtere Weise ge-
meinsam benutzt wird. Eine grol’e standardmafige
Verzdgerungsabweichung impliziert andererseits,
dass Bandbreite von den konkurrierenden Benutzern
nicht gleichmaflig gemeinsam benutzt wird. Wenn
demzufolge Unterdrickungseffekt vorliegt, findet
eine grofe Standardabweichung statt, weil einige der
Pakete mit einer geringen Kollisionswahrscheinlich-
keit Ubertragen werden, wahrend andere Pakete zu-
nehmend groflere Backoff-Fenster haben und eine
geringere Wahrscheinlichkeit erfolgreicher Ubertra-

gung.

[0079] Wie vorstehend unter Bezugnahme auf
Fig. 7 erlautert, zeigten Simulationen, dass FCR un-
ter fast allen Systembedingungen eine niedrigere
durchschnittliche Paketverzdégerung aufweist als
BEB. Die einzige Ausnahme findet bei einer kleinen
Anzahl von aktiven Benutzern statt, die aggressiv um
Bandbreite konkurrieren. Eig. 8 enthillt die Grinde
fur die niedrigere durchschnittliche Paketverzdge-
rung von BEB unter diesen besonderen Bedingun-
gen. Gibt es wenige aggressiv um Bandbreite kon-
kurrierende Benutzer, weist BEB eine sehr grolie
standardmaRige Verzégerungsabweichung auf. Dies
bedeutet, dass die niedrigere durchschnittliche Pa-
ketverzdgerung unter diesen beschrankten Bedin-
gungen das Ergebnis von Unterdrickungseffekt ist.
Die Figur zeigt, dass FCR unter denselben Bedingun-
gen eine viel niedrigere standardmaflige Verzoge-
rungsabweichung aufweist als BEB, und demzufolge
keinen Unterdrickungseffekt erfahrt. Eig. 8 zeigt wei-
terhin, dass FCR ferner eine niedrigere standardma-
Rige Verzogerungsabweichung aufweist, wenn die
Anzahl von aktiven Benutzern ansteigt und FCR
demzufolge die Systembetriebsmittel auf eine bedeu-
tend gerechtere Weise konstant gemeinsam benut-
zen lasst.

[0080] Fig.9 vergleicht Durchsatz fir FCR und
BEB. Diese Figur zeigt, dass der Unterdriickungsef-
fekt verursacht, dass BEB einen viel hdheren Durch-
satz bei der beschrankten Bedingung aufweist, wenn
es wenige aktive Benutzer gibt, die aggressiv Band-
breite zu erlangen suchen. In allen anderen Fallen
weist FCR einen hdheren Durchsatz als BEB auf
oder es besteht ein geringfiigiger Unterschied. Be-
merkenswerterweise halt FCR einen Durchsatz von
1/e ~ 0,3679 unabhangig von der Anzahl von aktiven
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Benutzern in dem Netzwerk aufrecht.

[0081] Als Zusammenfassung der ausfihrlichen
Beschreibung des FCR-Algorithmus wird darauf hin-
gewiesen, dass es fur die Fachleute offensichtlich ist,
dass viele Abwandlungen und Modifikationen an der
bevorzugten Ausfihrungsform vorgenommen wer-
den kénnen, ohne im Wesentlichen von den Grund-
satzen der vorliegenden Erfindung abzuweichen. Es
ist vorgesehen, dass diese Abwandlungen und Modi-
fikationen innerhalb des Umfangs der vorliegenden
Erfindung, wie in den beigefligten Anspriichen aus-
gefihrt, eingeschlossen sind. Weiterhin ist vorgese-
hen, dass in den nachfolgenden Anspriichen, die
Strukturen, Materialien, MaBnahmen und Entspre-
chungen aller Mittel oder Schritt- und Funktionsele-
mente, jegliche Strukturen, Materialien oder Maf-
nahmen zum Durchfiihren ihrer genannten Funktio-
nen mit einschlielen.

lll. Alternative Ausfihrungsform

[0082] In den nachfolgenden Abschnitten wird aus-
fuhrlich die Operation des NOF-Algorithmus be-
schrieben, einer alternativen Ausfihrungsform der
vorliegenden Erfindung. Ahnlich wie der FCR-Algo-
rithmus kann NOF in einer Vielzahl von Systemen im-
plementiert werden, weil nicht erforderlich ist, dass
einzelne Benutzer den Zustand von jedem anderen
Kanal in dem Netzwerk genau kennen. Daruber hin-
aus vermeidet NOF viele der Leistungsprobleme, wie
Instabilitdét und Unterdriickungseffekt, die bei ande-
ren, beim Stand der Technik bekannten Konkurren-
zaufldsungsalgorithmen vorkommen. NOF ist aul3er-
dem FCR insofern ahnlich, dass er allen konkurrie-
renden Benutzern ein gemeinsam genutztes Backoff-
oder Konkurrenzfenster zuweist, wodurch er allen
Benutzern garantiert, dass sie dieselbe Chance ha-
ben, Netzwerkbetriebsmittel zu erhalten, unabhangig
davon, wie viele Male der Benutzer zuvor kollidiert ist,
wahrend er versuchte Bandbreite zu reservieren.
NOF ist weitergehend, indem er in Zyklen funktioniert
und sicherstellt, dass im Allgemeinen jeder Benutzer
eine erfolgreiche Reservierung vornehmen wird, be-
vor der nachste Zyklus beginnt.

[0083] In einer bevorzugten Ausfihrungsform endet
ein Zyklus erst dann, wenn jeder Benutzer eine er-
folgreiche Reservierung vorgenommen hat. In dieser
Ausfiuhrungsform wird ein Zyklus durch den Zugriffs-
punkt 12 eingeleitet und zeigt den Benutzern an,
dass sie versuchen kdnnen, Bandbreite zu reservie-
ren. Benutzer, die zu Beginn des Zyklus zum Ubertra-
gen bereit sind, werden wahrend des Zyklus Reser-
vierungsversuche vornehmen, wahrend Benutzer,
die am Start eines Zyklus nicht zum Ubertragen be-
reit sind, bis zu dem nachsten Zyklus warten mussen,
um Bandbreite zu reservieren. Wenn ein Zyklus vor-
anschreitet, werden einige Benutzer typischerweise
erfolgreiche Reservierungsversuche vernehmen und

andere werden kollidieren. Weil neue Benutzer erst
zum Start des nachsten Zyklus um Bandbreite kon-
kurrieren kdnnen, nimmt mit fortschreitendem Zyklus
die Anzahl von Benutzern ab, die Reservierungen
versuchen, und es besteht fir Benutzer, die zuvor
kollidiert sind, eine gréRere Wahrscheinlichkeit,
Bandbreite zu reservieren. Der Zyklus endet erst,
wenn jeder Benutzer erfolgreich Bandbreite reser-
viert hat. Demzufolge werden die Zykluslangen sehr
wahrscheinlich unterschiedlich sein. Wenn wenige
Benutzer um Betriebsmittel konkurrieren, kann ein
Zyklus sehr kurz sein. Sobald aber die Anzahl von
Benutzern ansteigt, die aktiv um Netzwerkbetriebs-
mittel konkurrieren, steigt die Lange des Zyklus eben-
falls an.

[0084] Fig. 10 ist ein Ablaufdiagramm, welches den
Betrieb einer Ausflihrungsform des NOF-Algorithmus
gemal der vorliegenden Erfindung beschreibt. Ein
Start-Backoff-Fenster wird in Schritt 400 eingeleitet.
In Schritt 402 werden der Reservierungsschlitzzah-
ler, der Zahler erfolgreicher Reservierungen und der
Kollisionszahler auf Null gestellt. In Schritt 404 rund-
sendet der Zugriffspunkt 12 den Start eines neuen
Zyklus. In einer bevorzugten Ausfiihrungsform stellt
der Zugriffspunkt 12 ein dediziertes Bit in den Over-
head der Mitteilung, die an die Benutzer gesendet
wird, um den Start des Zyklus anzuzeigen. Es wird al-
lerdings fur den normalen Fachmann ohne weiteres
offensichtlich sein, dass es zahlreiche andere Wege
fur den Zugriffspunkt 12 gibt, um die Benutzer davon
zu unterrichten, dass ein neuer Zyklus gestartet wur-
de.

[0085] Am Start des Zyklus rundsendet der Zugriffs-
punkt 12 den drahtlosen Einrichtungen 14 (Schritt
406) ein Anfangs-Backoff-Fenster und wartet auf ei-
nen Reservierungsschlitz (Schritt 408). Wenn ein Re-
servierungsschlitz eintrifft, wird der Reservierungs-
zahler um eins erhéht (Schritt 410), und es wird eine
Entscheidung getroffen, ob eine Kollision in dem Re-
servierungschlitz stattgefunden hat (Schritt 412). Hat
eine Kollision stattgefunden, dann wird der Reservie-
rungszahler um eins erhoht (Schritt 414). Wenn keine
Kollision stattgefunden hat, dann wird eine Entschei-
dung dariber getroffen, ob eine erfolgreiche Reser-
vierung in dem Reservierungenschlitz eingetroffen ist
(Schritt 416). Wenn eine Reservierung erfolgreich
war, wird der Reservierungszahler um eins erhoht
(Schritt 418).

[0086] Als nachstes bestimmt der Algorithmus, ob
zusatzliche Reservierungenschlitze eintreffen, das
heifl3t, ob der Reservierungsschlitzzahler gleich dem
Backoff-Fenster ist (Schritt 420). Wenn der Reservie-
rungsschlitzzahler nicht gleich dem Backoff-Fenster
ist, geht der Algorithmus zu Schritt 408 zuriick, um
auf den nachsten Reservierungsschlitz zu warten.
Wenn der letzte Reservierungsschlitz eingetroffen ist,
dann geht das System zu Schritt 422 weiter.
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[0087] In Schritt 422 bestimmt der Algorithmus, ob
jeder Benutzer erfolgreich eine Reservierung vorge-
nommen hat. Haben keine Kollision stattgefunden
(Kollisionszahler gleich Null), ist der aktuelle Zyklus
abgeschlossen und das Backoff-Fenster fir den
nachsten Zyklus wird so eingestellt, dass es gleich
der Anzahl von erfolgreichen Reservierungen ist, die
in dem aktuellen Zyklus stattgefunden haben (Schritt
424). Als Alternative, wenn der Algorithmus in Schritt
422 bestimmt, dass der aktuelle Zyklus nicht abge-
schlossen ist (Kollisionszahler ist groRer als Null),
dann wird der Kollisionszahler auf Null zurtickgesetzt
(Schritt 426), ein neues Backoff-Fenster wird berech-
net (Schritt 428), und der Algorithmus geht zu Schritt
406 zuruck, in welchem den Benutzern das neue
Backoff-Fenster rundgesendet wird.

[0088] In den folgenden Abschnitten wird erlautert,
wie das neue Backoff-Fenster im Schritt 428 berech-
net wird. Die Anzahl von Kollisionen, die in dem vor-
hergehenden Backoff-Fenster stattgefunden hat, be-
stimmt die Grolke des neuen Backoff-Fensters. Das
neue Backoff-Fenster wird insbesondere unter Ver-
wendung der folgenden Formel berechnet:

[0089] W = Ceil (N.*2,3922), wobei W die Gréle
des neuen Backoff-Fensters ist, N, die Anzahl von
Kollisionen ist, die stattgefunden haben, seit dem das
letzte Backoff-Fenster rundgesendet wurde, und Ceil
(x) die kleinste ganze Zahl ist, welche gleich oder gro-
Rer als x ist.

[0090] In dieser Formel stellt der Wert 2,3922 die
Anzahl von Benutzern dar, die, als Mittelwert, an ei-
ner Kollision beteiligt waren, wenn sich die Anzahl
von Benutzern in einem System unendlich nahert.
Wie vorstehend in Kapitel Il beschrieben, nahert sich
der maximale Durchsatz eines Systems 1/e = 0,3679,
wenn sich die Anzahl von Benutzern unendlich na-
hert. Wenn unter diesen Bedingungen maximaler
Durchsatz erreicht wird, kommen unbelegte Schlitze
mit einer Wahrscheinlichkeit von 1/e vor und Kollisio-
nen finden mit einer Wahrscheinlichkeit von 1-2/e =
0,2642 statt. Und die durchschnittliche Anzahl von
Benutzern, die an einer Kollision beteiligt waren, ist
gleich (1-Durchsatz)/(Kollisionswahrscheinlichkeit) =
2,3922.

[0091] Fig. 11 ist ein Ablaufdiagramm, das eine
Ausfuhrungsform von NOF gemal der vorliegenden
Erfindung vom Standpunkt von einer der mehreren
drahtlosen Einrichtungen 14 aus darstellt. In Schritt
500 wartet eine drahtlose Einrichtung 14 mit einem
Datenpaket 22 in ihrer Ubertragungswarteschlange
20 darauf, dass ein neuer Zyklus beginnt. Um zu ga-
rantieren, dass jede drahtlose Einrichtung 14 erfolg-
reich innerhalb eines gegebenen Zyklus ubertragen
wird, kann eine drahtlose Einrichtung 14, die kein Da-
tenpaket 22 in ihrer Ubertragungswarteschlange 20
am Start des Zyklus hatte, erst beim Start des folgen-

den Zyklus versuchen, einen Reservierungsschlitz zu
reservieren.

[0092] Sobald ein neuer Zyklus beginnt, empfangt
die drahtlose Einrichtung 14 ein Anfangs-Back-
off-Fenster (Schritt 502). Wie vorstehend erlautert, ist
die GroRRe des Anfangs-Backoff-Fensters gleich der
Anzahl von erfolgreichen Reservierungen, die in dem
vorhergehenden Zyklus stattgefunden haben, und
dient als eine Schatzung der Anzahl von Benutzern,
die aktuell um Systembetriebsmittel konkurrieren. In
Schritt 504 wahlt die drahtlose Einrichtung 14 zufallig
eine Zahl (k) zwischen eins und der GréRe des Back-
off-Fensters aus. Wenn beispielsweise die Grole
des Backoff-Fensters zwei betragt, dann wird die zu-
fallig ausgewahlte Zahl entweder eins oder zwei sein.
Die Zufallszahl identifiziert welchen der nachsten Re-
servierungsschlitze die drahtlose Einrichtung 14 ver-
wenden wird, wenn sie versucht, einen Reservie-
rungsschlitz zu reservieren.

[0093] In Schritt 506 wartet die drahtlose Einrich-
tung 14 auf den Reservierungenschlitz, welcher der
zufallig ausgewahlten Zahl (k) entspricht. Wenn der
zufallig ausgewahlte Reservierungsschlitz eintrifft,
versucht die drahtlose Einrichtung 14, eine Reservie-
rung in dem Reservierungsschlitz (Schritt 508) vorzu-
nehmen. Die Reservierung ist erfolgreich, wenn die
drahtlose Einrichtung 14 die einzige Einrichtung ist,
die eine Reservierung in dem bestimmten Reservie-
rungsschlitz versucht. Allerdings scheitert die Reser-
vierung und Kollision findet statt, wenn zwei oder
mehr drahtlose Einrichtungen 14 eine Reservierung
in demselben Reservierungsschlitz versuchen. Wenn
die Reservierung erfolgreich ist (Schritt 510), wird der
drahtlosen Einrichtung 14 Bandbreite zur Datenlber-
tragung zugeteilt und die drahtlose Einrichtung 14
Ubertragt die Daten (Schritt 512). Sollte NOF in
Schritt 510 entscheiden, dass der Reservierungsver-
such von Schritt 508 gescheitert ist, geht die drahtlo-
se Einrichtung 14 zu Schritt 514 weiter und wartet auf
das nachste Backoff-Fenster. Der Prozess lauft wei-
ter, bis die drahtlose Einrichtung 14 eine erfolgreiche
Reservierung vornimmt und die Daten in ihrer Uber-
tragungswarteschlange 20 Ubertragt.

[0094] Die Vorrichtungen und das Verfahren gemaf}
der vorliegenden Erfindung stellen einen Backoff-Al-
gorithmus zur Verfliigung, der anderen beim Stand
der Technik bekannten Backoff-Algorithmen in vieler
Hinsicht Uberlegen ist. Im Gegensatz zu Baum- und
p-Persistenz-Algorithmen erfordert NOF nicht, dass
das Netzwerk genaue Kenntnis tUber die drei mogli-
chen Zustéande (Frei, Kollision, Erfolg) von jedem Ka-
nal in dem Netzwerk hat. Als ein Ergebnis kann NOF
relativ einfach und mit geringem Aufwand implemen-
tiert werden und ist zur Implementierung in Netzwer-
ken verfiigbar, welche die bei dem Baum- und p-Per-
sistenz-Algorithmus erforderliche Riickmeldung nicht
zur Verfligung stellen.
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[0095] Wie in Kapitel Il gezeigt, weist FCR eine viel
bessere Durchsatzleistung auf als die beim Stand der
Technik bekannten Datenkonkurrenz-Algorithmen.
Die folgenden Absatze zeigen, dass NOF auf ahnli-
che Weise den beim Stand der Technik bekannten
Konkurrenzauflésungsverfahren Uberlegen ist.

[0096] Fig. 12 vergleicht die durchschnittliche Pa-
ketverzdgerung einer Ausfiihrungsform von NOF ge-
maRk der vorliegenden Erfindung mit BEB. Die An-
kunftszeit, wie hier verwendet, misst, wie oft aktive
Benutzer Reservierungen versuchen. Eine niedrige
Ankunftszeit bedeutet, dass aktive Benutzer aggres-
siv Kanalbetriebsmittel anfordern, und dass demzu-
folge wenige Reservierungsschlitze ohne einen Re-
servierungsversuch durchgehen. Im Gegensatz da-
zu, bedeutet eine héhere Ankunftszeit, dass aktive
Benutzer nicht so haufig Reservierungen versuchen,
und dass eine relativ grofiere Anzahl von Reservie-
rungsschlitzen zwischen Reservierungsversuchen
durchgeht.

[0097] Fig. 12 zeigt, dass NOF eine kleinere durch-
schnittliche Paketverzdgerung bei den meisten Ver-
kehrsmustern und Systemlasten aufweist. Die einzi-
ge Ausnahme kommt vor, wenn es wenige aktive Be-
nutzer in dem System gibt und die wenigen Benutzer,
die aktiv sind, aggressiv Bandbreite zu erlangen su-
chen (mittlere Ankunftszeit = 2 Schlitze). Dies ent-
spricht den vorstehend erlauterten Ergebnissen be-
zuglich des FCR-Algorithmus. Unter diesen be-
schrankten Bedingungen erscheint es, als ob BEB
eine niedrigere durchschnittliche Paketverzégerung
aufweist als NOF. Allerdings werden die erfolgrei-
chen Ubertragungen, die in BEB stattfinden, durch
den Unterdrickungseffekt dominiert. Wenige Benut-
zer kénnen mit wenig Kollision Ubertragen, wahrend
andere Verzdgerungen erfahren, die durch anstei-
gende Backoff-Fenstergrofien verursacht werden.

[0098] Fig. 13 vergleicht die Unterschiede von stan-
dardmaRiger Verzdégerungsabweichung zwischen ei-
ner Ausfliihrungsform von NOF gemaR der vorliegen-
den Erfindung und BEB. Die standardmaRige Verzo-
gerungsabweichung entscheidet, wie gerecht das
System die aktiven Benutzer die Kanalbandbreite ge-
meinsam benutzen lasst. Eine geringe standardma-
Rige Verzégerungsabweichung impliziert, dass Pake-
te ungefahr dieselbe Zeitdauer warten, bis sie erfolg-
reich Ubertragen werden und, dass demzufolge
Bandbreite unter den konkurrierenden Benutzern auf
gerechtere Weise gemeinsam benutzt wird. Anderer-
seits impliziert eine groRe standardmafige Verzdge-
rungsabweichung, dass Bandbreite von konkurrie-
renden Benutzern nicht gleichmafig gemeinsam be-
nutzt wird. Wenn demzufolge ein Unterdriickungsef-
fekt vorliegt, findet eine grolRe standardmafige Ver-
zbgerungsabweichung statt, weil einige der Pakete
mit einer geringen Kollisionswahrscheinlichkeit Gber-
tragen werden, wahrend andere Pakete zunehmend

groRere Backoff-Fenster haben und eine geringere
Wabhrscheinlichkeit erfolgreicher Ubertragung.

[0099] Wie vorstehend unter Bezugnahme auf
Fig. 12 erlautert, zeigten Simulationen, dass NOF
unter fast allen Systembedingungen eine geringere
durchschnittliche Paketverzogerung aufweist als
BEB. Die einzige Ausnahme kommt bei einer kleinen
Anzahl von aktiven Benutzern vor, die aggressiv um
Bandbreite konkurrieren. Fig. 13 enthiillt die Griinde
fur die niedrigere durchschnittliche Paketverzdge-
rung von BEB unter diesen beschrankten Bedingun-
gen. Gibt es wenige aggressiv um Bandbreite kon-
kurrierende Benutzer, weist BEB eine sehr grolie
standardmaRige Verzégerungsabweichung auf. Dies
bedeutet, dass die niedrigere durchschnittliche Pa-
ketverzdgerung unter diesen beschrankten Bedin-
gungen das Ergebnis von Unterdrickungseffekt ist.
Die Figur zeigt, dass, unter denselben Bedingungen,
NOF eine viel niedrigere standardmaRige Verzdge-
rungsabweichung aufweist als BEB, und dass es
demzufolge keinen Unterdrickungseffekt erfahrt.
Fig. 13 zeigt weiterhin, dass FCR ferner eine niedri-
gere standardmafige Verzégerungsabweichung auf-
weist, wenn die Anzahl von aktiven Benutzern an-
steigt und, dass FCR demzufolge die Systembe-
triebsmittel auf eine bedeutend gerechtere Weise
konstant gemeinsam benutzen lasst.

[0100] Eig. 14 vergleicht den Durchsatz einer Aus-
fuhrungsform von NOF gemaR der vorliegenden Er-
findung und BEB. Diese Figur zeigt, dass der Unter-
driickungseffekt verursacht, dass BEB einen viel ho-
heren Durchsatz bei der beschrankten Bedingung
aufweist, wenn es wenige aktive Benutzer gibt, die
aggressiv Bandbreite zu erlangen suchen. In allen
anderen Fallen weist NOF einen héheren Durchsatz
als BEB auf oder der Unterschied ist geringflgig.

[0101] FEig. 15 bis Fig. 17 vergleichen eine Ausfih-
rungsform von NOF gemal der vorliegenden Erfin-
dung mit einem optimalen System fiir jedes der drei
Leistungsmalle: mittlere Paketverzégerung, stan-
dardmaRige Verzégerungsabweichung und Durch-
satz. Ein optimales System, so wie der Ausdruck hier
verwendet wird, ist ein System, das perfekte Kenntnis
der Anzahl von in dem System konkurrierenden Be-
nutzern zu dem Zeitpunkt hat, an dem der Zugriffs-
punkt das Backoff-Fenster rundsendet. Weil die
meisten Netzwerke in der realen Welt keine Vorstel-
lung haben, wie viele Benutzer zu einem gegebenen
Zeitpunkt um Betriebsmittel konkurrieren, verwenden
FCR und NOF Betriebsmerkmale des Netzwerks, um
die Anzahl von konkurrierenden Benutzern zu schat-
zen und die Grofle des Backoff-Fensters entspre-
chend anzupassen. Wie in den Figuren zu erkennen
ist, kommt die Leistung von NOF fir jede Leistungs-
norm einem optimalen System ziemlich nahe.

[0102] Zum Abschluss der ausfiihrlichen Beschrei-
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bung des NOF-Algorithmus wird darauf hingewiesen,
dass es fiur die Fachleute offensichtlich ist, dass viele
Abwandlungen und Modifikationen an der bevorzug-
ten Ausflhrungsform vorgenommen werden kénnen,
ohne wesentlich von den Grundsatzen der vorliegen-
den Erfindung abzuweichen. Es ist vorgesehen, dass
diese Abwandlungen und Modifikationen innerhalb
des Umfangs der vorliegenden Erfindung, wie in den
beigefligten Anspriichen ausgefihrt, eingeschlossen
sind. Weiterhin ist vorgesehen, dass in den nachfol-
genden Ansprichen, die Strukturen, Materialien,
MaRnahmen und Entsprechungen aller Mittel oder
Schritt- und Funktionselemente, jegliche Strukturen,
Materialien oder MaRnahmen zum Durchfiihren ihrer
genannten Funktionen mit einschlielen.

Patentanspriiche

1. Verfahren zur Datenkollisionsauflésung in ei-
nem gemeinsam von mehreren Benutzern benutzten
Netzwerk, gekennzeichnet durch die folgenden
Schritte:

Senden eines ersten Backoff-Fensters zu mehreren
Benutzern des Netzwerks;

Berechnen eines zweiten Backoff-Fensters auf der
zumindest teilweisen Basis einer Anzahl von Benut-
zern, die kollidiert sind, wahrend sie versuchten, wah-
rend des ersten Backoff-Fensters Netzwerkbetriebs-
mittel zu reservieren,;

Senden des zweiten Backoff-Fensters zu einem oder
mehreren der mehreren Benutzer des Netzwerks;
und

Beschranken von Netzwerkreservierungsversuchen
in dem zweiten Backoff-Fenster auf Benutzer, die kol-
lidiert sind, wahrend sie versuchten, wahrend des
ersten Backoff-Fensters Netzwerkbetriebsmittel zu
reservieren.

2. Verfahren nach Anspruch 1, bei dem weiterhin
auf der Basis einer Anzahl von Benutzern, die in ei-
nem vorherigen Backoff-Fenster kollidiert sind, nach-
folgende Backoff-Fenster berechnet und die nachfol-
genden Backoff-Fenster zu einem oder mehreren der
mehreren Benutzer des Netzwerks gesendet wer-
den.

3. Verfahren nach Anspruch 2, bei dem weiterhin
Netzwerkreservierungsversuche in den nachfolgen-
den Backoff-Fenstern auf die Benutzer beschrankt
werden, die kollidiert sind, wahrend sie versuchten,
wahrend eines vorherigen Backoff-Fensters Netz-
werkbetriebsmittel zu reservieren.

4. Verfahren nach Anspruch 1, wobei das erste
Backoff-Fenster auf der zumindest teilweisen Basis
einer Schatzung einer Anzahl von Benutzern in dem
Netzwerk berechnet wird.

5. Verfahren nach Anspruch 4, bei dem weiterhin
auf der zumindest teilweisen Basis der Anzahl von

Kollisionen, die in einem vorherigen Backoff-Fenster
stattgefunden haben, nachfolgende Backoff-Fenster
berechnet und die nachfolgenden Backoff-Fenster zu
einem oder mehreren der mehreren Benutzer des
Netzwerks gesendet werden.

6. Verfahren nach Anspruch 1 oder Anspruch 4,
bei dem weiterhin ein Zyklus mit einer beschrankten
Anzahl von Benutzern, die wahrend des Zyklus um
Netzwerkbetriebsmittel konkurrieren kdnnen, einge-
leitet wird.

7. Verfahren nach Anspruch 1 oder Anspruch 4,
wobei der Schritt des Berechnens des zweiten Back-
off-Fensters auf der zumindest teilweisen Basis der
Anzahl von Kollisionen, die in dem ersten Back-
off-Fenster stattgefunden haben, das Berechnen des
zweiten Backoff-Fensters auf der Basis des Produkts
der Anzahl von Kollisionen, die in dem ersten Back-
off-Fenster stattgefunden haben, und eines Werts
von ungefahr 2,3922 umfalit.

8. System zum Auflésen von Datenkollisionen in
einem gemeinsam benutzten Netzwerk, umfassend:
mehrere abgesetzte Einrichtungen (4); und
einen Zugriffspunkt (12), der mit den mehreren abge-
setzten Einrichtungen kommuniziert,
wobei der Zugriffspunkt weiterhin folgendes umfaf3t:
eine Vermittlung (15) zum Kommunizieren mit den
mehreren abgesetzten Einrichtungen; und
einen Sender/Empfanger (13) zum Senden von Infor-
mationen zu und zum Empfangen von Informationen
von den mehreren abgesetzten Einrichtungen; da-
durch gekennzeichnet, dal} der Zugriffspunkt weiter-
hin folgendes umfaf3t:
eine Kollisionsauflésungseinrichtung (30), die kom-
munizierfahig an den Sender/Empfanger und an die
Vermittlung angekoppelt ist, wobei die Kollisionsauf-
I6sungseinrichtung ein Anfangs-Backoff-Fenster zu
den mehreren abgesetzten Einrichtungen sendet;
wobei die Kollisionsauflésungseinrichtung als Reakti-
on auf eine Anzahl von Kollisionen in dem An-
fangs-Backoff-Fenster ein nachfolgendes Back-
off-Fenster berechnet und sendet; und
wobei die Kollisionsauflésungseinrichtung die abge-
setzten Einrichtungen, die in dem nachfolgenden
Backoff-Fenster um Netzwerkbetriebsmittel konkur-
rieren konnen, auf abgesetzte Einrichtungen be-
schrankt, die in dem Anfangs-Backoff-Fenster erfolg-
los versucht haben, Netzwerkbetriebsmittel zu reser-
vieren.

9. System nach Anspruch 8, wobei die Grof3e des
Anfangs-Backoff-Fensters auf einer Schatzung von
um Netzwerkbetriebsmittel konkurrierenden abge-
setzten Einrichtungen basiert.

10. System nach Anspruch 8, wobei das nachfol-
gende Backoff-Fenster auf der Basis eines Produkts
der Anzahl von Kollisionen, die in dem An-
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fangs-Backoff-Fenster stattgefunden haben, und ei-
nes Mittelwerts der Anzahl von an einer Kollision be-
teiligten abgesetzten Einrichtungen berechnet wird.

Es folgen 13 Blatt Zeichnungen
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