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(57) ABSTRACT 

Methods and apparatus for device virtualization and for com 
munication between network devices are described. In one 
example, all devices on a first Local Area Network (LAN1) 
which are to communicate with devices on a second Local 
Area Network (LAN2) have a virtual presence on LAN2, and 
all the devices on LAN2 which are to communicate with 
devices on LAN1 have a virtual presence on LAN1, enabling 
these devices to communicate as if they were located in the 
same LAN. In another example, a device which uses different 
networking protocols to other devices on a network is virtu 
alized on its own network, along with all the devices with 
which it communicates. In either example, the proposed Vir 
tualization technique may ensure that virtualized devices 
appear like physical devices to the other devices Such that no 
modifications of the networking protocol is necessary to 
interact with a virtualized device. 

13 Claims, 7 Drawing Sheets 
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DEVICE VIRTUALIZATION 

BACKGROUND 

Local Area Networks (LANs) allow devices connected to a 
network to communicate with each other. For example, in a 
home environment, a LAN may allow a games console 
including a screen, for example a television, to play media 
from a media server by streaming packets of video data over 
the LAN. Each packet is sent to a destination device using an 
address which is local to that LAN. 
The availability of multicast and broadcast within LANs 

enables a range of features which enhance and simplify a 
user's experience, for example allowing auto discovery of 
Universal Plug and Play (UPnP) devices and of Web Services 
Dynamic Discovery (WS-Discovery) enabled devices. Once 
devices have been discovered, they can send and receive 
packets over the LAN. These features are local to each LAN. 

There are various technologies which enable remote access 
to a LAN, for example Virtual Private Networking (VPN), 
which allows a remote device to act as part of a LAN by 
providing the remote device with some client software which 
enables it to connect to the target LAN and be part of it as if 
the device was physically located in the LAN. As long as the 
remote device is able to be reprogrammed with the VPN client 
software, VPN can be used to extend the borders of the LAN. 
The embodiments described below are not limited to 

implementations which solve any or all of the disadvantages 
of known device virtualization systems, or systems which 
link LANs. 

SUMMARY 

The following presents a simplified summary of the dis 
closure in order to provide a basic understanding to the reader. 
This summary is not an extensive overview of the disclosure 
and it does not identify key/critical elements of the invention 
or delineate the scope of the invention. Its sole purpose is to 
present some concepts disclosed herein in a simplified form 
as a prelude to the more detailed description that is presented 
later. 

Methods and apparatus for network device virtualization 
and for communication between network devices are 
described. In one example, all devices on a first Local Area 
Network (LAN1) which are to communicate with devices on 
a second Local Area Network (LAN2) have a virtual presence 
on LAN2, and all the devices on LAN2 which are to commu 
nicate with devices on LAN1 have a virtual presence on 
LAN1, enabling these devices to communicate as if they were 
located in the same LAN. In another example, a device which 
uses different networking protocols to other devices on a 
network is virtualized on its own network, along with all the 
devices with which it communicates. In either example, the 
proposed virtualization technique may ensure that virtualized 
devices appear like physical devices to the other devices Such 
that no modifications of the networking protocol is necessary 
to interact with a virtualized device. 
Many of the attendant features will be more readily appre 

ciated as the same becomes better understood by reference to 
the following detailed description considered in connection 
with the accompanying drawings. 

DESCRIPTION OF THE DRAWINGS 

The present description will be better understood from the 
following detailed description read in light of the accompa 
nying drawings, wherein: 
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2 
FIG. 1 is a schematic diagram of two linked Local Area 

Networks (LANs); 
FIG. 2 is a flow diagram of the steps in setting up virtual 

devices in the networks of FIG. 1; 
FIG. 3 is a flow diagram of the steps in sending data 

between the networks of FIG. 1; 
FIG. 4 is a schematic diagram of a network with IPv4 and 

IPv6 network devices; 
FIG. 5 is a flow diagram of the steps in setting up virtual 

devices in the network of FIG. 4; 
FIG. 6 is a flow diagram of the steps in sending data 

between the devices of the network of FIG. 4; and 
FIG. 7 illustrates an exemplary computing-based device in 

which embodiments of network devices may be imple 
mented. 

Like reference numerals are used to designate like parts in 
the accompanying drawings. 

DETAILED DESCRIPTION 

The detailed description provided below in connection 
with the appended drawings is intended as a description of the 
present examples and is not intended to represent the only 
forms in which the present examples may be constructed or 
utilized. The description sets forth the functions of the 
examples and the sequence of steps for constructing and 
operating the examples. However, the same or equivalent 
functions and sequences may be accomplished by different 
examples. 
The term legacy device as used herein means a device 

which cannot readily be upgraded, and in particular but not 
exclusively, cannot readily be reprogrammed with new client 
Software. Many consumer electronic devices can be consid 
ered as legacy devices. The term network device as used 
herein means a device which can (or does) form part of a 
LAN. 

Local Area Networks (LANs) allow devices on the net 
work to directly communicate with one another. FIG. 1 shows 
two example LANs, LAN1 100 and LAN2 102. 
LAN1 100 comprises three physical network devices: a 

printer 104, a games console 106 (e.g. an Xbox) which 
includes a screen and a Personal Computer 108. In addition, 
LAN1 100 comprises a virtual network device comprising a 
virtual media center 110. This virtual media center 110 is not 
physically present on LAN1 100 and is instead a virtualiza 
tion of a media center 114 physically located in LAN2102. As 
will be explained in greater detail below, it appears to the 
other network LAN1 devices 104,106 that the virtual media 
center 110 is physically present in LAN1 100. 
LAN2 102 also comprises three physical network devices: 

a printer 112, a media center 114 and a Personal Computer 
116. In addition, LAN2 102 comprises a virtual games con 
sole 118, which is a virtualization of the console 106 on 
LAN1 100. The computers 108, 116 both comprise a virtual 
ization module 120, 122 which allows the virtualization of 
devices which are physically present on one LAN 100,102 on 
the other LAN 100, 102. 
The process of connecting LAN1 100 to LAN2102 is now 

described with reference to the flow diagram of FIG. 2. 
First, the user of LAN1 controls his or her computer 108 to 

request a connection to LAN2 102 (block 202), for example 
over the Internet. The computer 116 of LAN2 102 responds 
with a list of the IP addresses of the network devices which the 
administrator of LAN2 102 has agreed should be virtualized, 
which in this example is the media center 114 (block 204). As 
in this example, this may not be all of the devices on LAN2 
102 as, for reasons of security or privacy, the administrator of 
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LAN2 102 may have partitioned LAN2 102 into devices that 
may be virtualized and those to which access from outside 
LAN2 102 should be prevented. This partitioning may, for 
example, be carried out on installation of the virtualization 
module 120, 122. This may comprise, for example, the virtu 
alization module 120, 122 detecting network devices through 
broadcasted packets and requesting the administrator to 
select whether or not each device should be virtualizable. 
Alternatively, or in addition, the administrator could inform 
the virtualization module 120, 122 of the presence of some or 
all of the network devices and select whether each of these 
should be virtualized (or at least be virtualizable). This 
method allows devices which do not broadcast their presence 
(for example, some electronic picture frames may typically 
fall into this category) to become known to the virtualization 
module 120, 122. 
The computer 108 of LAN1 100 responds with the 

addresses of the network devices which the administrator of 
LAN1 100 has determined should be virtualizable, in this 
example the console 106 (block 206). The addresses may 
include both data link layer addresses (e.g. Ethernet MAC 
address) and network layer addresses (e.g. IPv4 address). In 
this example, the data link layer is provided by an Ethernet 
network and the network layer address is an IPv4 address. 

In this example, the MAC addresses and IP address of the 
network devices are exchanged. As is explained in greater 
detail below, each virtualization module 120, 122 assigns a 
MAC address for the virtualized device to be used within its 
network. There are various options for this. In one example, a 
virtualization module 120, 122 assigns the MAC address of 
the computer 108, 116 on which it is running, and thus pack 
ets sent to a virtual device are automatically received by that 
computer 108, 116. In order to ensure that the packets sent to 
a virtual device do not interfere with the networking stack of 
the on which computer 108, 116 the virtualization module 
120, 122 is running, the virtualization modules 120, 122 filter 
network packets and are arranged to drop packets that are not 
to be received by the network stack of the computer 108,116 
on which that virtualization module 120, 122 is running. 

In the example described below, the virtualization modules 
120, 122 assign a MAC address to the virtual device it hosts. 
This address is unique within the LAN 100,102. This may be 
the MAC address of the corresponding physical device, or 
another unique virtual MAC address. As will be familiar to 
the skilled person, physical MAC addresses are unique to 
each device and are assigned by the manufacturer of the 
network interface. By choosing the MAC address of the 
physical device, other network devices within the LAN can 
not determine from the packets whether the device in the 
network 100,102 is being virtualized orphysically present. In 
order to receive packets sent to a MAC address other than its 
own, the virtualization module 120, 122 may configure the 
network interface of the host computer 108, 116 appropri 
ately in order to enable it to receive network traffic for mul 
tiple MAC addresses. This can be done for example by setting 
the network card into promiscuous mode, in which the card 
will not filter out packets with a destination address different 
than it own address. 

The IP address for each device is assigned locally within 
each network. Following the exchange of information, the 
virtualized devices are assigned virtual IP addresses by the 
virtualization modules 120,122 on the network on which they 
are virtualized (block 208). This is done in compliance with 
the local network configuration, e.g. through the usage of 
DHCP or by manually assigning IP addresses through, for 
example, the network administrator. In this example, the IP 
addresses are: 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

LAN 1 

Console 
Virtual media center 

192.168.1.10 (Physical IP address) 
192.168.1.12 (virtual IP address) 
LAN2 

Media center 
Virtual console 

192.168.2.21 (Physical IP address) 
192.168.2.24 (Virtual IP address) 

In this example, a user wishes to play media available on 
the media center 114 of LAN2 102 on his or her console 106 
on LAN 1. The process of data transmission is now described 
with reference to the flow diagram of FIG. 3. In FIG. 3, the 
expression peer network is used to refer to an associated 
network (i.e. LAN1 is a peer network of LAN2 and vice 
versa). The console 106 sends a data packet addressed to the 
IP address assigned to the virtual media center 110 by the 
virtualization module 120, 192.168.1.12 (block 302). In this 
example, the data packet is fragmented by the console 106. 
As previously described, the virtualization module 120 of 

the computer 108 on LAN1 100 is listening for all packets 
sent to the virtualized device 110 and intercepts the packet 
(block 304). As the data packet in this example has been 
fragmented, the virtualization module 120 may perform a 
reassembly of IP packets (block 306) before processing them 
further. However, it will be appreciated that in other 
examples, the data packet may not be fragmented and there 
fore reassembly will not be required. 
Once the virtualization module 120 of LAN1 has inter 

cepted the IP packet, it performs a source and destination 
network address translation, changing the virtual destination 
IP address of the packet to the physical IP address of the actual 
media center 114 (i.e. 192.168.1.12 is replaced with 
192.168.2.21) and also changing the physical source address 
from that of the actual console 106 to that of the virtual 
console 118 (i.e. 192.162.1.10 is replaced with 192.168.2.24) 
(block 308). The IP header checksum is recomputed to reflect 
these changes. 

Depending on the application protocol in use, the virtual 
ization module 120 may also inspect and change the payload 
of the packets to perform an address translation in the trans 
port and application layers (block 310). For example, appli 
cation protocols such as File Transfer Protocol (FTP) or Uni 
versal Plug and Play (UPnP) embed the IP address of the 
target devices inside the payload and so the payload will need 
to be modified when changing the virtual IP address to the 
physical address of the device. 

In this example, in order to update the packet, the virtual 
ization module 120 inspects the payload of the packet. For 
example, if the IP header of the packet has been changed, the 
virtualization module 120 may update the header checksum 
of UDP and TCP packets. 

In this example, the resulting IP packet exceeds the maxi 
mum allowed size of the remote LAN2 102, and the virtual 
ization module 120 therefore performs an IP fragmentation 
(block 312). However, this may not be necessary in other 
examples. The packet is then forwarded, for example over the 
Internet, to the computer 112 on LAN2 102 (block 314). 
The computer 116 on LAN2 102 receives the packet. 

Depending on the MAC address being used locally for the 
virtual console 118 (i.e. whether it is different from the MAC 
address of the actual console 106), its virtualization module 
112 may update the MAC address of the packet source to the 
address being used for the virtual console 118. Finally, it 
forwards the packet over LAN2 102 to the media center 114 
(block 316). 



US 8,369,343 B2 
5 

As the source IP address of the received packet has been 
replaced, it appears to the media center 114 that the data 
packet has come from a device on its own network, specifi 
cally the virtual console 118. The media center 114 therefore 
responds by sending packets addressed to the virtual console 
118. These data packets are intercepted by the virtualization 
module 122 on LAN2102 in the manner described above, and 
the source and destination IP addresses are translated. The 
data packet is then forwarded to LAN1 and the translated 
destination IP address is used to send the data on to the 
console 106. 
Some variations to this example which are within the scope 

of this disclosure may be readily apparent to the skilled per 
son. For example, in the above example, the IP address trans 
lation is carried out by the computer 108, 116 on the network 
in which the data packet has been sent, whereas in other 
examples either computer 108,116 could carry out all address 
translations. In some examples, the networks 100, 102 may 
have a common computer, for example a server computer, 
connected to both networks 100,102 and which performs the 
translations. The addresses assigned depend on the data 
packet sent and the application protocols applied. If the LAN 
uses IPv4, the addresses are unique in the peer network (i.e. 
LAN1 100 or LAN2 102). Addresses may be assigned stati 
cally or dynamically through DHCP (Dynamic Host Control 
Protocol). Since one address is required for every device of 
the remote LAN which potentially communicates with a local 
network device, there may be a significant demand for 
address allocation. This may be kept to a minimum by limit 
ing the number of devices which are virtualized (e.g. in the 
above example, there is no need for the printers 104, 112 to 
communicate, so these are not virtualized). Alternatively (or 
additionally) DHCP addresses may be actively released by 
the local virtualization module 120, 122 when a device to 
which the address has been assigned is silent for a predeter 
mined period. 

In some examples, IPv6 may be used within a LAN and 
IPv6 link local addresses may be used. IPv6 link local 
addresses may be assigned in several ways and are unique 
within a LAN. However an address is generated, the prob 
ability of having the same address in two separate LANs is 
low due to the large IPv6 address space. Thus, and in contrast 
with IPV4 addresses, an IPv6 link local address may not need 
to be translated when forwarded from one network to another 
and instead the same IP address can be used in both networks, 
i.e. the virtualized device can have the same link local IP 
address as the actual device. However, in this example, 
address translation is still required in the unlikely case of 
address duplication between LANs. Therefore, an assessment 
is carried out to check that an assigned IPv6 address is not in 
user by another device on the network. If the address is not in 
use, then no address translation is performed. If the address is 
in use, then address translation is performed. 
A second example is now described with reference to the 

network shown in FIG. 4. In this example, a single network 
using a first communication protocol (IPv6) includes a legacy 
device using a different communication protocol (IPv4). 

FIG. 4 shows a LAN, LAN3, comprising a console 402, a 
controller 404 for the console and a computer 406. In this 
example, LAN3 is set up to communicate using IPv6. How 
ever, the controller 404 is an IPv4 device. As will be familiar 
to the skilled person, IPv6 is an Internet Protocol which 
Supersedes IPv4, providing a longer address which allows 
greater flexibility in assigning addresses and reduces the risk 
of address exhaustion. Although IPv6 is expected to replace 
IPv4 over time, there are still many devices which utilize 
IPv4. Unless these devices are upgraded (or where upgrading 
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6 
is difficult or unfeasible, e.g. for legacy devices), mechanisms 
for translating packets addresses using IPv4 and IPv6 are 
needed if IPv4 devices are to communicate with IPv6 net 
works. 
The computer 406 comprises a virtualization module 408. 

On initiation, the virtualization module 408 discovers (or, as 
noted above, is informed of) all the local network devices. A 
user indicates that the controller 404 is to communicate with 
the console 402 and the virtualization module 408 then fol 
lows the procedure now described with reference to the flow 
diagram of FIG. 5. 
The virtualization module 408 receives the MAC and IP 

addresses of the controller 404 and the console 402 (block 
502). The virtualization module 408 is capable of reading 
both IPv4 and IPv6 data packets using techniques familiar to 
the skilled person. The virtualization module 408 assigns a 
virtual IPv6 address to a virtual controller 410 and a virtual 
IPv4 address to a virtual console 412 (block 504). In this 
example, the MAC address for the virtual devices is different 
from the MAC address of the actual devices in order to pre 
vent confusion when redirecting the packets (as they are now 
forwarded in the same network as the network of the origi 
nating device). The virtualization module 408 therefore 
assigns virtual MAC addresses. In this example, the virtual 
ization module 408 has an Organizationally Unique Identity 
(OUI) MAC address range for virtual network devices, and 
maps a real MAC address to a virtual address (block 506). 

Data transfer within LAN3 is now described with reference 
to the flow diagram of FIG. 6. 
The controller 404 sends a fragmented data packet to the 

console 402, addressing the message using the assigned IPv4 
and MAC addresses to the virtual console 412 (block 602). 
This message is intercepted by the virtualization module 408 
(block 604), which, in this example, is in a promiscuous mode 
and is therefore able to act as a proxy device. 

In this example, the virtualization module 408 reassembles 
the packet (block 606). However, in other examples, the 
packet may not be fragmented so reassembly may not be 
required. The virtualization module 408 translates the packet 
from IPv4 to IPv6, replacing the IP and MAC address on the 
packet to the IPv6 address and the MAC address of the actual 
console 402 (block 608). This includes changing the IP 
header from an IPv4 header to an IPv6 header. Depending on 
the application protocol in use, the virtualization module 408 
may also inspect and change the payload of the packets to 
perform an address translation in the transport and applica 
tion layers (block 610). The packet is fragmented (block 612) 
and forwarded to the actual console 402 (block 614). As will 
be appreciated by the skilled person, in other examples, the 
packet may not be fragmented before it is sent to the console 
402. 

Equally, data sent from the console 402 will be addressed 
to the IPv6 IP address and the assigned MAC address of the 
virtual console 412 and will be intercepted and translated to 
the IPv4 and MAC address of the physical controller 404. 
As will be appreciated, variations may be made to these 

examples which are within the scope of this disclosure. As 
mentioned above some application protocols embed an IP 
address in their payload, for example, File Transfer Protocol 
(FTP), Hypertext Transfer Protocol (HTTP) or Universal 
Plug and Play (UPnP). In such examples, the virtualization 
module will read the payload to extract and translate the 
addresses. There are techniques which will be familiar to the 
skilled person for achieving this. 
Once a network device has been virtualized, there are a 

number of ways in which access to that device can be 
restricted to create partitioning. For example, unicast packets 
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sent from an actual device can be filtered to certain destina 
tions by the computer 108, 116 used for the virtualization. 
Broadcast packets sent from a device can be translated into 
data link layer unicast in order to limit the number of devices 
which will receive the packet. Alternatively or additionally, 
packets sent to a virtual device can be filtered by the sender. 
Although a local device appears to be present in a remote 
LAN through virtualization, it is possible to limit the set of 
devices which can communicate with a virtual device and 
thus create network portions, potentially independently for 
each virtual device. This can limit unwanted traffic on the 
LAN(s), which may not be possible if the LANs are simply 
connected by a cable or the like (this is termed “bridging the 
LANs” in the art). 

From the above disclosure, it will be noted that there are no 
issues with address range conflicts when virtualizing a device 
on a different LAN, e.g. it does not matter if the devices in one 
LAN use the same IPv4 address range as the devices in the 
other LAN. 

In addition, the above described examples are able to adapt 
to dynamic changes in network topology (i.e. as network 
devices are added/removed). 

It is also possible to create a virtual network comprising, 
for example, the personal network devices of a single user. To 
some extent, this is already possible using Peer-to-Peer (P2P) 
VPN, but this solution is limited in its ability to include 
devices which cannot run custom Software (e.g. legacy 
devices, remote servers, 3" party devices) and will not allow 
interaction between the devices of different users. A LAN as 
described above could be provided by a P2P-VPN network. 

In some examples, virtual devices on one LAN may be 
virtualized on two or more further LANs. For example, if 
three LANs (LAN, LAN2 and LAN3) are provided, virtual 
ization can be performed between networks LAN1 and 
LAN2, and between networks LAN2 and LAN3 simulta 
neously. In addition, a device that is a virtual device in one 
network (e.g. a physical device in LAN1 being virtualized in 
LAN2) can be virtualized again into another network, (e.g. 
the virtual device in LAN2 being re-virtualized in LAN3), 
providing multiple layers of virtualization. There may of 
course be more than three networks in Such examples. 

FIG. 7 illustrates various components of an exemplary 
computing-based device 700 which may be implemented as 
any form of a computing and/or electronic device, and in 
which embodiments of the methods described above may be 
implemented. In particular, the computing-based device 700 
may comprise another example of a computer 108, 116, 406 
comprising a virtualization module 120, 122, 408. 

Computing-based device 700 comprises a virtualization 
module 701, which comprises a packet reader 702, an address 
translator 703 and an address assignor 706 capable of assign 
ing an address to a virtual device. The computing-based 
device 700 may further comprise a configurable network card 
T09. 
The computing-based device 700 also comprises one or 

more processors 704 which may be microprocessors, control 
lers or any other Suitable type of processors for processing 
computing executable instructions to control the operation of 
the device in order to capture data. Platform software com 
prising an operating system 705 or any other suitable platform 
Software may be provided at the computing-based device to 
enable application software to be executed on the device. The 
application software may comprise a client application 707 
comprising executable instructions arranged to cause the 
device to receive data packets, perform address translations 
and forward data packets. 
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8 
The computer executable instructions may be provided 

using any computer-readable media, Such as memory 708. 
The memory is of any suitable type such as random access 
memory (RAM), a disk storage device of any type such as a 
magnetic or optical storage device, a hard disk drive, or a CD, 
DVD or other disc drive. Flash memory, EPROM or 
EEPROM may also be used. 
The computing-based device 700 may further comprise a 

communication interface 710 for sending and receiving data. 
The computing-based device 700 may also comprise one or 

more inputs which are of any suitable type for receiving 
media content, Internet protocol (IP) input etc and one or 
more outputs, e.g. for providing an audio and/or video output 
to a display system integral with or in communication with 
the computing-based device or providing control signals for 
controlling a console in communication therewith. The dis 
play system may provide a graphical user interface, or other 
user interface of any Suitable type. 

Although the present examples are described and illus 
trated herein as being implemented in IPv4 and IPv6 based 
systems, the systems described are provided as an example 
and not a limitation. As those skilled in the art will appreciate, 
the present examples are suitable for application in a variety 
of different types of computing systems. 
The FIGS showing apparatus comprise functional elements 

which may be combined in any way. Furthermore the devices 
may comprise additional elements not shown in the FIGs. In 
Some examples, different apparatus may perform the method 
blocks or the method may be performed in a distributed 
manner across a number of devices. 
The term computer is used herein to refer to any device 

with processing capability Such that it can execute instruc 
tions. Those skilled in the art will realize that such processing 
capabilities are incorporated into many different devices and 
therefore the term computer includes PCs, servers, mobile 
telephones, personal digital assistants and many other 
devices. 
The methods described herein may be performed by soft 

ware in machine readable form on a tangible storage medium. 
The software can be suitable for execution on a parallel pro 
cessor or a serial processor Such that the method steps may be 
carried out in any Suitable order, or simultaneously. 

This acknowledges that software can be a valuable, sepa 
rately tradable commodity. It is intended to encompass Soft 
ware, which runs on or controls “dumb' or standard hard 
ware, to carry out the desired functions. It is also intended to 
encompass software which "describes' or defines the con 
figuration of hardware, such as HDL (hardware description 
language) software, as is used for designing silicon chips, or 
for configuring universal programmable chips, to carry out 
desired functions. 

Those skilled in the art will realize that storage devices 
utilized to store program instructions can be distributed 
across a network. For example, a remote computer may store 
an example of the process described as Software. A local or 
terminable computer may access the remote computer and 
download a part or all of the Software to run the program. 
Alternatively, the local computer may download pieces of the 
Software as needed, or execute Some Software instructions at 
the local terminal and some at the remote computer (or com 
puter network). Those skilled in the art will also realize that 
by utilizing conventional techniques known to those skilled in 
the art that all, or a portion of the software instructions may be 
carried out by a dedicated circuit, such as a DSP program 
mable logic array, or the like. 
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Any range or device value given herein may be extended or 
altered without losing the effect sought, as will be apparent to 
the skilled person. 

It will be understood that the benefits and advantages 
described above may relate to one embodiment or may relate 
to several embodiments. The embodiments are not limited to 
those that sole any or all of the stated problems or those that 
have any or all of the stated benefits and advantages. It will 
further be understood that reference to an item refers to one 
or more of those items. Although the embodiment disclosed 
in FIG. 1 has two LANs, there may be more LANs in other 
examples. 
The steps of the methods described herein may be carried 

out in any suitable order, or simultaneously where appropri 
ate. Additionally, individual blocks may be deleted from any 
of the methods without departing from the spirit and scope of 
the subject matter described herein. Aspects of any of the 
examples described above may be combined with aspects of 
any of the other examples described to form further examples 
without losing the effect sought. 

The term comprising is used hereinto mean including the 
methodblocks or elements identified, but that such blocks or 
elements do not comprise an exclusive list and a method or 
apparatus may contain additional blocks or elements. 

It will be understood that the above description of a pre 
ferred embodiment is given by way of example only and that 
various modifications may be made by those skilled in the art. 
The above specification, examples and data provide a com 
plete description of the structure and use of exemplary 
embodiments of the invention. Although various embodi 
ments of the invention have been described above with a 
certain degree of particularity, or with reference to one or 
more individual embodiments, those skilled in the art could 
make numerous alterations to the disclosed embodiments 
without departing from the spirit or scope of this invention. 

The invention claimed is: 

1. A method of virtualizing network devices comprising: 
determining a plurality of network devices configured for 

network communication, wherein at least a first network 
device is physically located on a first local area network 
(LAN) and at least a second network device is physically 
located on a second LAN: 

partitioning the network by determining that the first net 
work device and the second network device can each be 
virtualized to communicate with an identified subset of 
the plurality of network devices, while other network 
devices of the plurality of network devices cannot be 
virtualized; 

virtualizing the first network device on the second LAN 
and virtualizing the second network device on the first 
LAN by respectively assigning a virtual internet proto 
col (IP) address to a virtual first network device and a 
virtual second network device; 

determining that a data packet from the second network 
device is addressed to the virtual first network device; 

translating the virtual IP address associated with the virtual 
first network device to an IP address of the first network 
device; and 

translating an IP address associated with the second net 
work device to the virtual IP address associated with the 
virtual second network device. 
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2. The method according to claim 1, wherein the first 

network device and the second network device operate using 
different communication protocols on the first LAN and the 
second LAN, respectively. 

3. The method according to claim 2, wherein the first 
network device is an IPv4 device and the second network 
device is an IPv6 device. 

4. The method according to claim 1, further comprising: 
assigning a virtual media access control (MAC) address to 

each of the first network device and the second network 
device, and 

translating the virtual MAC addresses for the first network 
device and the second network device to a physical 
MAC address of the first network device and a physical 
MAC address of the second network device. 

5. The method according to claim 1, wherein at least one of 
the first network device and the second network device is a 
legacy device. 

6. The method according to claim 1, further comprising 
forwarding the re-addressed data packet. 

7. A computing device comprising: 
a virtualization module arranged to partition a first local 

access network (LAN) by determining that some but not 
all of a plurality of physical network devices on the first 
LAN are permitted to communicate with a virtual device 
located on the first LAN, wherein the virtual device 
corresponds to a physical network device located on a 
second LAN, and 

a communications interface arranged to allow the virtual 
ization module to receive data packets from the some of 
the plurality of physical network devices, wherein the 
virtualization module includes: 

an address assignor arranged to assign the virtual device 
with a virtual internet protocol (IP) address on the first 
LAN: 

a packet reader arranged to read the data packets 
received by the communications interface and to 
determine if the data packets are addressed to the 
virtual device; and 

an address translator arranged to translate the virtual IP 
address to a physical device address associated with 
the physical network device located on the second 
network LAN. 

8. The computing device according to claim 7, wherein the 
address assignor is further arranged to assign the virtual 
device with a media access control (MAC) address and the 
address translator is arranged to translate virtual device inter 
net protocol (IP) and MAC addresses to the addresses of the 
virtual device. 

9. The computing device according to claim 7, further 
comprising a configurable network card which can be con 
figured to intercept data packets sent to predetermined net 
work addresses. 

10. The computing device according to claim 7 which is 
further arranged to forward the re-addressed data packet. 

11. One or more computer memories storing device execut 
able instructions for performing operations comprising: 

partitioning a plurality of physical network devices on a 
first local access network (LAN) into a first group of 
physical network devices that can be virtualized on a 
second LAN and a second group of physical network 
devices that cannot be virtualized on the second LAN: 
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extracting source and destination addresses from a data 
packet; 

determining that one of the source address or the destina 
tion address corresponds to an address of a virtual net 
work device on the second LAN, the virtual network 5 
device being associated with one of the first group of 
physical network devices; 

determining that the other of the source address or the 
destination address corresponds to an address of a physi 
cal network device on the second LAN: 10 

replacing the address of the virtual network device on the 
second LAN with an address of the one of the first group 
of physical network devices on the first LAN; and 

12 
replacing the address of the physical network device on the 

second LAN with an address of an associated virtual 
network device on the first LAN. 

12. One or more computer memories storing device execut 
able instructions for performing operations according to 
claim 11, further comprising forwarding the data packet to an 
appropriate address. 

13. One or more computer memories storing device execut 
able instructions for performing operations according to 
claim 11, further comprising forwarding the data packet to a 
computing device arranged to forward the data packet to an 
appropriate address. 


