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(57) Abrege/Abstract:
Natural language image search Is described, for example, whereby natural language queries may be used to retrieve images from a
store of Images automatically tagged with image tags being concepts of an ontology (which may comprise a hierarchy of
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(57) Abrege(suite)/Abstract(continued):

concepts). In various examples, a natural language gquery Is mapped to one or more of a plurality of image tags, and the mapped
query Is used for retrieval. In various examples, the query Is mapped by computing one or more distance measures between the
guery and the image tags, the distance measures being computed with respect to the ontology and/or with respect to a semantic
space of words computed from a natural language corpus. In examples, the image tags may be associated with bounding boxes of
objects depicted In the Images, and a user may navigate the store of images by selecting a bounding box and/or an image.
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(57) Abstract: Natural language immage search is described, for example,
whereby natural language queries may be used to retrieve images from a
store of 1mages automatically tagged with image tags being concepts of an
ontology (which may comprise a hierarchy of concepts). In various ex-
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amples, a natural language query 1s mapped to one or more of a plurality of
image tags, and the mapped query 1s used for retrieval. In various examples,
the query 1s mapped by computing one or more distance measures between
the query and the image tags, the distance measures being computed with re-
spect to the ontology and/or with respect to a semantic space of words com -
puted from a natural language corpus. In examples, the image tags may be
assoclated with bounding boxes of objects depicted in the images, and a user
may navigate the store of images by selecting a bounding box and/or an 1m-
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NATURAL LANGUAGE IMAGE SEARCH

BACKGROUND

[0001] Users collect lots of images with their different devices, such as camera
phones, digital cameras, video cameras and others. The images are typically stored or
backed up at a personal computer, 1n the cloud, or at other locations.

[0002] It 18 time consuming and complex for users to efficiently and effectively
scarch their collections of images. Typically users are only able to scroll through
thumbnails of the images. This makes 1t hard for users to browse or search for 1mages
desired for a particular task.

[0003] Previous approaches have involved tagging images with metadata such as
date and time stamps or keywords. Tagging 1s done manually or automatically. After
tagging, users are able to use the tags as queries to locate images. This type of approach 1s
restrictive as users often can’t remember or do not know or understand the tags to use for
retrieval.

[0004] The embodiments described below are not limited to implementations

which solve any or all of the disadvantages of known 1mage search systems.

SUMMARY

[0005] The following presents a simplified summary of the disclosure 1n order to
provide a basic understanding to the reader. This summary 1s not an extensive overview
of the disclosure and 1t does not 1dentify key/critical elements or delineate the scope of the
specification. Its sole purpose is to present a selection of concepts disclosed herein in a
simplified form as a prelude to the more detailed description that 1s presented later.

[0006] Natural language 1image search 1s described, for example, whereby natural
language queries may be used to retrieve 1images from a store of 1mages automatically
tagged with 1mage tags being concepts of an ontology (which may comprise a hierarchy of
concepts). In various examples, a natural language query 18 mapped to one or more of a
plurality of image tags, and the mapped query 1s used for retrieval. In various examples,
the query 1s mapped by computing onc or more distance measures between the query and
the 1mage tags, the distance measures being computed with respect to the ontology and/or
with respect to a semantic space of words computed from a natural language corpus. The

semantic space of words may be computed using a neural network. In examples, the
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image tags may be associated with bounding boxes of objects depicted 1n the images, and
a user may navigate the store of images by selecting a bounding box and/or an 1image.
[0007] Many of the attendant features will be more readily appreciated as the same
becomes better understood by reference to the following detailed description considered 1n

connection with the accompanying drawings.

DESCRIPTION OF THE DRAWINGS
[0008] The present description will be better understood from the following
detailed description read 1n light of the accompanying drawings, wherein:
FIG. 1 1s a schematic diagram of a system for searching a set of images using
natural language;
FIG. 2 1s a schematic diagram of an example user-interface for scarching a set of
images using natural language;
FIG. 3 1s a schematic diagram of another example user-interface for searching a
set of 1mages using natural language;
FIG. 4 1is a block diagram of the image tagging server of FIG. 1;
FIG. 5 1s a block diagram of the natural language query mapper of FI1G. 1;
FIG. 6 1s a tlow diagram of a method of mapping a natural language query term to
one or more tags;
FIG. 7 1s a flow diagram of a method of searching a set of images using natural
language;
FIG. 8 1s a flow diagram of a method of navigating a set of images; and
FIG. 9 1llustrates an exemplary computing-based device in which embodiments of
the systems and methods described herein may be implemented.

Like reference numerals are used to designate like parts 1n the accompanying drawings.

DETAILED DESCRIPTION

[0009] The detailed description provided below 1in connection with the appended
drawings 1s intended as a description of the present examples and 1s not intended to
represent the only forms 1n which the present example may be constructed or utilized. The
description sets forth the functions of the example and the sequence of steps for
constructing and operating the example. However, the same or equivalent functions and

sequences may be accomplished by different examples.
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[0010] The examples described herein use images such as digital photographs.
The 1mages may also be videos.

[0011] Described herein are systems and methods for searching a set of 1mages
using natural language queries. The images are automatically tagged with one or more
1mage tags which describe the content of the i1mage. The search may be executed by
mapping the natural language query to one or more 1mage tags using a combination of
ontology and semantic embedding. For example, in some cases the natural language query
1S mapped by computing one or more distance measures between the query and the image
tags, the distance measures being computed with respect to the ontology and/or with
respect to a semantic space of words computed from a natural language corpus. The
computed distance measures are then combined to 1dentify one or more tags that represent
the natural language query. The 1dentified 1mage tags arc then used to identity images
matching the search criteria (e.g. images tagged with the 1dentified image tags).

10012] Storing the set of 1mages 1n association with one or more 1image tags
describing the content and/or features of the images allows the 1mages to be casily and
cfficiently retrieved without having to analyze each image at retrieval time or to manually
cdit or provide metadata for cach image. Retrieving images from the set of images using
the described methods and systems allows users to quickly and easily retrieve relevant
images using natural language. This eliminates the need for users to manually scroll
through a list of images to locate 1mages with specific content which 1s not only time
consuming but 1s prone to error.

[0013] Furthermore, automatically mapping the natural language query terms to
on¢ or more 1mage tags makes scarching casy and intuitive for as the user does not have to
know what the specific image tags are they can simply use language that 1s familiar and
intuitive to them. Using both ontology and semantic embedding to map the natural
language query terms phrases to one or more tags unexpectedly produces a more accurate
mapping than using cither ontology or semantic embedding on 1ts own.

[0014] Various examples described herein enable natural language image search
(1.c. not limited to the trained concepts/tags) and navigation between images either by full
1mage similarity or similarity on a region level.

[0015] Although the present examples are described and illustrated herein as being
implemented 1n a distributed 1image retrieval system, the system described 1s provided as

an example and not a limitation. As those skilled 1n the art will appreciate, the present



10

15

20

25

30

CA 02947036 2016-10-25

WO 2015/175736 PCT/US2015/030687

examples are suitable for application 1n a variety of different types of image retrieval
systems.

[0016] Reterence 1s first made to FIG. 1 which 1llustrates an example system for
scarching a set of images using natural language queries.

[0017] The system comprises an image tagging server 102 configured to
automatically analyze a set of untagged 1images 114 and to generate a tagged 1image 112
for cach of the untagged images 114. The untagged images 114 may be any collection or
set of images. For example, the untagged 1mages may be: all of the images on a specific
device (e.g. smartphone), all of the 1mages associated with a specific user on a specific
device, or all of the images associates with a specific user on a plurality of devices (e.g.
smartphone and laptop). The images may be located all 1n one place or distributed across,
for example, a communication network 100.

[0018] Each untagged image 18 assigned one or more tags to describe the features
and/or content of the image. A feature may be, for example, an object, scene, and/or
landmark within the tmage. Each tag 1s a concept of an ontology 108. An ontology 108 1s
a graph of nodes representing concepts, the nodes being linked by edges according to
relationships between the concepts. In some examples the ontology may have a
hierarchical structure with a plurality of subcategories.

[0019] In particular, the image tagging server 102 1s configured to analyze each
untagged image 114 to identify features within the i1mage and assign one or more image
tags to cach identified feature to produce a tagged 1image. An example 1image tagging
server 102 will be described below with reference to FIG. 4.

[0020] The system also comprises an image search and navigation module 104 that
allows the user to perform natural language searches on the tagged images 112. In
particular, the 1mage search and navigation module 104 1s configured to receive natural
language query terms and/or phrases from the user via an end-user device 116, and
provide the natural language query terms to a natural language query mapper 106. The
end-user device 116 may be, for example, a smart phone, personal computer, tablet
computer, or laptop.

[0021] The natural language query mapper 106 maps cach natural language query
term or phrase to on¢ or more of the tags. In various examples the natural query mapper
106 may be configured to determine whether the natural language query term or phrase

matches one of the tags 1n the list of tags. If the term or phrase matches one of the tags in
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the list, the natural query mapper 106 may provide the query term or phrase back to the
image search and navigation module 104 as the output of the mapping process.

[0022] If, however, the natural language query term or phrase does not match one
of the tags 1n the list, the natural language query mapper 106 may be configured to select
the tag or tags that 1s/are most similar to the natural language query term or phrase. In
some cases, the natural language query mapper 106 1s configured to select the tag or tags
most similar to the query term or phrase using a combination of ontology and semantic
analysis. For example, the natural language query mapper 106 may compute one or more
distances between the query term or phrase and the tags, wherein each distance represents
the similarity between the query term and the tag. In some examples, the natural language
query mapper 106 1s configured to compute a distance 1 an ontology between the query
term or phrase and the tags; and one or more distances 1n a semantic space between the
query term or phrase and the tags. The computed distances are then used to select the
tag(s) that 1s/are closest or most similar to the query term or phrase.

[0023] For example, the image search and navigation module 104 may be
configured to interact with a graphical user interface 118 on a display module of the end-
user device 116. The graphical user interface 118 allows the user to enter one or more
query terms and/or phrases (¢.g. 1n a query term entry box 120) and 1nitiate a search of the
tagged 1images 114 using the entered query terms and/or phrase (e.g. by clicking or
otherwise selecting a search button 122). Upon initiating the search (¢.g. by clicking or
otherwise sclecting the secarch button 122) the natural language query terms and/or phrases
(c.g. as entered 1n the query term entry box 120) are provided to the 1mage search and
navigation module 104. The image search and navigation module 104 then provides the
natural language query terms and/or phrase to the natural language query mapper 106.
[0024] If the user provides a natural language query term or phrase (¢.g.

“vehicle”) that does not match one of the tags then the natural language query mapper 106
may map the natural language query term (e.g. “vehicle’) to one or more of the tags (¢.g.
“car’’) and provide the mapped tags (e.g. “car”) to the image search and navigation module
104,

[0025] An example natural query mapper 106 1s described with reference to FIG. 5
and an example method for mapping a natural language query term or phrase to one or
more tags which may be executed by the natural language query mapper 106 1s described

with reterence to FIG. 6.
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[0026] Upon receiving one or more tags from the natural language query mapper
106 the 1mage search and navigation module 104 uses the received tags to select images
from the tagged 1mages 122 that match the search query terms and/or phrase. In some
cases the image search and navigation module 104 1s configured to select the images that
have been tagged or associated with the received tag(s). The image search and navigation
module 104 then provides the selected 1mages (e.g. the images matching the search query
terms and/or phrases)

[0027] For example, where the user has provided the query term “vehicle” and the
natural language query mapper 106 has mapped that query term to the tag “car”, the image
scarch and navigation module 104 may search the tagged images 112 for images that have
been assigned the tag “car”’. The image search and navigation module 104 may then
display the results of the search 130 (e.g. the images matching the query terms and/or
phrases) to the user via, for example, the graphical user interface 124 displayed the end-
user device 116. In some cases, the image search and navigation module 104 may be
configured to rank the search results prior to displaying them to the user.

[0028] Reference 1s now made to FIG. 2 which displays an example graphical user
interface 124 for allowing a user to search a set of images using natural language queries.
[0029] As described with reference to FIG. 1 the graphical user interface 124 may
comprise a query term entry box 126 which 1s configured to receive natural language
query terms and/or phrases from a user. The query terms and/or phrases may comprise
on¢ or more keywords or key phrases (e.g. “car” and “person’) and one, more or no

2% <C¢

relationship terms. A relationship term 1s a term such as “and”, “not”, “or” that specifies
the relationship between the keyword. Spatial relationship terms may also be used such as
“beside”, “right”, “left”, “near”. In some cases the graphical user interface may assume a
default relationship term, such as and, if no relationship terms are specified.

[0030] The graphical user interface 124 also comprises a search button 128, which
when activated (e.g. by clicking on the button 128 or otherwise selecting the button 128)
initiates a search of the tagged images 114 using the natural language query terms and/or
phrases 1n the query term entry box 126.

[0031] As described above, when a search 1s 1initiated the natural language query
terms and/or phrases in the query term entry box 126 are sent to an image search and
navigation module 104, they are then converted or mapped to one or more tags by a

natural language query mapper 106, the mapped tags are then used to 1dentify and retrieve

images that match the natural language query terms and/or phrase. The 1dentified images
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(or part thereof or a version thereof) are then provided to the user (e.g. via an end-user
device 116).

[0032] In the example, shown 1 FIG. 2 the user has searched the set of 1mages
using the natural language query term “car”. The images 130 (or a thumbnail or a version
therecot) matching the query (¢.g. images that were associated with the tag “car’) are
displayed to the user via the graphical user interface 124.

[0033] In some cases the user may be able to find out more information about a
particular displayed image by clicking on or otherwise selecting the image. For example,
as shown 1n FIG. 2, 1f the user clicks on or otherwise selected a first displayed image 130
the image may be displayed 1n a window 200 along with information about or related to
the image 130 (e.g. tags, related images ¢tc.). The window 200 may be part of the main
graphical user interface 124 or 1t may be separate from the main graphical user interface.
[0034] In some examples, the window 200 may display a list of the tags 202 that
have been associated with the image 130. For example, in FIG. 2, the window 200 shows
that the selected tmage 130 1s associated (or has been tagged) with the tags 202 “person”,
“car” and “‘street”. In some cases the tags may be categorized and when they are displayed
to the user (¢.g. 1n the window 200) they are displayed 1n association with their category.
For example, tags related to objects 1dentified in the 1mage may be 1dentified as being
“object” tags; tags related to a particular scene 1dentified in the image may be identified as
“scene’” tags; and tags related to a particular landmark 1dentified in the 1mage may be
1dentified as “landmark” tags. Tags related to a particular region (or bounding box) in the
image may be 1dentified as “region” tags. In some cases the user may automatically
update the query terms by clicking on or otherwise selecting one of the tags. For example,
if the user clicked on or otherwise selected the tag “person”, the term “person” may be
added to the query term entry box.

[0035] In some examples, the window 200 may also, or alternatively, display one
or more 1mages 204 and 206 that are similar to the selected image 130. The similarity of
two 1mages may be determined, for example, based on the number of image tags that they
share (1.€. have in common). For example, in some cases the more image tags two images
have 1n common, the more similar they are. The similarity of two 1images may also be
based on the confidence value assigned to the image tags. For example, in addition to
tagging untagged 1images 114 with one or more image tags, the 1image tagging server 102
may be configured to assign a confidence value to each tag that 1s assigned to an 1mage.

The confidence value indicates the accuracy of the image tag with respect to the image
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(¢.g. 1t indicates that the likelihood that the image comprises the feature (e.g. object, scene
ctc.) indicated by the image tag). The user may learn more about a particular similar
1mage by clicking on or otherwise selecting the similar image. In another example the
similarity of two 1mages may be determined based on visual features extracted from the
images. The features may be extracted using a deep neural network or 1n other ways.
[0036] In some examples, the user may be able to see what objects were 1dentified
in the selected 1mage 130 by moving the cursor, for example, over the display of the
selected image 130 1n the window 200. When the cursor 1s situated over an identified
object, the 1dentified object may be indicated or highlighted as such. For example, as
shown 1n FIG. 2, a rectangular box 208 (also referred to as a bounding box) may be shown
around the 1dentified object. The bounding box around the object can just pop up over the
1image, without actually being drawn. Box 208 when clicked can be used to navigate
between images by searching for images with related region tags. For example, 1f the
bounding box 208 contains a person then the region tag may be “person”. When user
input 1s recerved selecting the bounding box 208 the region tag may be used as a query to
retrieve images.

[0037] The user may automatically add terms to the query by clicking on or
otherwise sclecting an object 1n the selected image 130. For example, 1f the user moves
the cursor over one of the people shown 1n the selected image 130, a rectangular box will
be displayed over the person. If the user then clicks anywhere 1n the rectangular box the
term “person” may be added to the query term entry box so that 1t comprises two query
terms — “car’ and “person”. When a query 1s subsequently initiated, the query may be
performed to locate 1images that match either or both query terms, depending on the
configuration of the system. For example, where the query 1s automatically updated or
modified to include the terms “car” and “person” the graphical user interface 210 may be
updated to display images 212 that match both query terms (¢.g. “car’” and “person”).
[0038] Allowing users to automatically update the query terms 1n this manner
provides the user with a quick and efficient way to edit a query and navigate through a set
of images.

[0039] The results of the 1image search may be presented as a plurality of
thumbnail images arranged in a grid or other pattern. In some examples a top ranked
image (returned from the search) 1s presented in a center of a graphical user interface
results region, and lower ranked 1mages are presented around the central 1image with arcs

connecting the central image to each of the lower ranked 1images. The arcs may have a
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width, color or other feature which represents a strength of similarity between the central
image and the lower ranked 1mages.

[0040] Retference 1s now made to FIG. 3 which illustrates another example
graphical user interface 300 for allowing a user to search a set of images using natural
language. In this example, the graphical user intertace 300, like the graphical user
intertace 124 of FIGS. 1 and 2, comprises a query term entry box 302 and a search button
304 which may operate in the same manner as the query term entry box 126 and search
button 128 of FIGS. 1 and 2.

[0041] The graphical user mnterface 300 of FIG. 3 also comprises a proximity
selection tool 306. The proximity selection tool 306 allows the user to search for images
which have the specified query terms proximate to each other within the 1mage. Such a
scarch 1s referred to herein as a proximity search or query. For example, as shown 1n FIG.
3, 1f the query terms include “person’ and “bicycle” a search or query 1nitiated (¢.g. by
clicking on or otherwise selecting the search button 304) using these terms will identity
1images that comprise a person proximate (or 1 close proximity) to a bicycle.

[0042] In some cases the 1mage tagging server 102 may be configured to record
the location of any objects identified 1n the 1mage 1n association with the tagged image.
This information may subsequently be used to dynamically determine the distance
between objects in images when a proximity search is initiated. For example, when the
image search and navigation module 104 receives a proximity search from the user (via,
for example, an end-user device 116) the image search and navigation module 104 may be
configured to locate or identify images in the set of tagged images that match the query
terms; determine the distance between specified objects 1n the 1dentified images using the
location information; and c¢liminate any 1dentified images where the calculated distance
exceeds a predetermined threshold.

[0043] Alternatively, the 1mage tagging server 102 may be configured to
automatically determine the distance between any objects 1n an 1mage and store this
distance information in association with the tagged image. This may allow for quicker
retrieval of 1images matching a proximity query as the image and navigation module 104
does not have to first compute distances before 1t can return a list of matching images,
however, 1t requires more space to store the additional distance information..

[0044] Reference 1s now made to FIG. 4 which 1llustrates an example image
tagging server 102. As described above the image tagging server 102 receives an

untagged image 402 and generates a tagged image 404. A tagged image 404 1s one that
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has one¢ or more tags associated with it where a tag describes a feature of the image. In
some cases the image tagging server 102 may receive only an untagged image. In other
cases the 1mage tagging server 102 may also receive metadata associated with the 1mage.
Where the image tagging server receives metadata in addition to the untagged image the
102 the 1mage tagging server 102 may use the metadata to aid in tagging the 1image. For
example, a global positioning system (GPS) can be used to retrieve nearby landmarks
from a database of landmarks. The nearby landmark names may be used as tags. In
another example, the use of flash while photographing can boost the chance of a “night”
tag or can be used to select between competing models of outdoor at day time versus
outdoor at night time.

[0045] The 1mage tagging server 102 comprises one or more recognition modules.
For example, a landmark recognition module using GPS data and a database of landmarks.
Some of the recognition modules are pre-trained to 1dentify certain features within an
1mage and associate one or more tags with each identified feature. For example, the image
tagging server 102 of FIG. 4 comprises an objection recognition module 406, a scene
recognition module 408, a landmark recognition module 410, an activity recognition
module 412, a text in 1images recognition module 414, a face recognition module 416, a
gender recognition module 418, an age recognition module 420, an expression recognition
module 422. The activity recognition module 412 may use rules or a trained machine
learning system to detect activities depicted in images. The text in images recognition
module may comprise an OCR component. The age and gender recognition modules
operate where appropriate consent has been obtained from any people depicted in the
1mages. These use machine learning and/or rules to classify people depicted in images
into gender and age classes. The expression recognition module may comprise gesture
recognition, and facial expression recognition components which may be machine learning
components.

[0046] In other examples, the 1mage tagging server 402 may comprise only on¢ of
these recognition modules, another combination of these recognition modules, or other
suitable recognition modules.

[0047] The objection recognition module 406 1s configured to 1dentify objects 1n
the 1mages, classify the identified objects and assign the objects one or more tags based on
the classification. The objection recognition module 404 may be configured to classify
clements of the 1mage into one of a fixed number of object classes using a discriminative

technique. For example, a trained random decision forest may be used to classify the
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pixels of the image using pixel difference features. In some cases, cach node of the trees
of the random decision forest 1s associated with either appearance or shape. One or more
tags are then assigned to the image, or to an element of the 1mage such as a bounding box,
pixel or group of pixels, based on the classification.

[0048] The scene recognition module 408 1s configured to classify the scene of the
1mage and assign one or more tags based on the classification. The scene classifier may be
trained from labeled data (1mages with known scenes) in order to build a machine learning
model for a given scene comprising extracting visual features from 1mages and then
training a classifier (such as a random forest or neural network). Feature extraction may
be done using a deep neural network that 1s arranged to perform both feature extraction
and classification on raw pixel values.

[0049] The landmark recognition module 410 1s configured to 1dentify known
landmarks (¢.g. the leaning tower of Pisa) in an 1mage and assign on¢ or more tags based
on the 1dentification. In some cases the landmark recognition module 410 may work 1n
conjunction with the object recognition module 406. For example, the landmark
recognition module 410 may receive information from the object recognition module 408
on objects 1dentified 1in the image. The landmark recognition module 410 may then use
the shape of the object and location information 1n the metadata to identify an object as a
landmark. The location information may be generated automatically by the device (e.g.
camera) that generated the image or may be manually entered into the metadata. Once the
landmark recognition module 410 has identified an object as a landmark then one or more
tags 18 assigned to or associated with the image. In another example, GPS metadata
associated with the images 1s used to look up potential landmarks 1n a database of
landmarks. If there 1s more than one close landmark, then the visual content of the i1mage
may be used to select one of the potential landmarks using canonical images of the
landmarks stored 1n the database.

[0050] Reterence 1s now made to FIG. 5 which illustrates an example natural
language query mapper 106. As described above, the natural language query mapper 106
receives a natural language query terms and/or phrases 500 from the image search and
navigation module 104 and maps cach nature language query term and phrase to one or
more 1mage tags 502 of a plurality of image tags 503 (referred to herein as the mapped
tags). In particular the natural language query mapper 106 uses a combination of semantic
analysis and ontology (where cach tag 1s a concept 1n the ontology) to map each natural

language query term and/or phrase 500 to one or more image tags 502. The mapped
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image tags 502 are then provided to the image search and navigation module 104 to
1dentify 1mages that have been tagged with mapped image tags 502.
[0051] The natural language query mapper 106 of FIG. 5 comprises a semantic
distance module 504 configured to compute at Ieast one distance m a semantic space
between a natural language query term or phrase and each of the possible 1image tags.
Each distance indicates the semantic stmilarity between the natural language query term or
phrase and the corresponding image tag. The semantic similarity of two words or phrases
1s based on whether they have similar meaning (e.g. they are used to mean similar things
1n the same context).
[0052] In some cases the semantic distance(s) are calculated by the semantic
distance module 504 from a semantic embedding 506 of words and/or phrases which 1s a
semantic space of words where each word or phrase 1s mapped to a low or high
dimensional embedding vector that represents the semantic similarity between words
and/or phrases.
[0053] In some cases the semantic embedding 506 1s gencrated by applying
semantic encoding 508 to a natural language corpus 510. The natural language corpus 510
1S a large set of texts. The semantic encoding 508 18 a machine learning component that 18
trained to capture semantic information between words.
[0054] In some cases the semantic encoding 18 a neural network, such as a
recursive neural network (RNN), which 1s trained to predict a word given the surrounding
words (or context). Consequently, words that appear in similar context end up with similar
embedding vectors. Applying such as neural network to the natural language corpus 510
results 1n a high dimensional embedding of each word based on the similarity of the use of
the words 1n the sentences encountered in the natural language corpus. For example, the
words “warm” and “hot” may occur in sentences similar to the following:

The soup was still hot ...

The soup was still warm ...

The hot weather ...

The warm weather ...
[0055] This would result 1n the words “hot” and “warm” having similar or
identical embedding vectors.
[0056] The semantic distance module 504 may be configured to calculate one or
more distances 1n the semantic space of words (1.¢. semantic embedding 506). In

particular, the semantic distance module 504 may comprise one or more distance modules
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wherein each distance module calculates the distance 1n a different manner. For example,
the semantic distance module 504 of FIG. 5 comprises a cosine similarity module 512 that
calculates the cosine similarity between the natural language query term and/or phrase and
individual tags; a dot product module 514 that calculates the dot product of the natural
language query term and/or phrase and individual tags; a dice similarity module 516 that
calculates the dice stmilarity of the natural language query term and/or phrase and
individual tags; a hamming distance module 518 that calculates the hamming distance
between the natural language query term and/or phrase and individual tags; and a city
block distance module 520 that calculates the city block distance between the natural
language query tem and/or phrase and individual tags. However, in other examples, the
semantic distance module 504 may comprise only one of these distance modules, a
different combination of these distance modules or different types of distance modules.
[0057] Each distance module 512-520 calculates the distance 1n a different manner
thus cach determines the similarity between words and/or phrase 1n a different manner. To
gct the best result the distances calculated by the various distance modules 512-520 are
combined to look for agreements in results. In particular, the distances may be provided to
a threshold module 522 which may discard any distance that 1s above a predetermined
threshold (indicating that the natural language query term and the tag are not very similar).
The threshold may be different for different types ot distances. Any distance that falls
below the corresponding predetermined threshold 1s provided to a selection module 524
where the distances that exceeded the threshold provide a vote for the corresponding tag.
The votes are then combined to select the tags or tags with the highest number of votes. In
some cases the votes are weighted based on the strength of the similarity (e.g. the distance
value). Combining the distances 1n this manner increases the accuracy of the mapping
since each distance uses different criteria. Generally the more different distance
calculations that are used the more accurate the mapping. However, the trade-off 1s
increased processing time and resources.

[0058] While calculating and combining different semantic distance values can
produce quite accurate mapping results, occasionally, a word and 1ts opposite (or an
unrclated word) are commonly used 1n 1dentical context. For example opposite and
unrelated words “fast”, “slow” and “barely” may be used in similar context such as ““the

slow moving train” and “the fast moving train’; and “the barcly moving train™.

Accordingly, additional information (1.¢. information other than semantic analysis
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information) may be useful to discriminate in these situations and thus increase the
accuracy of the mapping.

[0059] In some examples, the additional information 1s obtained from an ontology.
In particular, the example natural language query mapper 106 of FIG. 5 comprises an
ontology distance module 526 which 1s configured to compute a distance 1n an ontology
between the natural language query term or phrase 500 and each of the 1mage tags. As
described above the ontology 108 1s a graph of nodes representing concepts (each tag
being a concept 1n the ontology) where the nodes are linked by edges according to
relationships between the concepts. Each ontology distance 1s computed by traversing
between nodes 1n the ontology.

[0060] The ontology may be a commercially available ontology, such as
WordNet® or an ontology that has been specially developed. WordNet® 1s a large
lexical database of English words which are grouped into sets of cognitive synonyms
(synsets), each expressing a distinct concept. The synsets are interlinked by means of
conceptual-semantic and lexical relations.

[0061] The ontology distances generated by the ontology distance module 526 are
also provided to the threshold module 522 where any distances above a certain threshold
arc discarded or 1gnored and any distances that fall below the predetermined threshold are
provided to the selection module 524 where they provide a vote for the corresponding tag.
[0062] Reference 1s now made to FIG. 6 which 1llustrates a method for mapping a
natural language query term or phase to one or more 1mage tags using a combination of
ontology and semantic analysis which may be executed by the natural language query
mapper 106. At block 600, the natural language query mapper receives a natural language
query term or phrase. As described above, the natural language query term or phrase may
be received from the 1image search and navigation module 104 after the image search and
navigation module 104 receives a search request (specifying one or more query terms
and/or phrases) from a user via an end-user device 116.

[0063] Upon recerving the natural language query term and/or phrase the natural
language query mapper 106 determines 602 whether the term and/or phase 1s in the
reference sct (¢.g. 15 one of the 1image tags). If the natural query term and/or phrase 1s 1n
the reference set then the natural language query mapper 106 provides the image tag to the
image search and navigation module 104 which it then uses to 1dentify and retrieve images

matching the natural language query 604.
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[0064] If the natural query term and/or phrase is not 1n the reference set (e.g. it
does not match an image tag) then the method proceeds to blocks 606 and 608 where an
ontology distance and one or more semantic space distances are computed between the
natural language query term or phrase and individual image tags. As described above with
reterence to FIG. 5 computing an ontology distance may comprising computing a distance
in the ontology (e.g. WordNet®) between the natural language query term or phrase and
individual image tags where cach image tag 18 a concept in the ontology.

[0065] As described above with reference to FIG. 5 computing one or more
semantic distances may comprise computing a distance 1n a semantic space of words
between the natural language query term or phrase and individual image tags. The
semantic space of words may be have been generated by applying a trained machine
learning component, such as a neural network, to a corpus of natural language text. The
semantic distances may include one or more of cosine similarity, dot product, dice
similarity, hamming distance, and city block distance.

[0066] Once the ontology and semantic distances are generated or computed the
method proceeds to block 610 where one or more threshold are applied to the ontology
and semantic distances to eliminate or discard distances which are above a predetermined
threshold. There may be specific predetermined thresholds to each type of distance (e.g.
one for ontology distances and one for each type of semantic distance) or there may be on
predetermined threshold that 1s applied to all distances. The objective of applying the
threshold(s) 1s to eliminate distances that indicate such a remote similarity between the
query term or phrase that they do not need to be considered in selecting an appropriate
image tag. By eliminate these distances at this stage, the processing power required to
sclect the best image tag candidates can be reduced.

[0067] Once the threshold(s) has/have been applied to the computed distances, the
method proceed to 612 where the remaining distances are used to select one or more
1mage tags that arc closest to the natural language query term or phrase. In some cases
cach remaining distance 1s considered a vote for the corresponding image tag. The votes
for each image tag are then accumulated to get a vote count or value for each image tag.
The 1mage tags with the most votes may be selected at the best image tag candidates 614
and forwarded to the image search and navigation module 104.

[0068] In some cases, prior to accumulating the votes cach vote 1s weighted. The
weights may be based on the magnitude of the associated distance value. For example, in

some cases a smaller distance value will be given a higher weight.

15



10

15

20

25

30

CA 02947036 2016-10-25

WO 2015/175736 PCT/US2015/030687

[0069] Reference 18 now made to FIG. 7 which 1llustrates a method for searching a
set of 1mages using natural language query terms and/or phrases which may be executed
by the search and navigation module 104. At block 700 the search and navigation module
104 receives a search query (including natural language query terms and/or phrases and
optionally a proximity indicator) from a user via an end-user device 116. Upon receiving
the natural language query terms and/or phrases the search and navigation module 104
provides the natural language query terms and/or phrases to the natural language query
mapper 106 to map the natural language query terms and/or phrases to one or more image
tags 702. The natural language query mapper 106 may map the natural language query
terms and/or phrases to one or more 1image tags using, for example, the method of FIG. 6.
The natural language query mapper 106 then provides the mapped 1image tags to the image
scarch and navigation module 104.

[0070] In some examples, upon receiving the mapped 1image tags, the method
proceed to block 204 where the image search and navigation module 104 outputs the
image tags to a graphical user interface displayed on the end-user device 116. However, 1t
1S not essential to output the image tags to the GUI. The method then proceed to block
206.

[0071] At block 206, the 1mage secarch and navigation module 104 uses the
mapped 1mage tags to 1dentify and retrieve one or more imaged from the tagged images
database that match the natural language query terms and/or phrases. For example, the
image search and navigation module 104 may retrieve images that have been tagged with
the mapped 1mage tags. Where the search request comprised a proximity indicator may
only retrieve images that have been tagged with the mapped image tags and have the
objects 1dentified by the mapped 1mage tags in close proximity. Once the matching images
have been retrieved from the tagged image database the method may proceed to block 208
or the method may proceed directly to block 210.

[0072] At block 208, the image search and navigation module 104 ranks the
retrieved 1images based on how well they match the search criteria. For example, as
described above, in some cases the image tagging server 102 may be configured to assign
a confidence value to cach 1image tag assigned to an 1image. The confidence value
indicates the accuracy of the tag (e.g. the likelihood that the 1mage contains the 1tem
identified by the tag). In these cases the image search and navigation module 104 may be
configured to rank the retrieved images. For example, the higher the confidence value for

the mapped image tags (which intersect with the mapped query terms) the higher the
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image 1s ranked. In other cases, other criteria may be used to rank the retrieved images.
For example, a machine learning ranker may be trained to rank order search results based
on query-1mage pairs that have been manually judged by a human annotator.

[0073] At block 210 the image search and navigation module 104 may output the
ranked or not ranked retrieved 1images to a graphical user interface of the end-user device
116.

[0074] Reference 1s now made to FIG. 8 which illustrates a method for navigating
through a set of 1images which may be executed by the image search and navigation
module 104. At block 800, the tmage search and navigation module 104 receives an
indication from an end-user device 116 that the user has selected one of a displayed 1image
or an object within a displayed image (indicated by, for example, a bounding box).

[0075] The 1mage search and navigation module 104 retrieves the tags associated
with the selected image or the selected object 802 and displays the image tags for the
selected 1mage or object 1n a graphical user interface 804. Where the user has selected an
1mage the 1mage tags for the 1mage may be displayed as list in the graphical user interface
as shown 1n FIG. 2. Where, however, the user has selected an object within an 1mage the
1mage tag associated with the object may be displayed on top of the bounding box, for
cxample, or within the query term entry box as shown m FIG. 2.

[0076] The 1mage search and navigation module 104 also retrieves images using
the 1mage tags for the selected image or the selected object. Where the user has selected
an 1mage, the retrieved 1images may be 1images that are similar to the selected image.
Stmilarity may be based on the image tags that are shared in common. The more image
tags that arc shared the more similar two 1images are. Accordingly, where the user has
sclected an 1mage the 1mage search and navigation module 104 may be configured to
retrieve images from the tagged image database that have been tagged with the same
image tags as the selected image. Where, however, the user has selected an 1image, the
retrieved 1images may be images that comprise the query terms 1n the query term entry box
(which now includes the image tag associated with the selected object. Once the images
have been retrieved from the tagged 1image database the method may proceed to block 808
or 1t may proceed directly to block §10.

[0077] At block 808 the retrieved 1images are ranked based on how the accuracy of
the 1mage tags used for retrieval. For example, as described above, in some cases the
1mage tagging server 102 may be configured to assign a confidence value to each image

tag assigned to an image. The confidence value indicates the accuracy of the tag (e.g. the
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likelihood that the image contains the item 1dentified by the tag). In these cases the image
scarch and navigation module 104 may be configured to rank the retrieved images using
the confidence values. For example, the higher the confidence value for the mapped
image tags the higher the image 18 ranked. In other cases, other criteria may be used to
rank the retrieved images. Once the retrieved images have been ranked the method
proceed to block 810.

[0078] At block 810 the image search and navigation module 104 outputs the
ranked or not-ranked list of retrieved 1images to a graphical user interface displayed on the
end-user device 116. Where the user selected an 1mage the retrieved 1mages (the 1mages
similar to the selected 1images) may be displayed 1n a secondary window of the GUI as
shown 1n FIG. 2. Where, however, the user selected an object the retrieved 1images (the
1mages matching the query terms) may be displayed m a main results window of the GUI
as shown in FIG. 2.

10079] At block 812 the image search and navigation module may receive an
indication from the end-user device 116 that the user has indicated that wish to share the
displayed 1images with another party. When the image search and navigation module 104
receives such an indicate the image search and navigation module 104 may proceed to
block 814 where the retrieved 1images are made available to the specified parties, by for
example, a social networking tool accessible to the user and/or end-user device 116.
[0080] FIG. 9 illustrates various components of an exemplary computing-based
device 900 which may be implemented as any form of a computing and/or ¢lectronic
device, and 1n which embodiments of the systems and methods described herein may be
implemented.

[0081] Computing-based device 900 comprises one or more processors 902 which
may be microprocessors, controllers or any other suitable type of processors for processing
computer executable instructions to control the operation of the device i order to search a
sct of 1mages using natural language. In some examples, for example where a system on a
chip architecture 1s used, the processors 902 may include one or more fixed function
blocks (also referred to as accelerators) which implement a part of the method of searching
a sct of 1mages using natural language 1in hardware (rather than software or firmware).
Platform software comprising an operating system 904 or any other suitable platform
software may be provided at the computing-based device 900 to enable application
software such as a query mapper 906 and an 1mage search and navigation module 912 to

be executed on the device.
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[0082] The computer executable instructions may be provided using any
computer-readable media that 1s accessible by computing based device 900. Computer-
readable media may include, for example, computer storage media such as memory 910
and communications media. Computer storage media, such as memory 910, includes
volatile and non-volatile, removable and non-removable media implemented 1n any
method or technology for storage of information such as computer readable instructions,
data structures, program modules or other data. Computer storage media includes, but 1s
not limited to, RAM, ROM, EPROM, EEPROM, flash memory or other memory
technology, CD-ROM, digital versatile disks (DVD) or other optical storage, magnetic
cassettes, magnetic tape, magnetic disk storage or other magnetic storage devices, or any
other non-transmission medium that can be used to store information for access by a
computing device. In contrast, communication media may embody computer readable
instructions, data structures, program modules, or other data in a modulated data signal,
such as a carrier wave, or other transport mechanism. As defined herein, computer storage
media does not include communication media. Therefore, a computer storage medium
should not be interpreted to be a propagating signal per se. Propagated signals may be
present in a computer storage media, but propagated signals per se are not examples of
computer storage media. Although the computer storage media (memory 910) 1s shown
within the computing-based device 900 1t will be appreciated that the storage may be
distributed or located remotely and accessed via a network or other communication link
(e.g. using communication interface 916).

[0083] The computing-based device 900 also comprises an mput/output controller
914 arranged to output display information to a display device 920 which may be separate
from or integral to the computing-based device 900. The display information may provide
a graphical user interface. The input/output controller 914 1s also arranged to receive and
process input from one or more devices, such as a user input device 922 (¢.g. a mouse,
keyboard, camera, microphone or other sensor). In some examples the user imput device
922 may detect voice 1nput, user gestures or other user actions and may provide a natural
user interface (NUI). This user input may be used to control operation of the computing-
based device 900. In an embodiment the display device 920 may also act as the user input
device 922 1f 1t 1s a touch sensitive display device. The input/output controller 914 may
also output data to devices other than the display device, ¢.g. a locally connected printing

device (not shown 1n FIG. 9).
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[0084] Any of the mput/output controller 914, display device 920 and the user
input device 922 may comprise NUI technology which enables a user to interact with the
computing-based device 1n a natural manner, free from artificial constraints imposed by
input devices such as mice, keyboards, remote controls and the like. Examples of NUI
technology that may be provided include but are not limited to those relying on voice
and/or speech recognition, touch and/or stylus recognition (touch sensitive displays),
gesture recognition both on screen and adjacent to the screen, air gestures, head and eye
tracking, voice and speech, vision, touch, gestures, and machine intelligence. Other
examples of NUI technology that may be used include intention and goal understanding
systems, motion gesture detection systems using depth cameras (such as stereoscopic
camera systems, infrared camera systems, rgb camera systems and combinations of these),
motion gesture detection using accelerometers/gyroscopes, tacial recognition, 3D displays,
head, eye and gaze tracking, immersive augmented reality and virtual reality systems and
technologies for sensing brain activity using electric field sensing electrodes (EEG and
related methods).

[0085] Alternatively, or in addition, the functionality described herein can be
performed, at least 1n part, by one or more hardware logic components. For example, and
without limitation, illustrative types of hardware logic components that can be used
include Field-programmable Gate Arrays (FPGAS), Program-specific Integrated Circuits
(ASICs), Program-specific Standard Products (ASSPs), System-on-a-chip systems
(SOCs), Complex Programmable Logic Devices (CPLDs).

[0086] The term 'computer’ or 'computing-based device' 18 used herein to refer to
any device with processing capability such that it can execute instructions. Those skilled
in the art will realize that such processing capabilities are incorporated into many different
devices and therefore the terms 'computer’ and 'computing-based device' each include PCs,
servers, mobile telephones (including smart phones), tablet computers, set-top boxes,
media players, games consoles, personal digital assistants and many other devices.

[0087] The methods described herein may be performed by software in machine
readable form on a tangible storage medium ¢.g. in the form of a computer program
comprising computer program code means adapted to perform all the steps of any of the
methods described herein when the program 1s run on a computer and where the computer
program may be embodied on a computer readable medium. Examples of tangible storage
media include computer storage devices comprising computer-readable media such as

disks, thumb drives, memory etc and do not include propagated signals. Propagated

20



10

15

20

25

30

CA 02947036 2016-10-25

WO 2015/175736 PCT/US2015/030687

signals may be present in a tangible storage media, but propagated signals per se are not
cxamples of tangible storage media. The software can be suitable for execution on a
parallel processor or a serial processor such that the method steps may be carried out 1n
any suitable order, or simultaneously.

[0088] This acknowledges that software can be a valuable, separately tradable
commodity. It 1s intended to encompass software, which runs on or controls “dumb” or
standard hardware, to carry out the desired functions. It 1s also intended to encompass
software which ““describes” or defines the configuration of hardware, such as HDL
(hardware description language) software, as 1s used for designing silicon chips, or for
configuring universal programmable chips, to carry out desired functions.

[0089] Those skilled 1n the art will realize that storage devices utilized to store
program 1nstructions can be distributed across a network. For example, a remote computer
may store an example of the process described as software. A local or terminal computer
may access the remote computer and download a part or all of the software to run the
program. Alternatively, the local computer may download pieces of the software as
needed, or execute some software instructions at the local terminal and some at the remote
computer (or computer network). Those skilled 1n the art will also realize that by utilizing
conventional techniques known to those skilled 1n the art that all, or a portion of the
software instructions may be carried out by a dedicated circuit, such as a DSP,
programmable logic array, or the like.

[0090] Any range or device value given herein may be extended or altered without
losing the effect sought, as will be apparent to the skilled person.

[0091] Although the subject matter has been described 1n language specific to
structural features and/or methodological acts, 1t 1s to be understood that the subject matter
defined 1n the appended claims 1s not necessarily limited to the specific features or acts
described above. Rather, the specific features and acts described above are disclosed as
cxample forms of implementing the claims.

[0092] It will be understood that the benefits and advantages described above may
relate to one embodiment or may relate to several embodiments. The embodiments are not
limited to those that solve any or all of the stated problems or those that have any or all of
the stated benefits and advantages. It will further be understood that reference to 'an' item
refers to one or more of those items.

[0093] The steps of the methods described herein may be carried out 1n any

suitable order, or simultancously where appropriate. Additionally, individual blocks may
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be deleted from any of the methods without departing from the spirit and scope of the
subject matter described herein. Aspects of any of the examples described above may be
combined with aspects of any of the other examples described to form further examples
without losing the effect sought.

[0094] The term 'comprising’ 18 used herein to mean including the method blocks
or elements 1dentified, but that such blocks or elements do not comprise an exclusive list
and a method or apparatus may contain additional blocks or elements.

[0095] It will be understood that the above description 1s given by way of example
only and that various modifications may be made by those skilled 1n the art. The above
specification, examples and data provide a complete description of the structure and use of
cxemplary embodiments. Although various embodiments have been described above with
a certain degree of particularity, or with reference to one or more individual embodiments,
those skilled 1n the art could make numerous alterations to the disclosed embodiments

without departing from the spirit or scope of this specification.
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CLAIMS

1. A computer-implemented method comprising:
recerving a natural language query;
computing a first distance in an ontology between the natural language query and
individual ones of a plurality of image tags, each 1mage tag being a concept of the
ontology;
computing at least one second distance in a semantic space of words between the
natural language query and individual ones of the plurality of 1mage tags;
selecting at least one of the plurality of 1image tags on the basis of the computed
first and second distances; and
retrieving, using the selected at least one 1image tag, one or more 1mages from a
database of 1mages tagged with the selected 1image tags.
2. The method of claim 1, wherein the first distance 1s computed by traversing
between nodes 1n the ontology, wherein the ontology 1s a graph of nodes representing
concepts, the nodes being linked by edges according to relationships between the
concepts.
3. The method of claim 1, wherein the semantic space of words has been
learnt from a corpus of natural language documents.
4. The method of claim 3, wherein the semantic space of words has been
learnt using a neural network.
3. The method of claim 1, further comprising:
displaying at least a portion of the one or more retrieved 1mages;
receiving information indicating one of the retrieved images has been
selected; and
displaying the selected 1image and information related to the selected image.
6. The method of claim 5, wherein the information related to the selected
1mage comprises onc or more 1images that are similar to the selected 1mage.
7. The method of claim 5, further comprising:
receiving information indicating the position of a cursor with respect to the
selected 1mage, the cursor being controlled by a user;
determining whether the cursor 1s positioned over an object identified 1n the
selected image; and
in response to determining the cursor is positioned over an object identified

in the selected 1image, displaying a bounding box around the identified object.
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&. The method of claim 7, further comprising:
receiving an indication that the bounding box has been selected; and
updating the natural language query to include an 1mage tag associated with
the 1dentified object corresponding to the bounding box.
9. The method of claim 1, wherein the natural language query comprises a
plurality of query terms and an indication of whether the terms are to be proximate, and 1n
response to determining the terms are to be proximate, retrieving one or more images from
the database of 1images tagged with cach of the selected image tags wherein objects

associated with the selected 1mage tags are proximate.

10. A system comprising a computing-based device configured to:

receive a natural language query;

compute a first distance 1n an ontology between the natural language query and
individual ones of a plurality of image tags, an 1mage tag being a concept of the ontology;

compute at least one second distance 1n a semantic space of words between the
natural language query and individual ones of the plurality of image tags;

select at least one of the plurality of image tags on the basis of the computed first
and second distances; and

retrieve, using the sclected at least one 1mage tag, one or more 1images from a

database of 1images tagged with the selected image tags.
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