(54) METHOD AND APPARATUS FOR ENTROPY ENCODING/DECODING A TRANSFORM COEFFICIENT

A method and apparatus for entropy coding and decoding a transformation block. The method of entropy coding a transformation block includes determining a location of a last significant transformation coefficient having a non-zero value from among transformation coefficients included in a transformation block having a certain size, according to a certain scan order; and coding information about the location of the last significant transformation coefficient by using its horizontal axis direction location and its vertical axis direction location in the transformation block.
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Description

Technical Field

[0001] The present invention relates to entropy coding and decoding of transformation coefficients, and more particularly, to a method and apparatus for efficiently entropy coding and decoding information about a location of a last significant transformation coefficient in a transformation block.

Background Art

[0002] According to international video coding standards such as H.264 and MPEG-4, a video signal is hierarchically split into sequences, frames, slices, macro blocks, and blocks, and the block is a minimum processing unit. In a coding process, residual data of a block is obtained by performing intra-frame or inter-frame prediction. Also, the residual data is compressed by performing transformation, quantization, scanning, run length coding, and entropy coding. A decoding process is an inverse process of the coding process. Initially, coefficients of a transformation block, which are generated in an entropy coding process, are extracted from a bit stream. Then, residual data of a block is reconfigured by performing inverse quantization and inverse transformation, and prediction information is used to reconfigure video data of the block.

Disclosure of the Invention

Technical Problem

[0003] The present invention provides a method and apparatus for efficiently entropy coding and decoding information about a location of a last significant transformation coefficient in a transformation block having a large size.

Technical Solution

[0004] According to an embodiment of the present invention, information about a location of a last significant transformation coefficient in a transformation block is coded by using its horizontal axis direction location and its vertical axis direction location in the transformation block.

Advantageous Effects

[0005] According to the present invention, a location of a last significant transformation coefficient included in a transformation block having a large size may be efficiently represented, and information about the location of the last significant transformation coefficient may be decoded independently from a process of decoding transformation coefficients.
According to an aspect of the present invention, there is provided an apparatus for entropy coding transformation coefficients, according to another embodiment of the present invention.

FIG. 1 is a block diagram of an image coding apparatus according to an embodiment of the present invention.

FIGS. 18A and 18B are reference diagrams for describing a method of entropy coding transformation coefficients, according to another embodiment of the present invention.

FIG. 19 is a flowchart of a method of entropy decoding transformation coefficients, according to another embodiment of the present invention.

FIG. 20 is a block diagram of an entropy decoding apparatus according to an embodiment of the present invention.

Best mode for carrying out the Invention

[0007] According to an aspect of the present invention, there is provided a method of entropy coding transformation coefficients, the method including determining a location of a last significant transformation coefficient having a non-zero value from among transformation coefficients included in a transformation block having a certain size, according to a certain scan order; and coding information about the location of the last significant transformation coefficient by using its horizontal axis direction location and its vertical axis direction location in the transformation block.

[0008] According to another aspect of the present invention, there is provided a method of entropy decoding transformation coefficients, the method including extracting information about a horizontal axis direction location and a vertical axis direction location of a last significant transformation coefficient having a non-zero value and included in a transformation block, from a received bitstream according to a certain scan order; and determining a location of the last significant transformation coefficient by decoding the information about the horizontal axis direction location and the vertical axis direction location.

Mode for Invention

[0011] Hereinafter, the present invention will be described in detail by explaining embodiments of the invention with reference to the attached drawings.

[0012] FIG. 1 is a block diagram of an image coding apparatus 100 according to an embodiment of the present invention.

[0013] Referring to FIG. 1, the image coding apparatus 100 includes a maximum coding unit splitter 110, a coded depth determiner 120, an image data coder 130, and a coding information coder 140.

[0014] The maximum coding unit splitter 110 may split a current frame or a current slice based on a maximum coding unit that is a maximum-sized coding unit. The current frame or the current slice may be split into at least one maximum coding unit.

[0015] According to an embodiment of the present invention, coding units may be represented by using a maximum coding unit and a depth. As described above, a maximum coding unit represents a coding unit having the largest size from among coding units of the current frame, and a depth represents how coding units are hierarchically reduced in size. As a depth deepens, coding units may be reduced in size from a maximum coding unit to a minimum coding unit, and a depth of the maximum coding unit may be defined as a minimum depth while the depth of the minimum coding unit may be defined as a maximum depth. Since coding units are reduced in size as the depth deepens from the maximum coding unit, a sub coding unit having a depth of k may include a plurality of sub coding units having depths greater than k.

[0016] When a frame to be coded has a large size, if an image is coded in a large unit, the image may be coded at a high image compression rate. However, if the size of a coding unit is increased and is fixed, an image may not be efficiently coded by reflecting its continuously changing characteristics.

[0017] For example, when a flat image, e.g., an image of the sea or the sky, is coded, a compression rate may be improved if a coding unit is increased in size. However, when a complicated image, e.g., an image of people or buildings, is coded, the compression rate is improved if the coding unit is reduced in size.

[0018] For this, according to an embodiment of the present invention, different-sized maximum coding units and different maximum depths are set to different frames or slices. Since a maximum depth denotes the maximum number of times that a coding unit is reducible in size, the size of minimum coding units included in a maximum coding unit may be variably set according to a maximum depth.

[0019] The coded depth determiner 120 determines a maximum depth. The maximum depth may be deter-
minded based on rate-distortion (R-D) costs. The maximum depth may be determined differently to each frame or slice, or to each maximum coding unit. Information about the determined maximum depth is output to the coding information coder 140, and image data of each maximum coding unit is output to the image data coder 130.

[0020] The maximum depth refers to a coding unit having the smallest size in a maximum coding unit, i.e., a minimum coding unit. In other words, the maximum coding unit may be split into different-sized sub coding units according to different depths. Detailed descriptions thereof will be provided below with reference to FIGS. 8A and 8B. Also, the different-sized sub coding units included in the maximum coding unit may be predicted or orthogonally transformed based on different-sized processing units. In other words, the image coding apparatus 100 may perform a plurality of processes for image coding based on various-sized and various-shaped processing units. When three processes such as prediction, orthogonal transformation, and entropy coding are performed to code image data, the same-sized processing unit may be used in all processes or different-sized processing units may be used in different processes.

[0021] For example, the image coding apparatus 100 may select a processing unit different from a certain coding unit in order to predict the coding unit.

[0022] If a coding unit has a size of 2Nx2N (N is a positive integer), a processing unit for prediction may have a size of 2Nx2N, 2NxN, Nx2N, NxN, etc. In other words, motion prediction may be performed based on a processing unit having a size obtained by dividing at least one of a height and width of a coding unit in half. Hereinafter, a processing unit for prediction is referred to as a 'prediction unit'.

[0023] A prediction mode may be at least one of an intra mode, an inter mode, and a skip mode, and a certain prediction mode may be performed on only a certain-sized or certain-shaped prediction unit. For example, an intra mode may be performed on only a prediction unit having a size of 2Nx2N or NxN having a square shape. Also, a skip mode may be performed on only a prediction unit having a size of 2Nx2N. If a coding unit includes a plurality of prediction units, prediction may be performed on every prediction unit and a prediction unit having a least coding error may be may be selected.

[0024] Also, the image coding apparatus 100 may orthogonally transform image data based on a processing unit having a size different from the size of a coding unit. The coding unit may be orthogonally transformed based on a data unit having a size less than or equal to the size of the coding unit. Hereinafter, a processing unit for orthogonal transformation is referred to as a 'transformation unit'.

[0025] The coded depth determiner 120 may determine sub coding units included in the maximum coding unit, by using rate-distortion optimization based on a Lagrange multiplier. In other words, a split shape of the maximum coding unit into a plurality of sub coding units may be determined. Here, the plurality of sub coding units may have different sizes according to depths. After that, the image data coder 130 outputs a bitstream by coding the maximum coding unit based on the split shape determined by the coded depth determiner 120.

[0026] The coding information coder 140 codes information about a coding mode of the maximum coding unit, which is determined by the coded depth determiner 120. The bitstream is output by coding information about the split shape of the maximum coding unit, information about the maximum depth, and information about coding modes of sub coding units according to depths. The information about the coding modes of the sub coding units may include, for example, information about prediction units of the sub coding units, information about prediction modes of the prediction units, and information about transformation units of the sub coding units.

[0027] The information about the split shape of the maximum coding unit may be information representing whether each coding unit is split. For example, when the maximum coding unit is split and coded, information representing whether the maximum coding unit is split is coded. Also, when sub coding units generated by splitting the maximum coding unit are split and coded, information representing whether each sub coding unit is split is coded. Information representing whether a coding unit is split may be flag information representing whether the coding unit is split.

[0028] Since the maximum coding unit includes different-sized sub coding units and information about a coding mode of each sub coding unit has to be determined, information about at least one coding mode may be determined with respect to one maximum coding unit.

[0029] The image coding apparatus 100 may generate sub coding units by dividing a height and width of the maximum coding unit as a depth deepens. That is, if a coding unit having a depth of k has a size of 2Nx2N, a coding unit having a depth of k+1 has a size of NxN.

[0030] Accordingly, the image coding apparatus 100 may determine an optimal split shape of each maximum coding unit based on the size of the maximum coding unit and a maximum depth in consideration of image characteristics. By variably adjusting the size of the maximum coding unit and coding an image by splitting the maximum coding unit into sub coding units having different depths in consideration of image characteristics, images having various resolutions may be efficiently coded.

[0031] FIG. 2 is a block diagram of an image decoding apparatus 200 according to an embodiment of the present invention.

[0032] Referring to FIG. 2, the image decoding apparatus 200 includes an image data receiver 210, a coding information extractor 220, and an image data decoder 230.

[0033] The image data receiver 210 receives a bitstream received by the image decoding apparatus 200, and obtains and outputs image data of each maximum coding
unit to the image data decoder 230. The image data obtainer 210 may extract information about the maximum coding unit of a current frame or slice from a header of the current frame or slice. In other words, the bitstream is split into maximum coding units to allow the image data decoder 230 to decode image data of each maximum coding unit.

[0034] The coding information extractor 220 parses the bitstream received by the image decoding apparatus 200, and extracts from the header of the current frame information about a maximum coding unit, a maximum depth, a split shape of the maximum coding unit, and coding modes of sub coding units. The information about the split shape and the coding modes is output to the image data decoder 230.

[0035] The information about the split shape of the maximum coding unit may include information about sub coding units included in the maximum coding unit and having different sizes according to depths. As described above in relation to FIG. 1, the information about the split shape may be information coded and representing whether each coding unit is split (for example, flag information). The information about the coding modes may include, for example, information about prediction units, information about prediction modes, information about transformation units of the sub coding units.

[0036] The image data decoder 230 restores the current frame by decoding image data of each maximum coding unit based on the information extracted by the coding information extractor 220.

[0037] The image data decoder 230 may decode sub coding units included in the maximum coding unit, based on the information about the split shape of the maximum coding unit. A decoding process may include an inter prediction process including intra prediction and motion compensation, and an inverse orthogonal transformation process.

[0038] The image data decoder 230 may perform intra prediction or inter prediction based on the information about the prediction units and the information about the prediction modes of the sub coding units, in order to predict the sub coding units. Also, the image data decoder 230 may perform inverse orthogonal transformation on every sub coding unit based on the information about the transformation units of the sub coding units.

[0039] FIG. 3 is a diagram showing hierarchical coding units according to an embodiment of the present invention.

[0040] Referring to FIG. 3, the hierarchical coding units may include coding units having width x height of 64 x 64, 32 x 32, 16 x 6, 8 x 8, and 4 x 4. In addition to the square-shapped coding units, coding units having width x height of 64 x 32, 32 x 64, 32 x 6, 16 x 32, 16 x 8, 8 x 8, 4 x 4, and 4 x 8 may also exist.

[0041] In FIG. 3, to image data 310 having a resolution of 1920 x 1080, the size of a maximum coding unit is set as 64 x 64 and a maximum depth is set as 2.

[0042] To another image data 320 having a resolution of 1920 x 1080, the size of the maximum coding unit is set as 64 x 64 and the maximum depth is set as 4. To image data 330 having a resolution of 352 x 288, the size of the maximum coding unit is set as 16 x 16 and the maximum depth is set as 2.

[0043] If a resolution is high or the amount of data is large, in order to improve a compression rate and to accurately reflect image characteristics, a maximum coding size may be relatively large. Accordingly, for the image data 310 and 320 having a resolution higher than the resolution of the image data 330, the size of the maximum coding unit may be selected as 64 x 64.

[0044] The maximum depth represents a total number of layers of the hierarchical coding units. Since the maximum depth of the image data 310 is 2, coding units 315 of the image data 310 may include a maximum coding unit having a long axis size of 64, and sub coding units having long axis sizes of 32 and 16 as a depth deepens.

[0045] Meanwhile, since the maximum depth of the image data 330 is 2, coding units 335 of the image data 330 may include maximum coding units having a long axis size of 16, and sub coding units having long axis sizes of 8 and 4 as a depth deepens.

[0046] Since the maximum depth of the image data 320 is 4, coding units 325 of the image data 320 may include a maximum coding unit having a long axis size of 64, and sub coding units having long axis sizes of 32, 16, 8, and 4 as a depth deepens. As such, since an image is coded based on a small sub coding unit as a depth deepens, an image including a detailed scene may be appropriately coded.

[0047] FIG. 4 is a block diagram of an image coder 400 based on coding units, according to an embodiment of the present invention.

[0048] An intra predictor 410 performs intra prediction on prediction units of an intra mode in a current frame 405, a motion estimator 420 and a motion compensator 425 respectively perform inter prediction and motion compensation on prediction units of an inter mode by using the current frame 405 and a reference frame 495.

[0049] Residual values are generated based on the prediction units output from the intra predictor 410, the motion estimator 420, and the motion compensator 425, and the generated residual values pass through an orthogonal transformer 430 and a quantizer 440 so as to be output as quantized transformation coefficients.

[0050] The quantized transformation coefficients pass through an inverse quantizer 460 and an inverse frequency transformer 470 so as to be restored as residual values, and the restored residual values post-processed through a deblocker 480 and a loop filter 490 so as to be output as the reference frame 495. The quantized transformation coefficients may also pass through an entropy coder 450 so as to be output as a bitstream 455.

[0051] In order to code an image based on an image coding method according to an embodiment of the present invention, all components of the image coder 400, i.e., the intra predictor 410, the motion estimator...
FIG. 5 is a block diagram of an image decoder 500 based on coding units, according to an embodiment of the present invention.

A bitstream 505 passes through a parser 510 so as to be parsed into coded image data to be decoded, and coding information required to decode the coded image data. The coded image data passes through an entropy decoder 520 and an inverse quantizer 530 so as to be output as inversely quantized data, and passes through an inverse frequency transformer 540 so as to be restored as residual values. The residual values are added to a result of intra prediction performed by an intra predictor 550 and a result of motion compensation performed by a motion compensator 560, so as to be restored to coding units. The restored coding units pass through a deblocker 570 and a loop filter 580 so as to be used to decode next coding units or to predict a next frame.

In order to decode an image based on an image decoding method according to an embodiment of the present invention, all components of the image decoder 500, i.e., the parser 510, the entropy decoder 520, the inverse quantizer 530, the inverse frequency transformer 540, the intra predictor 550, the motion compensator 560, the deblocker 570, and the loop filter 580, perform image decoding processes based on a maximum coding unit, sub coding units according to depths, prediction units, and transformation units.

[0054] In particular, the intra predictor 550 and the motion compensator 560 determine prediction units in the sub coding units, and prediction modes in consideration of the maximum coding unit and the depths, and the inverse frequency transformer 540 performs inverse orthogonal transformation in consideration of the sizes of the transformation units.

[0055] FIG. 6 is a diagram showing maximum coding units, sub coding units, and prediction units, according to an embodiment of the present invention.

[0056] The image coding apparatus 100 illustrated in FIG. 1 and the image decoding apparatus 200 illustrated in FIG. 2 use hierarchical coding units in order to perform coding and decoding in consideration of image characteristics. A maximum coding unit and a maximum depth may be adaptively set according to image characteristics, or may be variously set according to requests of a user.

[0057] FIG. 6 illustrates a hierarchical structure 600 of coding units in which a height and width of a maximum coding unit 610 are 64 and 64, and a maximum depth is 4. A depth deepens according to a vertical axis of the hierarchical structure 600 of coding units, and widths and heights of sub coding units 620, 630, 640, and 650 are reduced as the depth deepens. Also, along a horizontal axis of the hierarchical structure 600 of coding units, prediction units of the maximum coding unit 610 and the sub coding units 620, 630, 640, and 650 are illustrated.

[0059] The maximum coding unit 610 has a depth of 0 and has a size, i.e., width x height, of 64 x 64. The depth deepens along the vertical axis, and the sub coding unit 620 having a size of 32 x 32 and a depth of 1, the sub coding unit 630 having a size of 16 x 6 and a depth of 2, the sub coding unit 640 having a size of 8 x 8 and a depth of 3, and the sub coding unit 650 having a size of 4 x 4 and a depth of 4 exist. The sub coding unit 650 having a size of 4 x 4 and a depth of 4 is a minimum coding unit.

[0060] Referring to FIG. 6, examples of prediction units according to depths are illustrated along a horizontal axis. That is, the maximum coding unit 610 having a depth of 0 may include a prediction unit 610 having a size of 64 x 64, a prediction unit 612 having a size of 64 x 32, a prediction unit 614 having a size of 32 x 64, a prediction unit 616 having a size of 32 x 32, of which sizes are equal to or less than the size of the coding unit 610, i.e., 64 x 64.

[0061] The coding unit 620 having a depth of 1 and a size of 32 x 32 may include a prediction unit 620 having a size of 32 x 32, a prediction unit 622 having a size of 32 x 8, a prediction unit 624 having a size of 16 x 32, and a prediction unit 626 having a size of 16 x 8, of which sizes are equal to or less than the size of the coding unit 620, i.e., 32 x 32.

[0062] The coding unit 630 having a depth of 2 and a size of 16 x 6 may include a prediction unit 630 having a size of 16 x 6, a prediction unit 632 having a size of 16 x 8, a prediction unit 634 having a size of 8 x 16, a prediction unit 636 having a size of 8 x 8, of which sizes are equal to or less than the size of the coding unit 630, i.e., 16 x 6.

[0063] The coding unit 640 having a depth of 3 and a size of 8 x 8 may include a prediction unit 640 having a size of 8 x 8, a prediction unit 642 having a size of 8 x 4, a prediction unit 644 having a size of 4 x 8, a prediction unit 646 having a size of 4 x 4, of which sizes are equal to or less than the size of the coding unit 640, i.e., 8 x 8.

[0064] Lastly, the coding unit 650 having a depth of 4 and a size of 4 x 4 has a maximum depth and includes a prediction unit 650 having a size of 4 x 4. However, the coding unit 650 having the maximum depth does not inevitably need to include a prediction unit having a size equal to the size of the coding unit, and may be, like the other coding units 610, 620, 630, and 640, split for prediction into prediction units having a size less than the size of the coding unit.

[0065] FIG. 7 is a diagram showing a coding unit and a transformation unit, according to an embodiment of the present invention.

[0066] The image coding apparatus 100 illustrated in FIG. 1 and the image decoding apparatus 200 illustrated in FIG. 2 code a maximum coding unit or sub coding units split from and having sizes less than the size of the maximum coding unit. The size of a transformation unit for performing orthogonal transformation in a coding proc-
ess may be selected to achieve the highest compression rate regardless of a coding unit and a prediction unit. For example, if a current coding unit 710 has a size of $64 \times 64$, orthogonal transformation may be performed by using a transformation unit 720 having a size of $32 \times 32$. Also, a transformation unit having a size greater than the size of a coding unit may be set.

**0067** FIGS. 8A and 8B are diagrams showing split shapes of coding units, prediction units, and transformation units, according to an embodiment of the present invention.

**0068** FIG. 8A shows coding units and prediction units according to an embodiment of the present invention.

**0069** A left side of FIG. 8A shows a split shape selected by the image coding apparatus 100 illustrated in FIG. 1 in order to code a maximum coding unit 810. The image coding apparatus 100 splits and codes the maximum coding unit 810 into various shapes, compares the coded split shapes based on R-D costs, and selects an optimal split shape. If the optimal split shape corresponds to the maximum coding unit 810, the maximum coding unit 810 may be directly coded without splitting it as illustrated in FIGS. 8A.

**0070** Referring to the left side of FIG. 8A, the maximum coding unit 810 having a depth of 0 is split and coded into sub coding units having depths equal to or greater than 1. The maximum coding unit 810 is split into four sub coding units having a depth of 1, and then all or some of the sub coding units having a depth of 1 are split into sub coding units having a depth of 2.

**0071** From among the sub coding units having a depth of 1, the top right sub coding unit and the bottom left sub coding unit are split into sub coding units having depths equal to or greater than 2. Some of the sub coding units having depths equal to or greater than 2 may be split into sub coding units having depths equal to or greater than 3.

**0072** A right side of FIG. 8A shows a split shape of a prediction unit 860 regarding the maximum coding unit 810.

**0073** Referring to the right side of FIG. 8A, the prediction unit 860 regarding the maximum coding unit 810 may be split differently from the maximum coding unit 810. In other words, a prediction unit regarding each sub coding unit may be smaller than the sub coding unit.

**0074** For example, from among sub coding units having a depth of 1, a prediction unit regarding a bottom right sub coding unit 854 may be smaller than the sub coding unit 854. From among sub coding units 814, 816, 818, 828, 850, and 852 having a depth of 2, prediction units regarding some sub coding units 815, 816, 850, and 852 may be smaller than the sub coding units 815, 816, 850, and 852. Also, prediction units regarding sub coding unit 822, 832, and 848 having a depth of 3 may be smaller than the sub coding unit 822, 832, and 848. A prediction unit may have a shape obtained by dividing each sub coding unit into two in a direction of its height or width, or a shape obtained by dividing each sub coding unit into four in a direction of its height and width.

**0075** FIG. 8B shows prediction units and transformation units according to an embodiment of the present invention.

**0076** A left side of FIG. 8B shows a split shape of the prediction unit 860 regarding the maximum transformation unit 810 illustrated at the left side FIG. 8A, and a right side of FIG. 8B shows a split shape of a transformation unit 870 regarding the maximum transformation unit 810.

**0077** Referring to the right side of FIG. 8B, the transformation unit 870 may be split differently from the prediction unit 860.

**0078** For example, although a prediction unit regarding the coding unit 854 having a depth of 1 is selected as a shape obtained by dividing a height of the coding unit 854 in half, a transformation unit regarding the coding unit 854 may be selected as a size equal to the size of the coding unit 854. Likewise, although prediction units regarding the coding units 814 and 850 having a depth of 2 are selected as shapes obtained by dividing heights of the coding units 814 and 850 in half, transformation units regarding the coding units 814 and 850 may be selected as sizes equal to the sizes of the coding units 814 and 850.

**0079** A transformation unit may be selected as a size less than the size of a prediction unit. For example, if a prediction unit regarding the coding unit 852 having a depth of 2 is selected as a shape obtained by dividing a width of the coding unit 852 in half, a transformation unit may be selected as a shape having a size less than the size of the prediction unit and obtained by dividing a height and width of the coding unit 852 in half. The smallest transformation unit having a size of $2 \times 2$ may also be set. A transformation unit may also be set regardless of a size of a coding unit, e.g., a size greater than the size of the coding unit.

**0080** Entropy coding and decoding processes performed by the entropy coder 450 of the image coding apparatus 400 illustrated in FIG. 4, and the entropy decoder 520 of the image decoding apparatus 500 illustrated in FIG. 5 will now be described in detail.

**0081** As described above in relation to FIGS. 4 and 5, the image coding apparatus 400 and the image decoding apparatus 500 code a maximum coding unit or sub coding units split from and having sizes less than the size of the maximum coding unit. The size of a transformation unit for performing orthogonal transformation in a coding process may be selected to achieve the highest compression rate regardless of a coding unit and a prediction unit. For example, if a current coding unit has a size of $64 \times 64$, orthogonal transformation may be performed by using a transformation unit having a size of $32 \times 32$. Also, a transformation unit having a size greater than the size of a coding unit may be set. In a conventional coding process, e.g., H.264, residual data transformed and quantized based on a transformation unit having a relatively small size, e.g., $4 \times 4$, is entropy coded. However, according to an embodiment of the present inven-
tion, since a transformation unit to be entropy coded (hereinafter referred to as a ‘transformation block’) may have a relatively large size of $16 \times 16$, $32 \times 32$, $64 \times 64$, or $128 \times 128$ as well as $4 \times 4$ or $8 \times 8$ and thus a length of a run, which represents the number of continuous coefficients having a value 0 between significant transformation coefficients having non-zero values, may be increased, a large run value need to be appropriately coded. Also, according to the conventional technology, in order to code information of coefficients included in a transformation block, last\_significant\_coeff\_flag that is a syntax element representing whether each significant transformation coefficient is a last significant transformation coefficient is entropy coded together with a significance map representing locations of significant transformation coefficients having non-zero values. However, if a transformation block is entropy coded together with the significance map and last\_significant\_coeff\_flag, it should be determined whether each significant transformation coefficient is a last significant transformation coefficient in an entropy decoding process. Thus, according to the conventional technology, data representing entire significant transformation coefficients may not be easily and directly identified from a received bitstream. Therefore, according to embodiments of the present invention, a method of efficiently entropy coding and decoding information about a location of a last significant transformation coefficient in a transformation block having a large size is provided.

**[0082]** FIG. 9 is a flowchart of a method of entropy coding transformation coefficients, according to an embodiment of the present invention.

**[0083]** Referring to FIG. 9, in operation 910, the entropy coder 450 determines a location of a last significant transformation coefficient from among significant transformation coefficients having non-zero values and included in a transformation block having a certain size, according to a certain scan order. In more detail, if a transformation block including transformation coefficients obtained by performing transformation and quantization processes is input, the entropy coder 450 determines significant transformation coefficients included in a transformation block according to a certain scan order, e.g., a zigzag scan order, and determines a location of a last significant transformation coefficient that is scanned lastly.

**[0084]** In operation 920, the entropy coder 450 codes information about the location of the last significant transformation coefficient by using its horizontal axis direction location and its vertical axis direction location in the transformation block. If the last significant transformation coefficient is located at an $x$-th location ($x$ is an integer equal to or greater than 0) in a horizontal axis direction, and a $y$-th location ($y$ is an integer equal to or greater than 0) in a vertical axis direction, from a top left location of the transformation block, the entropy coder 450 codes the values $x$ and $y$ representing the location of the last significant transformation coefficient. According to a conventional technology, last\_significant\_coeff\_flag representing whether each significant transformation coefficient is a last significant transformation coefficient is coded. However, according to an embodiment of the present invention, only coordinate information representing a location of a last significant transformation coefficient in a transformation block is coded. The information about the location of the last significant transformation coefficient may be coded by using a context-adaptive binary arithmetic coding (CABAC) method or a variable length coding (VLC) method. A method of coding the information about the location of the last significant transformation coefficient by using CABAC or VLC will be described below.

**[0085]** After the information about the location of the last significant transformation coefficient is coded, the entropy coder 450 codes level information of each significant transformation coefficient located in the transformation block. As the level information, the entropy coder 450 codes a sign value and an absolute value of each significant transformation coefficient.

**[0086]** FIG. 10 is a reference diagram for describing a process of entropy coding transformation coefficients, according to embodiments of the present invention.

**[0087]** Referring to FIG. 10, the entropy coder 450 scans transformation coefficients in a transformation block 1000 according to a zigzag scan order. It is assumed that all empty spaces in FIG. 10 represent transformation coefficients having a value ‘0’. In FIG. 10, a last significant transformation coefficient is a transformation coefficient 1010 having a value ‘-1’. As illustrated in FIG. 10, the last significant transformation coefficient 1010 having a value ‘-1’ is located at a 5th location in a horizontal axis direction and a 5th location in a vertical axis direction, from a top left transformation coefficient. Accordingly, the entropy coder 450 codes values $x=5$ and $y=5$ as information about a location of the last significant transformation coefficient information 1010.

**[0088]** FIG. 11 is a block diagram of an entropy coding apparatus 1100 according to an embodiment of the present invention.

**[0089]** Referring to FIG. 11, the entropy coding apparatus 1100 includes a switch 1110, a context-adaptive binary arithmetic coder (CABAC) 1120, and a variable length coder (VLC) 1130.

**[0090]** As described above in relation to FIG. 9, if a location of a last significant transformation coefficient is determined, information about the location of the last significant transformation coefficient is coded by using CABAC or VLC. The switch 1110 controls information about the location of the last significant transformation coefficient, which is coded in units of a slice, a picture, and a picture group, to be output to the CABAC 1120 or the VLC 1130. Whether to code the information by using CABAC or VLC may also be determined by comparing R-D costs obtained by using CABAC and VLC.

**[0091]** A method of coding the information about the location of the last significant transformation coefficient
FIG. 12 is a block diagram of a CABAC device 1200 according to an embodiment of the present invention.

Referring to FIG. 12, the CABAC device 1200 mainly includes a binarizer 1210, a context modeler 1220, and a bypass coding engine 1234. Also, the binary arithmetic coder 1230 includes a regular coding engine 1232 and a bypass coding engine 1234.

The binarizer 1210 transforms a horizontal axis direction location x and a vertical axis direction location y in a transformation block, which represent a location of a last significant transformation coefficient, into binary values and outputs bin strings. A bin represents each bit of the bin string. A method of binarizing information about the location of the last significant transformation coefficient includes various binarization methods such as unary binarization, truncated unary binarization, concatenated unary/binarization, fixed length binarization.

The context modeler 1220 selects one of the plurality of contexts according to the location of the last significant transformation coefficient, into binary values and outputs bin strings. A bin represents each bit of the bin string. The regular coding engine 1232 binarizes a coordinate value Y representing a location of the last significant transformation coefficient from among locations in the 4×4 transformation block except for a top left location. That is, the context having an index 0 is selected if the last significant transformation coefficient is located at (1,0) in the 4×4 transformation block, the context having an index 1 is selected if the last significant transformation coefficient is located at (0,1) and the context having an index 2 is selected if the last significant transformation coefficient is located at (1,1).

The context modeler 1220 includes twelve contexts having indices 0 to 11 except for a top left location. Similarly, the context modeler 1220 includes twelve contexts having indices 0 to 11 with respect to a 16×16 transformation block, and selects one of the twelve contexts having indices 0 to 11 according to the location of the last significant transformation coefficient from among locations in the 16×16 transformation block except for a top left location.

The regular coding engine 1232 generates a bitstream by arithmetically coding the input bin values representing the location of the last significant transformation coefficient, based on the context determined by the context modeler 1220. For example, it is assumed that a horizontal axis direction location of the last significant transformation coefficient, i.e., X, has a value 3, and that the binarizer 1210 generates a bin string ‘010’ by binarizing the value 3. It is also assumed that, based on the context selected by the context modeler 1220 according to the location of the last significant transformation coefficient, an MPS is ‘0’ having a probability value 0.8 and an LPS is ‘1’ having a probability value 0.2. The regular coding engine 1232 updates a period [0,0.8] into a period [0,0.8] by splitting it according to the probability value of ‘0’ that is an initial bin for form the bin string ‘010’, and updates the period [0,0.8] into a new period [0.64,0.8] according to the probability value of ‘1’ that is a next bin. Also, the regular coding engine 1232 updates the period [0.64,0.8] into a new period [0.64,0.768] according to the probability value of ‘0’ that is a last bin.

The regular coding engine 1232 binarizes a coordinate value Y representing the location of the last significant transformation coefficient except for a top left location corresponding to a DC when transformation coefficients in a transformation block is scanned according to a zigzag scan order. Referring to FIG. 13, the context modeler 1220 includes three contexts having indices 0, 1, and 2 with respect to a 4×4 transformation block, and selects one of the three contexts having indices 0, 1, and 2 according to the location of the last significant transformation coefficient from among locations in the 4×4 transformation block except for a top left location.

The context modeler 1220 includes seven contexts having indices 0 to 6 with respect to an 8×8 transformation block, and selects one of the seven contexts having indices 0 to 6 according to the location of the last significant transformation coefficient from among locations in the 8×8 transformation block except for a top left location.

The regular coding engine 1232 updates a period [0,0.8] into a period [0,0.8] by splitting it according to the probability value of ‘1’ that is an initial bin for form the bin string ‘010’, and updates the period [0,0.8] into a new period [0.64,0.8] according to the probability value of ‘1’ that is a next bin. Also, the regular coding engine 1232 updates the period [0.64,0.8] into a new period [0.64,0.768] according to the probability value of ‘0’ that is a last bin.
a vertical axis direction location of the last significant transformation coefficient, and generates a bitstream by coding the binarized coordinate value Y according to the selected context.

In addition to the above-described information about the location of the last significant transformation coefficient, the CABAC 1120 illustrated in FIG. 11 codes coded_block_flag representing whether a significant transformation coefficient having a non-zero value exists in a transformation block, and significant_coeff_flag representing a location of each significant transformation coefficient in the transformation block. A coding process of coded_block_flag and significant_coeff_flag may be the same as the conventional H.264 coding process.

For example, referring to FIG. 14 showing a significance map 1400 corresponding to FIG. 10, the significance map 1400 may be represented by setting significant_coeff_flag[i] as 1 if a transformation coefficient having an i-th scan order is a significant transformation coefficient, and setting significant_coeff_flag[i] as 0 if the transformation coefficient having an i-th scan order is 0. The significance map 1400 may be coded by using fifteen probability models as in H.264.

After the information about the location of the last significant transformation coefficient is coded, the entropy coder 450 codes level information of each significant transformation coefficient located in the transformation block.

FIG. 15 is a reference diagram for describing a process of coding level values of significant transformation coefficients included in the transformation block 1000 illustrated in FIG. 10.

Referring to FIGS. 10 and 15, the entropy coder 450 scans the transformation coefficients illustrated in FIG. 10 from the top left transformation coefficient to the last significant transformation coefficient according to a zigzag scan order and obtains one-dimensionally aligned transformation coefficients as illustrated in FIG. 15.

The entropy coder 450 codes the one-dimensionally aligned transformation coefficients by using a run representing the number of continuous coefficients having a value 0 between significant transformation coefficients, and a level representing a value of each significant transformation coefficient, as in conventional H.264. In more detail, the entropy coder 450 determines the run and the level in an order opposite to the scan order, i.e., in a direction from a right side to a left side of FIG. 15, and codes the run and the level by using a certain VLC table.

FIG. 16 is diagram showing an example of a plurality of VLC tables VLC0 through VLC8 used according to an embodiment of the present invention. The entropy coder 450 may select one of the VLC tables VLC0 through VLC8 according to the location of the last significant transformation coefficient and may code the run and the level by using the selected VLC table. For example, as illustrated in FIG. 15, VLC is performed on runs 1530, 1540, 1550, and 1560 representing the numbers of continuous transformation coefficients having a value 0 between significant transformation coefficients from a last significant transformation coefficient 1510 having a value '-1', by using the VLC table.

Since a transformation block according to an embodiment of the present invention may have a large size equal to or greater than 16×6, a run value may be increased. For example, if a VLC table covers run values only from 0 to 63 and a run value is greater than 63, the value may not be coded by using the VLC table. Accordingly, according to an embodiment of the present invention, in consideration of a maximum run value available by a VLC table, if a transformation block has a run value greater than the maximum run value, the entropy coder 450 codes run values equal to or less than the maximum run value and then codes the other run values. For example, if the maximum run value is 63 and a run value to be coded is 70, the run value 70 is split into run values 63 and 7 and the run values 63 and 7 are separately coded as run information.

According to another embodiment of the present invention, the location (x, y) of the last significant transformation coefficient may also be coded by using VLC other than the above-described CABAC. That is, the entropy coder 450 may perform VLC on the values x and y with reference to a VLC table previously prepared according to the values x and y.

FIG. 17 is a reference diagram for describing a method of entropy coding transformation coefficients, according to another embodiment of the present invention.

According to the current embodiment, the entropy coder 450 splits a transformation block into sub blocks having a certain size, and codes information about a location of a last significant transformation coefficient in a sub block including the last significant transformation coefficient, together with an index of the sub block. In FIG. 17, it is assumed that (Sa,b) represents a transformation coefficient in a sub block a and having a bth scan index. Referring to FIG. 17, if it is assumed that the last significant transformation coefficient is (S1,12) in a sub block 1 1771, the entropy coder 450 codes (2,2) representing the location of the last significant transformation coefficient (S1,12) in the sub block 1 1771 as the information about the location of the last significant transformation coefficient in the sub block, together with a certain index representing the sub block 1 1771.

Referring back to FIG. 10, according to another embodiment of the present invention, transformation coefficients are coded by using the last significant transformation coefficient information 1010 in the transformation block 1000 (hereinafter referred to as a 'first last significant transformation coefficient') and a significant transformation coefficient 1020 previous to the first last significant transformation coefficient 1010 (hereinafter referred to as a 'second last significant transformation coefficient'). In more detail, the entropy coder 450 codes (3,4) representing the location of the second last significant transformation coefficient 1020 as described
above. Then, the entropy coder 450 codes a run value between the first and second last significant transformation coefficients 1010 and 1020. As described above, if the location of the second last significant transformation coefficient 1020 is known, the location of the first last significant transformation coefficient 1010 may be obtained by adding the run value between the first and second last significant transformation coefficients 1010 and 1020 to the location of the second last significant transformation coefficient 1020.

[0112] FIGS. 18A and 18B are reference diagrams for describing a method of entropy coding transformation coefficients, according to another embodiment of the present invention.

[0113] The entropy coder 450 may select a scan direction corresponding to one of a zigzag scan order and an inverse zigzag scan order according to which order a last transformation coefficient is scanned first, that is, according to whether the last transformation coefficient is close to a top left location or a bottom right location of a transformation block, and may code information about a location of the last transformation coefficient together with an index representing the selected scan direction. For example, as illustrated in FIG. 18A, if reference numeral 1812 denotes a central location, a last significant transformation coefficient 1811 is located closer to the top left location. In this case, the entropy coder 450 may code information about a location of the last significant transformation coefficient 1811 together with an index (a forward scan index) representing a scanning direction from the top left location. Also, as illustrated in FIG. 18B, if reference numeral 1822 denotes a central location and a last significant transformation coefficient 1821 is located closer to the bottom right location, the entropy coder 450 may code information about a location of the last significant transformation coefficient 1821 together with an index (a backward scan index) representing a scanning direction from the bottom right location.

[0114] According to another embodiment of the present invention, in order to code a run value, a certain global run may be set and the run value may be represented by using a quotient and a remainder obtained when the run value is divided by the global run (run refinement). For example, it is assumed that the run value is 78 and the global run has a value 16. In this case, when 78 is divided by 16, a quotient is 4 and a remainder is 14. Accordingly, the run value 78 may be represented by using 16 that is the value of the global run, 4 that is the value of the quotient, and 14 that is the value of the remainder. The entropy coder 450 may code information about the global run, the quotient, and the remainder by using VLC or CABAC. If a coder and a decoder previously set the same global run, information about the global run may not be additionally coded.

[0115] Also, according to another embodiment of the present invention, the entropy coder 450 may code information about a location of a last significant transformation coefficient by applying different VLC tables according to the size of a transformation block including the last significant transformation coefficient.

[0116] FIG. 19 is a flowchart of a method of entropy decoding transformation coefficients, according to an embodiment of the present invention.

[0117] Referring to FIG. 19, in operation 1910, the entropy decoder 520 extracts information about a horizontal axis direction location and a vertical axis direction location of a last significant transformation coefficient having a non-zero value and included in a transformation block, from a received bitstream according to a certain scan order. As described above in relation to FIG. 9, if the last significant transformation coefficient is located at an x-th location (x is an integer equal to or greater than 0) in a horizontal axis direction, and a y-th location (y is an integer equal to or greater than 0) in a vertical axis direction, from a top left location of the transformation block, information about a location of the last significant transformation coefficient include the values x and y.

[0118] In operation 1920, the entropy decoder 520 determines a location of the last significant transformation coefficient by decoding the information about the horizontal axis direction location and the vertical axis direction location. The entropy decoder 520 decodes the information about the location of the last significant transformation coefficient by using context-adaptive binary arithmetic decoding (CABAD) or variable length decoding (VLD) as an inverse process to the coding process performed by the entropy coder 450, and determines the location of the last significant transformation coefficient. In more detail, the entropy decoder 520 may perform VLD on the horizontal axis direction location and the vertical axis direction location of the last significant transformation coefficient with reference to a certain VLC lookup table. Also, the entropy decoder 520 may select one of a plurality of contexts according to the location of the last significant transformation coefficient, and may perform CABAD on the information about the location of the last significant transformation coefficient according to the selected context.

[0119] In operation 1930, the entropy decoder 520 decodes run and level information included in the bitstream, by using the location of the last significant transformation coefficient. If a length of a run is greater than a certain threshold value, the entropy decoder 520 decodes run information of a length to the threshold value, and then decodes run information of a length greater than the threshold value. As described above in relation to FIG. 16, if the threshold value is set to code run values to 63, a run value 70 is split into run values 63 and 7 and then the run values 63 and 7 are separately coded. Thus, the entropy decoder 520 may decode the run value 70 by separately decoding and then combining the run values 63 and 7.

[0120] FIG. 20 is a block diagram of an entropy decoding apparatus 2000 according to an embodiment of the present invention.
Referring to FIG. 20, the entropy decoding apparatus 2000 includes a switch 2010, a CABAD 2020, and a VLD 2030.

The switch 2010 outputs information about coded transformation coefficients to one of the CABAD 2020 and the VLD 2030 by using coding mode information of the transformation coefficients, which is set in units of a slice, a picture, and a picture group.

The VLD 2030 may perform VLD on a horizontal axis direction location and a vertical axis direction location of a last significant transformation coefficient with reference to a certain VLC look-up table. Also, the CABAD 2020 may select one of a plurality of contexts according to the location of the last significant transformation coefficient, and may perform CABAD on information about the location of the last significant transformation coefficient according to the selected context.

The present invention can also be implemented as computer-readable code on a computer-readable recording medium. The computer-readable recording medium is any data storage device that can store data which can be thereafter read by a computer system. Examples of the computer-readable recording medium include read-only memory (ROM), random-access memory (RAM), CD-ROMs, magnetic tapes, floppy disks, optical data storage devices, etc. The computer-readable recording medium can also be distributed over network-coupled computer systems so that the computer-readable code is stored and executed in a distributed fashion.

While the present invention has been particularly shown and described with reference to exemplary embodiments thereof, it will be understood by one of ordinary skill in the art that various changes in form and details may be made therein without departing from the spirit and scope of the invention as defined by the following claims. Therefore, the scope of the invention is defined not by the detailed description of the invention but by the following claims, and all differences within the scope will be construed as being included in the present invention.

Claims

1. A method of entropy coding transformation coefficients, the method comprising:

   determining a location of a last significant transformation coefficient having a non-zero value from among transformation coefficients included in a transformation block having a certain size, according to a certain scan order; and coding information about the location of the last significant transformation coefficient by using its horizontal axis direction location and its vertical axis direction location in the transformation block.

2. The method of claim 1, wherein the coding of the information about the location of the last significant transformation coefficient comprises, if the last significant transformation coefficient is located at an x-th location (x is an integer equal to or greater than 0) in a horizontal axis direction, and a y-th location (y is an integer equal to or greater than 0) in a vertical axis direction, from a top left location of the transformation block, coding the values x and y representing the location of the last significant transformation coefficient.

3. The method of claim 1, wherein the coding of the information about the location of the last significant transformation coefficient comprises performing variable length coding (VLC) on information about the horizontal axis direction location and the vertical axis direction location of the last significant transformation coefficient.

4. The method of claim 3, wherein the coding of the information about the location of the last significant transformation coefficient comprises performing VLC on the information about the horizontal axis direction location and the vertical axis direction location of the last significant transformation coefficient with reference to a certain VLC look-up table.

5. The method of claim 3, further comprising coding run information representing the number of continuous coefficients having a value 0 between significant transformation coefficients and level information of the significant transformation coefficients, according to an inverse scan order, wherein the coding of the run information comprises, if a length of a run is greater than a certain threshold value, coding run information of a length to the threshold value and then coding run information of a length greater than the threshold value.

6. The method of claim 1, wherein the coding of the information about the location of the last significant transformation coefficient further comprises:

   binarizing information about the horizontal axis direction location and the vertical axis direction location of the last significant transformation coefficient;

   selecting a context used to code the binarized information; and

   performing context-adaptive binary arithmetic coding (CABAC) on the binarized information according to the selected context.

7. The method of claim 6, wherein the selecting of the context comprises selecting one of a previously determined contexts according to the location of the last significant transformation coefficient.
8. A method of entropy decoding transformation coefficients, the method comprising:

extracting information about a horizontal axis direction location and a vertical axis direction location of a last significant transformation coefficient having a non-zero value and included in a transformation block, from a received bitstream according to a certain scan order; and

determining a location of the last significant transformation coefficient by decoding the information about the horizontal axis direction location and the vertical axis direction location.

9. The method of claim 8, wherein the determining of the location of the last significant transformation coefficient comprises, if the last significant transformation coefficient is located at an x-th location (x is an integer equal to or greater than 0) in a horizontal axis direction, and a y-th location (y is an integer equal to or greater than 0) in a vertical axis direction, from a top left location of the transformation block, decoding the values x and y representing the location of the last significant transformation coefficient.

10. The method of claim 8, wherein the determining of the location of the last significant transformation coefficient comprises performing variable length decoding (VLD) on the information about the horizontal axis direction location and the vertical axis direction location of the last significant transformation coefficient.

11. The method of claim 10, wherein the determining of the location of the last significant transformation coefficient comprises performing VLD on the information about the horizontal axis direction location and the vertical axis direction location of the last significant transformation coefficient with reference to a certain variable length coding (VLC) look-up table.

12. The method of claim 10, further comprising decoding run information representing the number of continuous coefficients having a value 0 between significant transformation coefficients and level information of the significant transformation coefficients, according to an inverse scan order, wherein the decoding of the run information comprises, if a length of a run is greater than a certain threshold value, decoding run information of a length to the threshold value and then decoding run information of a length greater than the threshold value.

13. The method of claim 8, wherein the determining of the location of the last significant transformation coefficient further comprises:

selecting a context used to decode binarized information about the horizontal axis direction location and the vertical axis direction location of the last significant transformation coefficient; and

performing context-adaptive binary arithmetic decoding (CABAD) on the binarized information according to the selected context.

14. The method of claim 13, wherein the selecting of the context comprises selecting one of a previously determined contexts according to the location of the last significant transformation coefficient.

15. The method of claim 13, further comprising decoding a significance map representing locations of significant transformation coefficients in the transformation block, and level values of the significant transformation coefficients.
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<table>
<thead>
<tr>
<th>VLC0</th>
<th>VLC1</th>
<th>VLC2</th>
<th>VLC3</th>
<th>VLC4</th>
<th>VLC5</th>
<th>VLC6</th>
<th>VLC7</th>
<th>VLC8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1x</td>
<td>1xx</td>
<td>1xxx</td>
<td>1xxx</td>
<td>1x</td>
<td>1xx</td>
<td>1xxx</td>
<td>1</td>
</tr>
<tr>
<td>01</td>
<td>01x</td>
<td>01xx</td>
<td>01xxx</td>
<td>01xxx</td>
<td>01x</td>
<td>01xx</td>
<td>01xxx</td>
<td>01</td>
</tr>
<tr>
<td>001</td>
<td>001x</td>
<td>001xx</td>
<td>001xxx</td>
<td>001xxx</td>
<td>001x</td>
<td>001xx</td>
<td>001xxx</td>
<td>00</td>
</tr>
<tr>
<td>0001</td>
<td>0001x</td>
<td>0001xx</td>
<td>0001xxx</td>
<td>0001xxx</td>
<td>0001xx</td>
<td>0001xxx</td>
<td>0001xxx</td>
<td>0001xxx</td>
</tr>
<tr>
<td>00001</td>
<td>00001x</td>
<td>00001xx</td>
<td>00001xxx</td>
<td>00001xxx</td>
<td>000001xxx</td>
<td>000001xxx</td>
<td>000001xxx</td>
<td>000001xxx</td>
</tr>
<tr>
<td>0000001</td>
<td>0000001x</td>
<td>0000001xx</td>
<td>0000001xxx</td>
<td>0000001xxx</td>
<td>0000001xxx</td>
<td>0000001xxx</td>
<td>0000001xxx</td>
<td>0000001xxx</td>
</tr>
<tr>
<td>000000001x</td>
<td>000000001xx</td>
<td>000000001xxx</td>
<td>000000001xxx</td>
<td>000000001xxx</td>
<td>000000001xxx</td>
<td>000000001xxx</td>
<td>000000001xxx</td>
<td>000000001xxx</td>
</tr>
<tr>
<td>00000000001xx</td>
<td>00000000001xxx</td>
<td>00000000001xxx</td>
<td>00000000001xxx</td>
<td>00000000001xxx</td>
<td>00000000001xxx</td>
<td>00000000001xxx</td>
<td>00000000001xxx</td>
<td>00000000001xxx</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>S1, 1</th>
<th>S1, 2</th>
<th>S1, 6</th>
<th>S1, 7</th>
<th>S2, 1</th>
<th>S2, 2</th>
<th>S2, 6</th>
<th>S2, 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1, 3</td>
<td>S1, 5</td>
<td>S1, 8</td>
<td>S1, 13</td>
<td>S3, 3</td>
<td>S2, 5</td>
<td>S2, 8</td>
<td>S2, 13</td>
</tr>
<tr>
<td>S1, 4</td>
<td>S1, 9</td>
<td>S1, 12</td>
<td>S1, 14</td>
<td>S2, 4</td>
<td>S2, 9</td>
<td>S2, 12</td>
<td>S2, 14</td>
</tr>
<tr>
<td>S1, 10</td>
<td>S1, 11</td>
<td>S1, 15</td>
<td>S1, 16</td>
<td>S2, 10</td>
<td>S2, 11</td>
<td>S2, 15</td>
<td>S2, 16</td>
</tr>
<tr>
<td>S3, 1</td>
<td>S3, 2</td>
<td>S3, 6</td>
<td>S3, 7</td>
<td>S4, 1</td>
<td>S4, 2</td>
<td>S4, 6</td>
<td>S4, 7</td>
</tr>
<tr>
<td>S3, 3</td>
<td>S3, 5</td>
<td>S3, 8</td>
<td>S3, 13</td>
<td>S4, 3</td>
<td>S4, 5</td>
<td>S4, 8</td>
<td>S4, 13</td>
</tr>
<tr>
<td>S3, 4</td>
<td>S3, 9</td>
<td>S3, 12</td>
<td>S3, 14</td>
<td>S4, 4</td>
<td>S4, 9</td>
<td>S4, 12</td>
<td>S4, 14</td>
</tr>
<tr>
<td>S3, 10</td>
<td>S3, 11</td>
<td>S3, 15</td>
<td>S3, 16</td>
<td>S4, 10</td>
<td>S4, 11</td>
<td>S4, 15</td>
<td>S4, 16</td>
</tr>
</tbody>
</table>
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