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(57)【特許請求の範囲】
【請求項１】
　装置であって、
　プローブを受取るよう結合される第１のノードと、前記第１のノードに結合される第２
のノードおよび第３のノードと、各前記ノードに結合されたメモリとを含み、前記第１の
ノードはキャッシュを含み、前記プローブは、前記第１のノードが、前記メモリから読み
出されたデータのキャッシュブロックのコピーを前記キャッシュにストアしているかどう
かを判断する要求であり、前記キャッシュブロックが前記第１のノードにストアされてい
る場合に前記第１のノードによって行なわれる動作の第１の表示を含んでおり、前記プロ
ーブは、ソースノードとして機能する前記第３のノードによってターゲットノードとして
機能する前記第２のノードに送信される要求に応答して、前記ターゲットノードによって
生成され、前記第１のノードはプローブに応答してプローブ応答を生成するよう構成され
、前記第１のノードは、プローブ内の第２の表示に応答してターゲットノードおよびソー
スノードのいずれの１つがプローブ応答を受取るべきかを選択するよう構成され、前記第
１のノードは、前記第２の表示に応答して、ターゲットノードまたはソースノードのいず
れか１つにプローブ応答を送信するよう構成されており、前記要求が読出ならば、前記第
２の表示は前記ソースノードを示し、前記要求が書込ならば、前記第２の表示は前記ター
ゲットノードを示す、装置。
【請求項２】
　前記プローブは、ターゲットノードを示す第１のノード番号と、ソースノードを示す第
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２のノード番号とを含み、前記第１のノードは、プローブ内の前記第２の表示に応答する
プローブ応答を経路制御するために前記第１のノード番号および前記第２のノード番号の
いずれか１つを選択するよう構成される、請求項１に記載の装置。
【請求項３】
　前記プローブ応答は、前記第１のノードがプローブによって識別されたデータの修正さ
れたコピーをストアしている場合に、データを伴いうる、請求項１に記載の装置。
【請求項４】
　前記プローブは、前記修正されたコピーがプローブに応答して送信されるべきか否かを
示すデータ移動表示を含み、前記プローブ応答は、データ移動表示が修正されたデータを
送信すべきことを示す場合に、データを伴いうる、請求項３に記載の装置。
【請求項５】
　前記プローブは、前記第１のノードがデータをキャッシュしている場合における、前記
第１のノードにおいて前記プローブによって識別されるデータの次の状態を識別するネク
ストステートフィールドを含み、前記第１のノードは、ネクストステートフィールドに応
答して前記第１のノードにおけるデータの状態を変更するよう構成される、請求項１に記
載の装置。
【請求項６】
　方法であって、
　第１のノードにおいてプローブを受取るステップを含み、前記第１のノードは、第２の
ノードおよび第３のノードに結合されており、各前記ノードはメモリに結合されており、
前記第１のノードはキャッシュを含み、前記プローブは、ソースノードとして機能する前
記第３のノードによってターゲットノードとして機能する前記第２のノードに送信される
要求に応答して、前記ターゲットノードによって生成され、前記プローブは、前記第１の
ノードが、前記メモリから読み出されたデータのキャッシュブロックのコピーを前記キャ
ッシュにストアしているかどうかを判断する要求であり、前記キャッシュブロックが前記
第１のノードにストアされている場合に前記第１のノードによって行なわれる動作の第１
の表示を含んでおり、
　方法はさらに、
　前記プローブに応答して前記第１のノードにおいてプローブ応答を生成するステップと
、
　プローブ内の第２の表示に応答して、ターゲットノードおよびソースノードのいずれの
１つがプローブ応答を受取るべきかを選択するステップと、
　前記第２の表示に応答して、ターゲットノードまたはソースノードのいずれか１つにプ
ローブ応答を送信するステップとを含み、前記要求が読出ならば、前記第２の表示は前記
ソースノードを示し、前記要求が書込ならば、前記第２の表示は前記ターゲットノードを
示す、方法。
【請求項７】
　前記プローブは、ターゲットノードを示す第１のノード番号と、ソースノードを示す第
２のノード番号とを含み、方法はさらに、
　プローブ内の前記第２の表示に応答するプローブ応答を経路制御するために前記第１の
ノード番号および前記第２のノード番号のいずれか１つを選択するステップを含む、請求
項６に記載の方法。
【請求項８】
　前記第１のノードがプローブによって識別されたデータの修正されたコピーをストアし
ている場合に、プローブ応答とともにデータを送信しうるステップをさらに含む、請求項
６に記載の方法。
【請求項９】
　前記プローブは、前記修正されたコピーがプローブに応答して送信されるべきか否かを
表示するデータ移動表示を含み、前記データを送信しうるステップは、データ移動表示が
修正されたコピーを送信すべきことを示す場合に、プローブ応答とともにデータを送信し
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うるものである、請求項８に記載の方法。
【請求項１０】
　前記プローブは、前記第１のノードがデータをキャッシュしている場合における、前記
第１のノードにおいて前記プローブによって識別されるデータの次の状態を識別するネク
ストステートフィールドを含み、方法はさらに、
　ネクストステートフィールドに応答して前記第１のノードにおけるデータの状態を変更
するステップを含む、請求項６に記載の方法。
【請求項１１】
　第１のノードに結合されて、情報を転送するためのトランザクションが向けられるター
ゲットノードとして機能するノードであって、前記第１のノードはキャッシュを含み、各
前記ノードにはメモリが結合されており、
　前記ターゲットノードに結合されて、トランザクションを開始するソースノードとして
機能するノードによって生成される要求を受信するための手段を含み、
　前記受信するための手段は、前記要求に応答してプローブを生成するように構成されて
おり、
　前記プローブは、当該プローブを受信する第１のノードが、前記メモリから読み出され
たデータのキャッシュブロックのコピーを前記キャッシュにストアしているかどうかを判
断するための要求であり、前記キャッシュブロックが前記第１のノードにストアされてい
る場合に前記第１のノードによって行なわれる動作の第１の表示を含んでおり、前記プロ
ーブは、当該プローブへの応答を受信するための受信ノードを指定するための手段によっ
て生成される第２の表示を含み、
　前記受信ノードは、前記トランザクションが書込であることに応答してターゲットノー
ドとなり、
　前記受信ノードは、前記トランザクションが読出であることに応答してソースノードと
なる、ノード。
【請求項１２】
　前記プローブは、当該プローブとしてパケットを識別するコマンドフィールドを有する
パケットを含み、
　前記第２の表示は、前記コマンドフィールドに含まれる、請求項１１に記載のノード。
【請求項１３】
　前記プローブは、前記ターゲットノードを識別するターゲットノードフィールドと、前
記ソースノードを識別するソースノードフィールドとを有する第１のパケットを含む、請
求項１１に記載のノード。
【請求項１４】
　前記要求を受信するための手段は、前記キャッシュブロックがストアされるメモリと通
信するように構成されたメモリコントローラを含み、
　前記メモリコントローラは、前記メモリにアクセスする要求を選択することに応答して
、前記プローブを生成するように構成されている、請求項１１に記載のノード。
【発明の詳細な説明】
【０００１】
【発明の背景】
１．技術分野
この発明は広くはコンピュータシステムに関し、より特定的には、マルチプロセッシング
演算環境を達成するためのメッセージ通信方式に関する。
【０００２】
２．関連技術分野の背景
クメール・Ａ（Kumar A）他による「共有メモリハイパーキューブマイクロプロセッサの
ための、効率的でスケーラブルなキャッシュコヒーレンス方式（Efficient and Scalable
 Cache Coherence Schemes for Shared Memory Hypercube Microprocessor）」Proceedin
gs of the Supercomputing Conference、US Los Alamitos、IEEE、Vol.Conf.7. 1994、pp
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.498-507は、前掲の請求項１のプリアンブルに記載の特徴を有しキャッシュコヒーレンシ
が維持されるコンピュータシステムと、前掲の請求項１０のプリアンブルの特徴を有しコ
ンピュータシステム内でキャッシュコヒーレンシを維持するための方法とを開示する。
ＥＰ－Ａ－０　８１７　０７６は、ローカルおよびグローバルアドレススペースと、多数
のアクセスモードとを用いる、マルチプロセッシングコンピュータシステムを開示する。
ノード内のプロセッサは、ノード間通信を要求するトランザクションを開始し得る。要求
するノードからホームノードへ要求が送られると、ホームノードは、要求されたデータの
キャッシュコピーを有する従属ノードのいずれかに、読出および／または無効化要求を送
る。システムは、キャッシュコヒーレンシを維持するためのグローバルコヒーレンシプロ
トコルを実現化する。
一般的には、パーソナルコンピュータ（ＰＣ）およびその他の種類のコンピュータシステ
ムは、メモリにアクセスするために共用バスシステムを中心に設計されてきた。１つ以上
のプロセッサおよび１つ以上の入力／出力（Ｉ／Ｏ）装置が、共用バスを介してメモリに
結合される。Ｉ／Ｏ装置は、共用バスとＩ／Ｏ装置との間の情報の転送を管理するＩ／Ｏ
ブリッジを介して共用バスに結合される場合もある一方、プロセッサは典型的には、直接
共用バスに結合されるか、またはキャッシュ階層構造を介して共用バスに結合される。
【０００３】
残念ながら、共用バスシステムはいくつかの欠点を有する。たとえば、共用バスには多数
の装置が装着されることから、バスは典型的には比較的低い周波数で動作される。多数の
装着物は、バス上で信号を駆動する装置に容量的な高負荷をもたらし、多数の装着点は、
比較的複雑な高周波数に対する伝送ラインモデルをもたらす。したがって、周波数は低く
留められ、共用バスで使用できる帯域幅も同様に比較的低い。低帯域幅は共用バスに付加
的な装置を装着するのに障壁になり得るが、これは使用できる帯域幅によって性能が制限
されるおそれがあるためである。
【０００４】
共用バスシステムの他の欠点は、より多くの装置に対するスケーラビリティの欠如である
。上述のように、帯域幅が固定される（そして、もし付加的な装置の追加によってバスの
動作可能周波数が減じられると、減少し得る）。バスに（直接的にまたは間接的に）装着
された装置の帯域幅要件が、一旦バスの利用可能な帯域幅を超えると、装置はバスへのア
クセスを試みたときにしばしばストールし得る。全体的な性能が減じられるであろう。
【０００５】
上述の問題のうち１つまたはいくつかには、分散メモリシステムを用いて対処し得る。分
散メモリシステムを用いるコンピュータシステムは、複数のノードを含む。２つ以上のノ
ードがメモリに接続され、それらのノードは何らかの好適な相互接続を用いて相互接続さ
れる。たとえば、ノードの各々は専用ラインを用いて他のノードに互いに接続されること
ができる。これに代えて、ノードの各々は固定された数の他のノードに接続され、トラン
ザクションは第１のノードから１つ以上の中間ノードを介して、第１のノードに直接接続
されていない第２のノードに経路制御されてもよい。メモリアドレス空間は、各々のノー
ドのメモリにわたって割当てられる。
【０００６】
ノードはさらに、１つ以上のプロセッサを含み得る。プロセッサは典型的には、メモリか
ら読出したデータのキャッシュブロックをストアするキャッシュを含む。さらに、ノード
はプロセッサの外部の１つ以上のキャッシュを含み得る。プロセッサおよび／またはノー
ドは、他のノードからアクセスされるキャッシュブロックをストアし得るために、ノード
内のコヒーレンシを維持するための機構が望まれる。
【０００７】
【発明の開示】
上に概略を述べた問題は、ここに説明するコンピュータシステムによってほとんどが解決
される。このコンピュータシステムは多数の処理ノードを含むことができ、そのうち１つ
以上は分散メモリシステムを形成し得る別々のメモリに結合し得る。処理ノードはキャッ
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シュを含むことができ、コンピュータシステムは、キャッシュと分散メモリシステムとの
間のコヒーレンシを維持し得る。特に、このコンピュータシステムは柔軟なプローブコマ
ンド／応答経路制御方式を実現化し得る。
【０００８】
一実施例においては、この方式はプローブコマンド内の表示を用い、これはプローブ応答
を受信する受信ノードを識別する。一般的にはプローブコマンドとは、キャッシュブロッ
クがノード内にストアされているか判断するためのそのノードへの要求であり、かつ、キ
ャッシュブロックがそのノードにストアされていた場合にそのノードが行なうべき動作の
表示である。プローブ応答は、動作が行なわれたことを表示し、かつ、キャッシュブロッ
クがノードによって変更されていた場合にはデータの送信を含み得る。送られたコマンド
に依存してプローブ応答を異なった受信ノードに経路制御することへ柔軟性を与えること
により、コヒーレンシの維持を比較的効率的な態様で（たとえば最少の数のパケット送信
を処理ノード間で用いて）行ない得る一方で、それでもコヒーレンシが維持されることを
確実にする。
【０００９】
たとえば、ターゲットまたはトランザクションのソースがトランザクションに対応するプ
ローブ応答を受取るべきことを表示するプローブコマンドを含み得る。プローブコマンド
は、トランザクションのソースを読出トランザクションに対する受信ノードとして特定し
得る（それによりダーティデータをストアするノードからダーティデータがソースノード
に引渡される）。一方で、（データがトランザクションのターゲットノードでメモリ内に
更新される）書込トランザクションに対しては、プローブコマンドはトランザクションの
ターゲットを受信ノードとして特定し得る。このようにして、ターゲットはいつ書込デー
タをメモリにコミットするか判断し、書込データとマージされるべきいかなるダーティデ
ータをも受取ることができる。
【００１０】
概略的には、コンピュータシステムが企図される。コンピュータシステムは、第１の処理
ノードと第２の処理ノードとを含み得る。第１の処理ノードは、要求を送信することによ
りトランザクションを開始するよう構成し得る。第２の処理ノードは、第１の処理ノード
からの要求を受取るよう結合されて、要求に応答してプローブを生成するよう構成し得る
。プローブは、プローブに対する応答を受けるための受信ノードを指定する表示を含み得
る。さらに、第２の処理ノードはトランザクションのタイプに応答して、表示を生成する
よう構成し得る。
【００１１】
コンピュータシステム内でのコヒーレンシを維持するための方法もまた企図される。ソー
スノードからの要求はターゲットノードに送信される。プローブは要求に応答してターゲ
ットノード内で生成される。プローブ内の表示を介して、プローブに対する応答のための
受信ノードが指定される。プローブに対するプローブ応答は、受信ノードに経路制御され
る。
【００１２】
この発明の他の目的と利点とは、以下の詳細な説明を読み、添付の図面を参照することに
より、より明らかとなるであろう。
【００１３】
この発明はさまざまな変形と代替形に対処するものであるが、その特定の実施例を図面に
おいて例示の目的で示し、以下に詳述する。しかしながら、図面とその詳細な説明とは開
示される発明を特定の形に限定することを意図せず、反対に、すべての変形、等価物、お
よび代替例は前掲の特許請求の範囲に規定されるこの発明の範囲に入ることを意図する。
【００１４】
【発明の実施の形態】
例示的なコンピュータシステムの実施例
図１は、マルチプロセッシングコンピュータシステム１０の一実施例を示す。他の実施例
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が可能であり企図される。図１の実施例においては、コンピュータシステム１０はいくつ
かの処理ノード１２Ａ、１２Ｂ、１２Ｃ、および１２Ｄを含む。処理ノードの各々は、処
理ノード１２Ａ－１２Ｄにそれぞれ含まれるメモリコントローラ１６Ａ－１６Ｄを介して
、それぞれのメモリ１４Ａ－１４Ｄに結合される。さらに、処理ノード１２Ａ－１２Ｄは
、処理ノード１２Ａ－１２Ｄの間の通信のために用いるインターフェイスロジックを含む
。たとえば、処理ノード１２Ａは、処理ノード１２Ｂと通信するためのインターフェイス
ロジック１８Ａと、処理ノード１２Ｃと通信するためのインターフェイスロジック１８Ｂ
と、さらに別の処理ノード（図示せず）と通信するための第３のインターフェイスロジッ
ク１８Ｃを含む。同様に、処理ノード１２Ｂはインターフェイスロジック１８Ｄ、１８Ｅ
、および１８Ｆを含み、処理ノード１２Ｃはインターフェイスロジック１８Ｇ、１８Ｈ、
および１８Ｉを含み、処理ノード１２Ｄはインターフェイスロジック１８Ｊ、１８Ｋ、お
よび１８Ｌを含む。処理ノード１２Ｄは、インターフェイスロジック１８Ｌを介して結合
されてＩ／Ｏブリッジ２０と通信する。他の処理ノードは同様の様式で他のＩ／Ｏブリッ
ジと通信し得る。Ｉ／Ｏブリッジ２０はＩ／Ｏバス２２に結合される。
【００１５】
処理ノード１２Ａ－１２Ｄは、ノード通信相互処理のためのパケットベースのリンクを実
現化する。この実施例においては、リンクは単方向ラインの組として実現化される（たと
えば、ライン２４Ａはパケットを処理ノード１２Ａから処理ノード１２Ｂへ送信するため
に用いられ、ライン２４Ｂはパケットを処理ノード１２Ｂから処理ノード１２Ａへ送信す
るために用いられる）。ライン２４Ｃ－２４Ｈの他の組は、図１に示すようにパケットを
他の処理ノード間で通信するために用いられる。リンクは、処理ノード間の通信のために
キャッシュコヒーレント様式で動作するか、または処理ノードとＩ／Ｏブリッジとの間の
通信のために非コヒーレント様式で動作し得る。一方の処理ノードから他方へ送信される
べきパケットは、１つ以上の中間ノードを通過し得ることに留意されたい。たとえば、処
理ノード１２Ａから処理ノード１２Ｄに送信されるパケットは、図１に示すように、処理
ノード１２Ｂまたは処理ノード１２Ｃのいずれかを通過し得る。いかなる好適な経路制御
アルゴリズムをも用い得る。コンピュータシステム１０の他の実施例は、図１に示す実施
例よりもより多いかまたはより少ない処理ノードを含み得る。
【００１６】
処理ノード１２Ａ－１２Ｄは、メモリコントローラとインターフェイスロジックに加えて
、１つ以上のプロセッサを含み得る。概略的には、処理ノードは少なくとも１つのプロセ
ッサを含み、選択により、メモリおよび所望の他のロジックとの間で通信するためのメモ
リコントローラを含む。この開示では「ノード」という用語も使用し得る。ノードという
用語は、「処理ノード」を意味することを意図する。
【００１７】
メモリ１４Ａ－１４Ｄは、何らかの好適なメモリ装置を含み得る。たとえば、メモリ１４
Ａ－１４Ｄは、１つ以上のＲＡＭＢＵＳ　ＤＲＡＭ（ＲＤＲＡＭ）、シンクロナスＤＲＡ
Ｍ（ＳＤＲＡＭ）、スタティックＲＡＭなどを含み得る。コンピュータシステム１０のア
ドレス空間は、メモリ１４Ａ－１４Ｄの間で分割される。処理ノード１２Ａ－１２Ｄの各
々はメモリマップを含むことができ、該メモリマップを用いて、どのアドレスがどのメモ
リにマッピングされているかを判断し、よって、ある特定のアドレスに対するメモリ要求
がどの処理ノード１２Ａ－１２Ｄに経路制御されるべきかを判断する。一実施例において
は、コンピュータシステム１０内のアドレスに対するコヒーレンシ点は、アドレスに対応
するバイトをストアしているメモリに結合された、メモリコントローラ１６Ａ－１６Ｄで
ある。言い換えると、メモリコントローラ１６Ａ－１６Ｄは、対応するメモリ１４Ａ－１
４Ｄへのメモリアクセスの各々を、キャッシュコヒーレントな様式で起こることを確実に
することを担当している。メモリコントローラ１６Ａ－１６Ｄは、メモリ１４Ａ－１４Ｄ
にインターフェイスするための制御回路を含み得る。さらに、メモリコントローラ１６Ａ
－１６Ｄは、メモリ要求を待ち行列として管理するための、要求キューを含み得る。
【００１８】
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一般的には、インターフェイスロジック１８Ａ－１８Ｌは、リンクからのパケットを受取
り、かつリンクに送信されるべきパケットをバッファするための、さまざまなバッファを
含み得る。コンピュータシステム１０は、パケットを転送するための好適なフロー制御で
あればいずれでも用い得る。たとえば一実施例においては、インターフェイスロジック１
８の各々は、そのインターフェイスロジックが接続されたリンクの他端のレシーバ内に、
いくつかの各種のバッファのカウントをストアする。インターフェイスロジックは、受信
インターフェイスロジックがパケットをストアするフリーのバッファを有さない限り、パ
ケットを送信しない。パケットを次に経路制御することにより受信バッファが解放される
と、受信インターフェイスロジックは送信インターフェイスロジックにメッセージを送り
、バッファが解放されたことを示す。そのような機構は、「クーポンに基づく」システム
と呼べる。
【００１９】
次に図２は、処理ノード１２Ａおよび１２Ｂのブロック図を示し、それらの間のリンクの
１実施例を詳細に例示する。。図２の実施例においては、ライン２４Ａは、クロックライ
ン２４ＡＡと、制御ライン２４ＡＢと、制御／アドレス／データバス２４ＡＣとを含む。
同様に、ライン２４Ｂは、クロックライン２４ＢＡと、制御ライン２４ＢＢと、制御／ア
ドレス／データバス２４ＢＣとを含む。
【００２０】
クロックラインは、制御ラインおよび制御／アドレス／データバスに対するサンプルポイ
ントを示すクロック信号を送信する。特定の一実施例においては、データ／制御ビットは
クロック信号のエッジの各々（すなわち立上がりエッジおよび立下がりエッジ）で送信さ
れる。したがって、クロックサイクルごとに、ラインごとに２つのデータビットを送信し
得る。ラインごとに１ビットを送信するために使用される時間は、ここでは「ビット時間
」と呼ぶ。上述の実施例は、クロックサイクルごとに２つのビット時間を含む。パケット
は２つ以上のビット時間で送信し得る。制御／アドレス／データバスの幅に依存して、多
数のクロックラインを用い得る。たとえば３２ビット制御／アドレス／データバスに対し
ては２つのクロックラインを用い得る（制御／アドレス／データバスの半分では一方のク
ロックラインが参照され、残りの半分の制御／アドレス／データバスと制御ラインとでは
他方のクロックラインが参照される）。一般的には、「パケット」とは２つの処理ノード
１２Ａ－１２Ｄの間の通信である。１つ以上のパケットが「トランザクション」を形成し
得るが、これは一方の処理ノードから他方への情報の転送である。トランザクションを形
成するパケットは、ソースノード（転送を要求する開始するノード）からのターゲットノ
ード（トランザクションが向けられるノード）へのトランザクションを開始する要求パケ
ットと、コヒーレンシを維持するために他の処理ノード間で送信されるパケットと、デー
タパケットと、トランザクションを終了させる肯定応答パケットとを含み得る。
【００２１】
制御ラインは、制御／アドレス／データバスに送信されたデータが、ビット時間の制御パ
ケットか、またはビット時間のデータパケットであるかを示す。制御ラインはアサートさ
れて制御パケットを示し、デアサートされてデータパケットを示す。ある制御パケットは
、後にデータパケットが続くことを示す。データパケットは、対応する制御パケットのす
ぐ後に続き得る。一実施例においては、他の制御パケットがデータパケットの送信に割込
むおそれがある。そのような割込は、データパケットの送信の間に制御ラインをいくつか
のビット時間アサートし、かつ制御ラインがアサートされている間にビット時間の制御パ
ケットを送信することにより行なわれる可能性がある。データパケットに割込む制御パケ
ットは、データパケットが後に続くことを示さないおそれがある。
【００２２】
制御／アドレス／データバスは、データ／制御ビットを送信するための１組のラインを含
む。一実施例においては、制御／アドレス／データバスは、８、１６、または３２のライ
ンを含み得る。処理ノードまたはＩ／Ｏブリッジの各々は、設計選択にしたがってサポー
トされる数のラインのうちのいずれかを用い得る。他の実施例は、所望により他のサイズ
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の制御／アドレス／データバスをサポートし得る。
【００２３】
一実施例によると、コマンド／アドレス／データバスラインおよびクロックラインは、反
転データを担持し得る（すなわち、論理１はライン上の低電圧として表わされ、論理０が
高電圧として表わされる）。これに代えて、これらのラインは非反転データを担持しても
よい（論理１はライン上の高電圧として表わされ、論理０は低電圧として表わされる）。
【００２４】
図３から図６は、コンピュータシステム１０の一実施例に従って用いられる、例示的なパ
ケットを示す。図３から図５は制御パケットを示し、図６はデータパケットを示す。他の
実施例は、所望により異なったパケット定義を用い得る。パケットの各々は、「ビット時
間」の見出しの下に列挙される一連のビット時間で示される。パケットのビット時間は、
リストされたビット時間順序に従って送信される。図３から図６は、８ビット制御／アド
レス／データバス実現化のためのパケットを示す。したがって、ビット時間の各々は、７
から０まで番号が付与された８つのビットを含む。図中、いずれの値も付与されていない
ビットは、所与のパケットのために予約されているか、またはパケット特定情報を送信す
るために用いられるかのいずれかであり得る。
【００２５】
図３は情報パケット（infoパケット）３０を示す。情報パケット３０は、８ビットリンク
上の２つのビット時間を含む。この実施例においては、コマンド符号化はビット時間１の
間に送信され、かつ６ビットを含む。図４、および図５に示す他方の制御パケットの各々
は、ビット時間１の間に同じビット位置においてコマンド符号化を含む。メッセージがメ
モリアドレスを含まないときに、情報パケット３０を用いてこのメッセージを処理ノード
間で送信し得る。
【００２６】
図４はアドレスパケット（addressパケット）３２を示す。アドレスパケット３２は、８
ビットリンク上の８つのビット時間を含む。コマンド符号化は、宛先ノード番号の一部と
併せて、ビット時間１の間に送信される。宛先ノード番号の残りとソースノード番号とは
、ビット時間２の間に送信される。ノード番号はコンピュータシステム１０内の処理ノー
ド１２Ａ－１２Ｄのうちの１つを明確に識別し、かつ用いられてパケットをコンピュータ
システム１０を介して経路制御する。さらに、パケットのソースは、ビット時間２および
３の間に送信されるソースタグを割当て得る。ソースタグは、ソースノードによって開始
される特定のトランザクションに対応するパケットを識別する（すなわち、特定のトラン
ザクションに対応するパケットの各々は、同一のソースタグを含む）。ビット時間４から
８までを用いて、トランザクションによって影響されたメモリアドレスを送信する。アド
レスパケット３２は、トランザクション（たとえば、読出または書込トランザクション）
を開始するのに用いられるだけでなく、トランザクションを実行する過程において、トラ
ンザクションによって影響を受けるメモリアドレスを担持するコマンドについて、コマン
ドを送信し得る。
【００２７】
図５は、応答パケット（responseパケット）３４を示す。応答パケット３４は、コマンド
符号化、宛先ノード番号、ソースノード番号、およびアドレスパケット３２と同様のソー
スタグを含む。さまざまな種類の応答パケットは付加的な情報を含み得る。たとえば、読
出応答パケットは、後に続くデータパケットで提供される読出データの量を示し得る。プ
ローブ応答は、要求されたキャッシュブロックに対してヒットが検出されたかどうかを示
し得る。一般的に、応答パケット３４は、トランザクションを行なう間にトランザクショ
ンによって影響されるメモリアドレスの送信を必要としないコマンドに対して用いられる
。さらに、応答パケット３４を用いて肯定応答パケットを送信してトランザクションを終
了させることができる。
【００２８】
図６は、データパケット（dataパケット）３６を示す。データパケット３６は、図６の実
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施例において、８ビットリンク上の８つのビット時間を含む。データパケット３６は、送
信されるデータの量に依存して、異なった数のビット時間を含み得る。たとえば、一実施
例においてはキャッシュブロックは６４バイトを含み、したがって８ビットリンク上の６
４のビット時間を含む。他の実施例では、キャッシュブロックのサイズを所望により別に
定義し得る。さらに、キャッシュ不可能な読出および書込に対しては、キャッシュブロッ
クサイズよりも小さなサイズでデータを送信し得る。キャッシュブロックサイズより小さ
なデータを送信するためのデータパケットは、より少ないビット時間を用いる。
【００２９】
図３から図６は、８ビットリンクのためのパケットを示す。１６および３２ビットリンク
のためのパケットは、図３から図６に示す連続的なビット時間を連結することにより形成
し得る。たとえば、１６ビットリンク上のパケットのビット時間１は、８ビットリンク上
のビット時間１および２の間に送信される情報を含み得る。同様に、３２ビットリンク上
のパケットのビット時間１は、８ビットリンク上のビット時間１から４までの間に送信さ
れる情報を含み得る。以下の式（１）および式（２）は、８ビットリンクによるビット時
間における、１６ビットリンクのビット時間１および３２ビットリンクのビット時間１の
構成を示す。
【００３０】
【数１】

【００３１】
図７は、コンピュータシステム１０内のリンクの１つの例示的な実施例によって用いられ
るコマンドを示すテーブル３８を示す。他の実施例も可能であり企図される。テーブル３
８は、コマンドの各々に割当てられたコマンド符号化を示すコマンド符号化列、コマンド
の名前を示すコマンド列、およびどのコマンドパケット３０－３４がそのコマンドに対し
て用いられるかを示すパケットタイプ列を含む。
【００３２】
読出トランザクションは、ReadSized，RdBlk，RdBlkSまたはRdBlkModのコマンドのうち、
１つを用いて開始される。サイズ指定された読出コマンドであるReadSizedは、キャッシ
ュ不可能な読出のために、またはサイズの合ったキャッシュブロック以外のデータの読出
のために用いられる。読出されるべきデータ量は、ReadSizedコマンドパケット内に符号
化される。キャッシュブロックの読出には、以下の場合以外にRdBlkコマンドを用いるこ
とができる。すなわち、（ｉ）キャッシュブロックの書込可能なコピーを所望である場合
。この場合はRdBlkModコマンドを用い得る。または（ii）キャッシュブロックのコピーを
所望するが、ブロックを変更する意図があるとは分らない場合。この場合はRdBlkS コマ
ンドを用いることができる。RdBlkSコマンドを用いて、ある種のコヒーレントな方式（た
とえばディレクトリに基づくコヒーレントな方式）をより効率化できる。一般的に、適切
な読出コマンドはソースから送信されて、キャッシュブロックに対応するメモリを有する
ターゲットノードへの読出トランザクションを開始する。ターゲットノード内のメモリコ
ントローラは、システム内の他のノードにProbe/Srcコマンドを送信して、これらのノー
ド内のキャッシュブロックの状態を変化させること、およびキャッシュブロックの更新さ
れたコピーを含むノードにキャッシュブロックをソースノードに送らせることにより、コ
ヒーレンシを維持する。Probe/Srcコマンドを受取ったノードの各々は、ProbeRespパケッ
トをソースノードに送信する。プローブされたノードが読出データの更新されたコピー（
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すなわちダーティデータ）を有していれば、そのノードはRdResponseパケットおよびダー
ティデータを送信する。ダーティデータを送信するノードはまた、ターゲットノードによ
る要求された読出データの送信をキャンセルしようと試みて、ターゲットノードにMemCan
celパケットをも送信し得る。さらに、ターゲットノード内のメモリコントローラは、RdR
esponseパケットとその後に続くデータパケット内のデータとを用いて要求された読出デ
ータを送信する。ソースノードがプローブされたノードからRdResponseパケットを受取れ
ば、その読出されたデータが用いられる。そうでなければ、ターゲットノードからのデー
タが用いられる。一旦ソースノードにおいてプローブ応答および読出されたデータの各々
が受取られると、ソースノードはトランザクションの終了の肯定応答として、ターゲット
ノードにSrcDone応答パケットを送信する。
【００３３】
書込トランザクションはWrSizedまたはVicBlkコマンドを用いて開始され、その後に関連
のデータパケットが続く。WrSizedコマンドは、キャッシュ不可書込またはサイズの合わ
ないキャッシュブロックのデータの書込に用いられる。WrSizedコマンドに対するコヒー
レンシの維持のために、ターゲットノード内のメモリコントローラはシステム内の他のノ
ードの各々にProbe/Tgtコマンドを送信する。Probe/Tgtコマンドに応答して、プローブさ
れたノードの各々はターゲットノードにProbeRespパケットを送信する。もしプローブさ
れたノードがダーティデータをストアしていれば、プローブされたノードはRdResponseパ
ケットおよびダーティデータで応答する。このようにして、WrSizedコマンドによって更
新されたキャッシュブロックは、メモリコントローラに返されて、WrSizedコマンドによ
って提供されるデータとマージされる。メモリコントローラは、プローブされたノードの
各々からプローブ応答を受取ると、ソースノードにTgtDoneパケットを送信してトランザ
クションの終了の肯定応答を提供する。ソースノードはSrcDone応答パケットで応答する
。
【００３４】
ノードによって変更され、かつノード内のキャッシュで置き換えられたヴィクティムキャ
ッシュブロックは、VicBlkコマンドを用いてメモリに返される。VicBlkコマンドに対して
はプローブは必要ではない。したがって、ターゲットメモリコントローラがビクティムブ
ロックデータをメモリにコミットする準備ができたとき、ターゲットメモリコントローラ
はビクティムブロックのソースノードにTgtDoneパケットを送信する。ソースノードは、
データがコミットされるべきことを示すSrcDoneパケットか、またはデータが（たとえば
介入するプローブに応答して）VicBlkコマンドの送信とTgtDoneパケットの受信との間で
無効化されたことを示すMemCancelパケットのいずれかで応答する。
【００３５】
ソースノードにストアされた書込不可能状態のキャッシュブロックへの書込許可を得るた
めに、ソースノードはChangetoDirtyパケットを送信し得る。ChangetoDirtyコマンドによ
って開始されるトランザクションは、ターゲットノードがデータを返さないという点を除
いて、読出と同様に動作し得る。もしソースノードがキャッシュブロック全体を更新する
意図があるのであれば、ValidateBlkコマンドを用いて、ソースノードによってストアさ
れていないキャッシュブロックへの書込許可を得ることができる。そのようなトランザク
ションに対してはソースノードへデータは転送されないが、それ以外では読出トランザク
ションと同様に動作する。
【００３６】
InterruptBroadcast、InterruptTarget、およびIntrResponseパケットを用いて、それぞ
れ割込をブロードキャストし、特定のターゲットノードに割込を送り、割込に応答し得る
。CleanVicBlkコマンドを用いて、（たとえば、ディレクトリに基づくコヒーレントな方
式のために）クリーンなヴィクティムブロックがノードから捨てられたことを伝えること
ができる。TgtStartコマンドはターゲットによって用いられて、（たとえば、後のトラン
ザクションの順序付けのために）トランザクションが開始したことを示す。エラーコマン
ドを用いて、エラー表示を送信する。
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【００３７】
プローブ／プローブ応答経路制御
図８は、プローブパケット４０の一実施例のブロック図を示す。異なった態様でプローブ
パケットを構成し、代替的な、同様の、または代用の情報を有する他の実施例も可能であ
り企図される。プローブパケット４０は、図４に示すアドレスパケット３２の１種である
。図８に示すように、プローブパケット４０はコマンドフィールド（図８におけるＣＭＤ
［５：０］）、ターゲットノードフィールド（図８におけるTgtNode［１：０］およびTgt
Node［３：２］）、ソースノードフィールド（図８におけるSrcNode［３：０］）、ソー
スタグフィールド（図８におけるSrcTag［１：０］およびSrcTag［６：２］）、データ移
動フィールド（図８におけるＤＭ）、ネクストステートフィールド（NextState［１：０
］）、およびアドレスフィールド（図８におけるビット時間４－８にわたるAddr［３９：
０］）を含む。
【００３８】
コマンドフィールドは符号化されてパケット４０をプローブパケットとして識別する。た
とえば、図７に示すProbe/SrcおよびProbe/Tgtに対する符号化を用い得る。一般的には、
トランザクションのターゲットノードはプローブコマンドを生成して、トランザクション
によって影響されるキャッシュブロックのコヒーレンシを維持する。開始されるトランザ
クションの種類に基づいて、プローブコマンドの組の中の１つがターゲットノードによっ
て選択される。選択されたプローブコマンドは、プローブコマンドに対する応答のための
受信ノードを識別する。多数の使用できる受信ノードのうちの１つに、柔軟にプローブ応
答を経路制御することにより、（予め定められた受信ノードにプローブ応答を経路制御す
ることとは対照的に）、コヒーレンシの維持は（たとえば、ノード間で送信されるパケッ
トの数の観点から）効率的であって、正確な結果を導く態様で行なうことができる。
【００３９】
たとえば、キャッシュブロックをトランザクションのソースノードに転送させるトランザ
クションは、プローブ応答（データを転送する応答を含む）をソースノードに向けること
により、コヒーレンシを維持し得る。ソースノードは、他のノード（プローブされたノー
ド）の各々からの応答とターゲットノードからの応答とを待ち、次いでノード内に送信さ
れたキャッシュブロックを確立し、かつターゲットノードに肯定応答パケットを送信して
トランザクションを終了させる。トランザクションを終了させる前にプローブされたノー
ドからのプローブ応答を待つことにより、ノードの各々は終了の前にそのトランザクショ
ンに対する正しいコヒーレンシ状態を確立し得る。一方、WrSizedトランザクション（キ
ャッシュブロックに満たない更新をする）は、WrSizedコマンドと関連のデータとをター
ゲットノードに送信することにより開始される。ターゲットノードは、ターゲットノード
のメモリにデータをコミットするために、ターゲットノードはソースノードの代わりにプ
ローブ応答を受信し得る。特に、WrSizedトランザクションによって更新されたバイトを
含むキャッシュブロックがプローブノード内でダーティであれば、ターゲットノードはプ
ローブに応答してダーティなデータを受信し、そのデータをWrSizedコマンドに関連のデ
ータとマージし得る。一旦プローブ応答が受取られると、書込動作によって命令されるコ
ヒーレンシ状態はプローブされたノード内で確立され、書込データはメモリにコミットし
得る。したがってこの実施例においては、２つの種類のプローブコマンドがサポートされ
、どのノードがプローブ応答を受取るべきであるかをプローブされたノードに対して示す
（たとえばソースまたはターゲットノード）。他の実施例は、所望により、付加的な受信
ノードを示す付加的なプローブコマンドをサポートし得る。
【００４０】
１つの例示的な実施例においては、ターゲットノード内のメモリコントローラは処理され
るべき要求のキューからトランザクションを選択することができ、かつその選択に応答し
てプローブコマンドを生成し得る。プローブコマンドはコンピュータシステム内のプロー
ブされたノードにブロードキャストされることができる。コマンドフィールドは、プロー
ブ応答がターゲットノードまたはソースノードに経路制御されるべきかどうかを示す。た
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とえば、図７に示すテーブル３８において例示するように、コマンドフィールドのビット
０は受信ノードを示し得る（バイナリ０はソースノードを、バイナリ１はターゲットノー
ドを示す）。ターゲットノードフィールドはトランザクションのターゲットノードを識別
し、ソースノードフィールドはトランザクションのソースノードを識別する。プローブコ
マンドもまたターゲットノード内のキャッシュにブロードキャストされ、ターゲットノー
ドはプローブ応答を提供し得ることに留意されたい。言い換えると、ターゲットノードも
またプローブされたノードであり得る。
【００４１】
さらに、データ移動フィールド（一実施例においては、たとえば１ビット）を用いて、プ
ローブされたノード内でキャッシュブロックがダーティであった場合にプローブに応答し
てデータが返されるべきかどうかを表示し得る。データ移動フィールドがいずれの移動も
示さなければ（たとえばクリアな状態）、ダーティデータを持つノードはプローブ応答を
宛先指定された受信ノードに戻すが、ダーティデータを受信ノードに送信しない。データ
移動フィールドが移動を示せば（たとえばセットされた状態）、ダーティデータを持つノ
ードは、ダーティデータを含む読出応答をソースノードに返す。ネクストステートフィー
ルドは、（プローブされたノードがキャッシュブロックのコピーをストアしている場合）
プローブされたノードにおいてキャッシュブロックの次の状態がどうなるかを示す。一実
施例においては、ネクストフィールドの符号化は以下のテーブル１に示すとおりである。
【００４２】
一実施例によると、以下のテーブル２は例示的なトランザクションタイプと対応のプロー
ブコマンドを示す。
【００４３】
【表１】

【００４４】
一般的には、「プローブ」または「プローブコマンド」という用語は、プローブノードに
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対する要求を指し、これによりプローブによって（たとえばアドレスフィールドを介して
）定義されるキャッシュブロックがプローブされたノードによってストアされているかど
うか判断し、かつプローブされたノードからの所望の応答を示す。応答は、キャッシュブ
ロックに対する異なったコヒーレンシ状態を確立すること、および／またはキャッシュブ
ロックを受信ノードに転送することを含む。プローブされたノードは「プローブ応答」を
用いて応答するが、これは所望のコヒーレンシ状態変化が行なわれたことを受信ノードに
肯定応答する。プローブ応答は、プローブされたノードがダーティデータをストアしてい
た場合、データをも含み得る。
【００４５】
図９は、プローブ応答パケット４２の一実施例のブロック図を示す。応答パケットを異な
った態様で構成し、代替的な、同様の、または代用の情報を有する他の実施例も可能であ
り企図される。プローブ応答パケット４２は、図５に示す応答パケット３４の１種である
。図８に示すプローブパケットと同様に、プローブ応答パケット４２はコマンドフィール
ド（ＣＭＤ［５：０］）、ソースノードフィールド（SrcNode［３：０］）、およびソー
スタグフィールド（SrcTag［１：０］およびSrcTag［６：２］）を含み得る。さらに、プ
ローブ応答パケット４２は、応答ノードフィールド（図９におけるRespNode［３：２］お
よびRespNode［１：０］）およびヒット表示（図９におけるHit）を含み得る。
【００４６】
プローブされたノードは、プローブパケット４０で受信されたアドレスによって識別され
たキャッシュブロックに対して、そのキャッシュ内を探索する。キャッシュブロックのコ
ピーを見出すと、プローブされたノードはネクストステートフィールドにより規定されて
いることにしたがってキャッシュブロックの状態を変化させる。さらに、キャッシュがキ
ャッシュブロックのダーティコピーをストアしており、かつプローブパケット４０のデー
タ移動フィールドがキャッシュブロックが転送されるべきであることを示すと、プローブ
されたノードはキャッシュからダーティデータを読出す。
【００４７】
プローブされたノードは、プローブ応答パケット４２を以下の場合において指定された受
信ノードに経路制御する。すなわち、（ｉ）ダーティデータがない場合、または（ii）ダ
ーティデータおよびデータ移動フィールドがいずれの移動も示さない場合。この実施例に
おいてより特定的には、プローブされたノードはプローブパケット４０のターゲットノー
ドフィールド（指定された受信ノードがターゲットノードである場合）か、またはプロー
ブパケット４０のソースノードフィールド（指定された受信ノードがソースノードである
場合）のいずれかを読出し、結果として生じるノードＩＤをプローブ応答パケット４２の
応答ノードフィールドにストアする。さらに、ヒット表示を用いて、プローブノードがキ
ャッシュブロックのコピーを保持しているかどうかを示す。たとえば、ヒット表示は、セ
ットされている場合に、プローブされたノードがキャッシュブロックのコピーを保持して
いることを示し、そしてクリアされている場合に、プローブされたノードがキャッシュブ
ロックのコピーを保持していないことを示すビットを含み得る。ヒットビットは、以下の
場合にクリアされている。すなわち、（ｉ）プローブされたノード内のキャッシュにおい
てキャッシュブロックのコピーが見出されなかった場合、または（ii）プローブされたノ
ードにおけるキャッシュ内でキャッシュブロックのコピーが見出されたが、プローブコマ
ンドに応答して無効化されていた場合、である。
【００４８】
図７のテーブル３８に示す一実施例においては、プローブ応答パケット４２のコマンドフ
ィールドはProbRespを示すことができ、さらにプローブ応答がProbe/Srcコマンドへの応
答であるか、またはProbe/Tgtコマンドへの応答であるかをさらに示すことができる。よ
り特定的には、コマンドフィールドのビット０はクリアされてプローブ応答がProbe/Src
コマンドへの応答であることを示し、セットされてプローブ応がはProbe/Tgtコマンドへ
の応答であることを示す。この表示は受信ノードによって用いられて、プローブ応答が受
信ノード内のメモリコントローラに経路制御されるべきか（ビット０がセットされている
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場合）、または受信ノード内のキャッシュに対するフィル受信ロジックに対して経路制御
されるべきか（ビット０がクリアされている場合）を判断し得る。
【００４９】
図１０は、読出応答パケット４４の一実施例のブロック図を示す。読出応答パケットを異
なった態様で構成し、代替的な、同様の、または代用の情報を有する他の実施例も可能で
あり企図される。応答パケット４４は図５に示す応答パケット３４の１種である。図９に
示すプローブ応答パケットと同様に、読出応答パケット４４は、コマンドフィールド（Ｃ
ＭＤ［５：０］）、ソースノードフィールド（SrcNode［３：０］）、ソースタグフィー
ルド（SrcTag［１：０］およびSrcTag［６：２］）、および応答ノードフィールド（Resp
Node［３：２］およびRespNode［１：０］）を含む。さらに、読出応答パケット４４は、
カウントフィールド（図１０におけるCount）、タイプフィールド（図１０におけるType
）およびプローブフィールド（図１０におけるPrb）を含む。
【００５０】
データ移動が要求されることを示すプローブコマンドに対してダーティデータのヒットを
検出した、プローブされたノードは、読出パケット４４を用いてプローブ応答およびダー
ティデータを送信し得る。カウントフィールドを用いて送信されるデータの量を示し、タ
イプフィールドはカウントがバイトまたはクワッドワード（８バイト）で測定されるかを
示す。プローブに対して応答するキャッシュブロック転送に対しては、カウントフィール
ドは８（バイナリ「１１１」として符号化される）を示し、タイプフィールドはクワッド
ワード（たとえば、一実施例においてはタイプフィールドにおいてセットされたビット）
を示す。プローブフィールドを用いて、読出応答パケット４４がターゲットノードまたは
プローブされたノードのいずれから送信されているかを示す。たとえば、プローブフィー
ルドは、セットされている場合に読出応答パケット４４がプローブされたノードから転送
されたことを示し、クリアされている場合に読出応答パケット４４がターゲットノードか
ら送信されたことを示す、ビットを含み得る。したがって、プローブされたノードは読出
応答パケット４４を用いる場合にプローブビットをセットする。
【００５１】
読出応答パケット４４は、データパケットが後に続くことを示すパケットタイプである。
したがって、プローブされたノードは読出応答パケット４４の後にデータパケットでキャ
ッシュブロックを送信する。プローブされたノードは、読出応答パケット４４を、上述の
ようにプローブ読出パケット４２を経路制御するのと同様の態様で経路制御する（たとえ
ば、プローブされたノードは（指定された受信ノードがターゲットノードであれば）プロ
ーブパケット４０のターゲットノードフィールドを読出すか、または（指定された受信ノ
ードがソースノードであれば）プローブパケット４０のソースノードフィールドを読出し
、結果として生じるノードＩＤを読出応答パケット４４の応答ノードフィールドにストア
する）。
【００５２】
図７のテーブル３８において示される一実施例においては、読出応答パケット４４のコマ
ンドフィールドはRdResponseを示すことができ、さらに読出応答がProbe/Srcコマンドへ
の応答であるか、またはProbe/Tgtコマンドへの応答であるかを示し得る。より特定的に
は、コマンドフィールドのビット０はクリアされて読出応答がProbe/Srcコマンドへの応
答であることを示し、セットされて読出応答がProbe/Tgtコマンドへの応答であることを
示す。この表示を受信ノードによって用いて、読出応答が受信ノード内のメモリコントロ
ーラに経路制御されるべきか（ビット０がセットされている場合）、または受信ノード内
のキャッシュに対するフィル受信ロジックに経路制御されるべきか（ビット０がクリアさ
れている場合）を判断し得る。
【００５３】
図１１は、例示的な読出ブロックトランザクションに対応する１組のノードの間のパケッ
トフローを示す図である。ソースノード５０、ターゲットノードメモリコントローラ５２
、および１組のプローブされたノード５４Ａ－５４Ｎを示す。図１１にはパケットの（時
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系列での）順序を左から右に示す。言い換えると、RdBlkパケットはソースノード５０か
らターゲットノードメモリコントローラ５２に送信され、その後でターゲットノードメモ
リコントローラ５２はProbe/Srcパケットをプローブノード５４Ａ－５４Ｎに送り、以下
も同様である。パケットの時間順序を示すために、図１１ではソースノード５０およびタ
ーゲットメモリコントローラ５２を２箇所に示す。同様に、図１２および図１３では特定
のブロックを１箇所以上に示す。ソースノード５０、ターゲットノードメモリコントロー
ラ５２を含むターゲットノード、プローブされたノード５４Ａ－５４Ｎの各々は、図１に
示す処理ノード１２Ａ－１２Ｄと同様の処理ノードを含み得る。
【００５４】
ソースノード５０はRdBlkパケットをターゲットノードメモリコントローラ５２に送信し
て、読出ブロックトランザクションを開始する。次いでターゲットノードメモリコントロ
ーラ５２は処理されるべきRdBlkパケットを選択する。ターゲットノードメモリコントロ
ーラ５２はProbe/Srcパケットを生成し、パケットをプローブされたノード５４Ａ－５４
Ｎにブロードキャストする。さらに、ターゲットノードメモリコントローラ５２は、ター
ゲットノードメモリコントローラ５２が結合されているメモリ１４Ａ－１４Ｄからの読出
を開始する。メモリ１４Ａ－１４Ｄからの読出が完了すると、ターゲットノードメモリコ
ントローラ５２はデータを含むRdResponseパケットを生成し、パケットをソースノード５
０に送信する。
【００５５】
プローブされたノード５４Ａ－５４Ｎの各々はそのキャッシュ内を探索して、RdBlkパケ
ットによって読出されたキャッシュブロックがその中にストアされているかどうか判断す
る。ヒットが検出されると、対応するプローブされたノード５４Ａ－５４Ｎは、ターゲッ
トノードメモリコントローラ５２から受取ったプローブパケット内のネクストステートフ
ィールドに従ってキャッシュブロックの状態を更新する。さらに、プローブされたノード
５４Ａ－５４Ｎの各々は（Probe/Srcパケットが既に受信されているために）、ProbeResp
パケットをソースノード５０に経路制御する。この例においては、いずれのプローブされ
たノード５４Ａ－５４Ｎもキャッシュブロックのダーティコピーをストアしていない。
【００５６】
ソースノード５０は、プローブされたノード５４Ａ－５４ＮからのProbeRespパケットお
よびターゲットメモリコントローラ５２からのRdResponseパケットを待機する。一旦これ
らのパケットが受取られると、ソースノード５０はSrcDoneパケットをターゲットメモリ
コントローラ５２に送信し、トランザクションを終了する。
【００５７】
次いで図１２は、第２の例示的な読出ブロックトランザクションを例示する図を示す。ソ
ースノード５０、ターゲットメモリコントローラ５２、プローブされたノード５４Ａ－５
４Ｎが示される。ソースノード５０、ターゲットメモリコントローラ５２を含むターゲッ
トノード、およびプローブされたノード５４Ａ－５４Ｎの各々は、図１に示す処理ノード
１２Ａ－１２Ｄと同様の処理ノードを含み得る。
【００５８】
図１１に示す例と同様に、ソースノード５０はRdBlkパケットをターゲットメモリコント
ローラ５２に送信する。ターゲットノードメモリコントローラ５２はProbe/Srcパケット
をプローブされたノード５４Ａ－５４Ｎに送信し、かつRdResponseパケットをソースノー
ド５０に送信し得る。
【００５９】
図１２の例においては、プローブされたノード５４Ａは読出ブロックトランザクションに
よってアクセスされたキャッシュブロックに対してダーティデータを検出する。したがっ
て、プローブされたノード５４Ａは（Probe/Srcコマンドにより命令されて）ソースノー
ド５０に、RdResponseパケットとプローブされたノード５４Ａの内部キャッシュから読出
されたダーティキャッシュブロックとを送信する。したがって、一実施例においては、プ
ローブされたノード５４ＡはMemCancelパケットをターゲットノードメモリコントローラ
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５２に送信し得る。ターゲットノードメモリコントローラ５２がRdResponseパケットをソ
ースノード５０に送信する前に、MemCancelパケットがターゲットノードメモリコントロ
ーラ５２に到達すると、ターゲットノードメモリコントローラ５２はRdResponseパケット
を送信しない。よって、ターゲットノードメモリコントローラ５２からソースノード５０
への「RdResponse」と表示された線は、その選択的な性質を示すために点線で表わされる
。MemCancelメッセージに応答して、ターゲットノードメモリコントローラ５２はTgtDone
パケットをソースノード５０に送信する。
【００６０】
プローブされたノード５４Ｂ－５４Ｎは、この実施例においてはダーティデータを検出せ
ず、よってProbeRespパケットをソースノード５０に経路制御する。一旦ソースノード５
０がTgtDone、RdResponse、およびProbeRespパケットを受取ると、ソースノード５０はSr
cDoneパケットをターゲットメモリコントローラ５２に送信して読出ブロックトランザク
ションを終了させる。
【００６１】
図１３は、例示的なサイズ指定された書込トランザクションを示す図である。ソースノー
ド５０、ターゲットノードメモリコントローラ５２、およびプローブされたノード５４Ａ
－５４Ｎを示す。ソースノード５０、ターゲットノードメモリコントローラ５２を含むタ
ーゲットノード、およびプローブされたノード５４Ａ－５４Ｎの各々は、図１に示す処理
ノード１２Ａ－１２Ｄと同様の処理ノードを含み得る。
【００６２】
ソースノード５０は、WrSizedパケットおよび書込まれるべきデータをターゲットノード
メモリコントローラ５２に送信することにより、サイズ指定された書込トランザクション
を開始する。サイズ指定された書込トランザクションは、キャッシュブロックの一部を更
新するが、キャッシュブロックの残りの部分は更新しないために、ターゲットノードメモ
リコントローラ５２はプローブされたノード５４Ａ－５４Ｎから（もし存在すれば）ダー
ティキャッシュブロックを収集する。さらに、キャッシュブロックのクリーンなコピーは
プローブされたノード５４Ａ－５４Ｎにおいて無効化され、コヒーレンシを維持する。タ
ーゲットメモリコントローラ５２は、処理されるべきサイズ指定された書込トランザクシ
ョンを選択する際に、Probe/Tgtパケットをプローブされたノード５４Ａ－５４Ｎに送信
する。プローブされたノード５４Ａ－５４Ｎは、（Probe/Tgtパケットが受取られている
ために）ターゲットノードメモリコントローラ５４に、（いずれのダーティデータも検出
されなければ）ProbeRespパケットか、または（ダーティデータが検出されると）RdRespo
nseパケットのいずれかを返す。一旦ターゲットノードメモリコントローラ５２が、プロ
ーブされたノード５４Ａ－５４Ｎからの応答を受取ると、ターゲットノードメモリコント
ローラ５２はTgtDoneパケットをソースノード５０に送信し、これはサイズ指定された書
込トランザクションを終了させるSrcDoneパケットで応答する。
【００６３】
ターゲットノードメモリコントローラ５２が、プローブされたノード５４Ａ－５４Ｎのう
ちの１つからダーティなキャッシュブロックを受取ると、ターゲットノードメモリコント
ローラ５２は、ダーティキャッシュブロックとWrSizedデータパケット内のソースノード
５０によって提供されたバイトとのマージを実行する。マージを実行するためのいかなる
好適な機構をも用い得る。たとえば、ターゲットノードメモリコントローラ５２はデータ
をマージし、単一ブロック書込を行なってメモリを更新してもよい。これに代えて、ダー
ティブロックが第１にメモリに書込まれ、次いでソースノード５０によって提供されたバ
イトの書込が続いてもよい。
【００６４】
この説明は、ノード間で通信されるパケットについて記載する一方で、コマンド、応答お
よび他のメッセージを送信するためのいかなる好適な機構をも用い得ることに留意された
い。
【００６５】
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図１４は、処理のためのトランザクションの選択に応答する、メモリコントローラ１６Ａ
－１６Ｄの一実施例の一部の動作を例示するフローチャートを示す。特に、プローブを生
成するメモリコントローラ１６Ａ－１６Ｄの部分が示される。他の実施例も可能であり企
図される。図１４において、理解を容易にするためにステップを特定の順序に従って示す
が、いかなる好適な順序をも用い得る。さらに、ステップはデザイン選択によって所望の
ように、メモリコントローラ１６Ａ－１６Ｄ内で並列ハードウェアを用いてステップを並
行して行なってもよい。
【００６６】
メモリコントローラは、選択されたトランザクションがWrSizedトランザクションである
かどうか判断する（判断ブロック６０）。もし選択されたトランザクションがWrSizedト
ランザクションであれば、メモリコントローラはProbe/Tgtパケットをプローブノードの
各々に送信する（ステップ６２）。そうでなければ、メモリコントローラは選択されたト
ランザクションがVicBlkまたはCleanVicBlkトランザクションであるかどうか判断する（
判断ブロック６４）。選択されたトランザクションがVicBlkまたはCleanVicBlkトランザ
クションであれば、プローブパケットは生成されない。しかしながら、選択されたトラン
ザクションがWrSized、VicBlk、またはCleanVicBlkでなければ、Probe/Srcパケットはプ
ローブされたノードに送信される（ステップ６６）。
【００６７】
図１５は、プローブパケットに応答するプローブされたノードの一実施例の動作を示すフ
ローチャートである。他の実施例も可能であり企図される。図１５において、理解を容易
にするためにステップを特定の順序に従って示すが、いかなる好適な順序をも用い得る。
さらに、設計選択によって所望のように、プローブされたノード内で並列ハードウェアを
用いてステップを並行して行なってもよい。
【００６８】
プローブされたノードはそのキャッシュを探索して、プローブによって表示されたキャッ
シュブロックがその中にストアされているかどうか判断し、もしキャッシュブロックが見
出されればその状態を判断する。キャッシュブロックがダーティな状態で見出されると（
判断ブロック７０）、プローブされたノードはRdResponseパケットを生成する。プローブ
されたノードはRdResponseパケットの後にキャッシュからダーティデータを読出して、デ
ータパケットとして送信する（ステップ７２）。一方で、キャッシュブロックが見出され
ないか、またはダーティな状態になければ、プローブされたノードはProbeRespパケット
を生成する（ステップ７４）。さらに、キャッシュブロックの状態はプローブパケットの
ネクストステートフィールドに特定されるように更新される。
【００６９】
プローブされたノードは受取ったプローブパケットを調べる（判断ブロック７６）。プロ
ーブパケットがProbe/Srcパケットであれば、プローブされたノードは上で生成された応
答を、Probe/Srcパケットに表示されるソースノードに経路制御する（ステップ７８）。
言い換えると、プローブされたノードは応答パケット内のRespNodeフィールドを、Probe/
SrcパケットのSrcNodeフィールド内の値にセットする。一方、プローブパケットがProbe/
Tgtパケットであれば、プローブされたノードは上で生成された応答を、Probe/Tgtパケッ
トに表示されるターゲットノードに経路制御する（ステップ８０）。言い換えると、プロ
ーブされたノードは応答パケット内のRespNodeフィールドを、Probe/TgtパケットのTgtNo
deフィールド内の値にセットする。
【００７０】
図１６は、例示的な処理ノード１２Ａの一実施例のブロック図を示す。他の実施例も可能
であり企図される。図１６の実施例においては、処理ノード１２Ａはインターフェイスロ
ジック１８Ａ、１８Ｂ、１８Ｃおよびメモリコントローラ１６Ａを含む。さらに、処理ノ
ード１２Ａは、プロセッサコア９２、キャッシュ９０、コヒーレンシ管理ロジック９８、
および選択により第２のプロセッサコア９６および第２のキャッシュ９４を含み得る。イ
ンターフェイスロジック１８Ａ－１８Ｃは互いに結合され、さらにコヒーレンシ管理ロジ
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ック９８に結合される。プロセッサコア９２および９６は、それぞれキャッシュ９０およ
び９４に結合される。キャッシュ９０および９４は、コヒーレンシ管理ロジック９８に結
合される。コヒーレンシ管理ロジック９８はメモリコントローラ１６Ａに結合される。
【００７１】
一般的に、コヒーレンシ管理ロジック９８は、メモリコントローラ１６Ａによって処理の
ために選択されたトランザクションに応答してプローブコマンドを生成し、かつ処理ノー
ド１２Ａによって受取られるプローブコマンドに応答するよう構成される。コヒーレンシ
管理ロジック９８は、処理のために選択されたトランザクションのタイプに依存して、Pr
obe/SrcコマンドまたはProbe/Tgtコマンドのいずれかをブロードキャストする。さらに、
コヒーレンシ管理ロジック９８は、受取ったプローブコマンドによって特定されるキャッ
シュブロックに対してキャッシュ９０および９４を探索し、適切なプローブ応答を生成す
る。さらに、Probe/Tgtコマンドを生成する場合には、コヒーレンシ管理ロジック９８は
、Probe/Tgtコマンドに応答して返されたプローブ応答を収集し得る。キャッシュ９０お
よび９４は、処理ノード１２Ａ内で開始された読出要求からのデータの受取を管理するフ
ィルロジックを含むか、またはコヒーレンシ管理ロジック９８内にフィルロジックが含ま
れてもよい。コヒーレンシ管理ロジック９８はさらに、メモリコントローラ１６Ａに対す
る非コヒーレント要求を経路制御するよう構成されてもよい。一実施例においては、プロ
セッサ９２とプロセッサ９６とは、キャッシュ９０、キャッシュ９４、およびコヒーレン
シ管理ロジック９８をバイパスして、特定のキャッシュ不可および／または非コヒーレン
トメモリ要求に対して直接メモリコントローラ１６Ａにアクセスし得る。
【００７２】
キャッシュ９０および９４は、データのキャッシュブロックをストアするよう構成された
高速キャッシュメモリを含む。キャッシュ９０および９４は、それぞれのプロセッサコア
９２および９６内に統合されてもよい。これに代えて、キャッシュ９０および９４は、所
望のようにプロセッサコア９２および９６に、バックサイドキャッシュ構成またはインラ
イン構成で結合されてもよい。さらに、キャッシュ９０および９４はキャッシュ階層構造
として実現化されてもよい。プロセッサコア９２および９６に（階層内で）より近いキャ
ッシュは、所望であればプロセッサコア９２および９６に統合されてもよい。
【００７３】
プロセッサコア９２および９６は、予め定められた命令セットに従って命令を実行するた
めの回路を含む。たとえば、ｘ８６命令セットアーキテクチャを選択し得る。これに代え
て、Alpha、PowerPC、または他のいかなる命令セットアーキテクチャを選択してもよい。
一般的に、プロセッサコアはデータおよび命令のためにキャッシュにアクセスする。キャ
ッシュミスが検出されると、読出要求が生成され、ミスの発生したキャッシュブロックが
マッピングされているノード内のメモリコントローラに送信される。
【００７４】
分散メモリシステムを用いて、コンピュータシステム１０の特定の実施例を説明してきた
が、分散メモリシステムを用いない実施例も、ここで説明した柔軟なプローブ／プローブ
応答経路制御を用い得ることに留意されたい。そのような実施例が企図される。
【００７５】
上の開示を完全に理解すると、当業者においてはいくつもの変更および変形が明らかとな
るであろう。前掲の特許請求の範囲がすべてのそのような変更および変形を包含すること
が理解されることを意図する。
【００７６】
【産業上の用途】
この発明は一般的にコンピュータシステムに適用可能である。
【図面の簡単な説明】
【図１】　コンピュータシステムの一実施例のブロック図である。
【図２】　図１に示す１対の処理ノードの間の相互接続の一実施例を強調した、ブロック
図である。
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【図３】　情報パケットの一実施例のブロック図である。
【図４】　アドレスパケットの一実施例のブロック図である。
【図５】　応答パケットの一実施例のブロック図である。
【図６】　データパケットの一実施例のブロック図である。
【図７】　コンピュータシステムの一実施例によって用い得る、例示的なパケットタイプ
を示すテーブルである。
【図８】　プローブパケットの一実施例のブロック図である。
【図９】　プローブ応答パケットの一実施例のブロック図である。
【図１０】　読出応答パケットの一実施例のブロック図である。
【図１１】　読出ブロックトランザクションに対応するパケットの例示的なフローを示す
図である。
【図１２】　読出ブロックトランザクションに対応するパケットの第２の例示的なフロー
を示す図である。
【図１３】　サイズ指定された書込トランザクションに対応するパケットの例示的なフロ
ーを示す図である。
【図１４】　メモリコントローラの一実施例の動作を示すフローチャートの図である。
【図１５】　プローブパケットを受取る処理ノードの一実施例の動作を示すフローチャー
トの図である。
【図１６】　処理ノードの一実施例のブロック図である。

【図１】 【図２】

【図３】
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