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(57) Abstract: A detector (110) for determining a position of at least one object (112) is disclosed. The detector (110) comprises: - at
least one sensor element (118) having a matrix (120) ot optical sensors (122), the optical sensors (122) each having a light-sensitive
area (124), wherein each optical sensor (122) is contigured to generate at least one sensor signal in response to an illumination of
the light- sensitive area (124) by at least one light beam (116) propagating from the object (112) to the detector (110); - at least one
evaluation device (134) configured for evaluating the sensor signals, by a) determining at least one optical sensor (122) having the
highest sensor signal and forming at least one center signal; b) evaluating the sensor signals of the optical sensors (122) of the matrix
(120) and forming at least one sum signal; ¢) determining at least one combined signal by combining the center signal and the sum
signal; and d) determining at least one longitudinal coordinate z of the object (112) by evaluating the combined signal.
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Detector for optically detecting at least one object

Description

Field of the invention

The invention relates to a detector, a detector system and a method for determining a position
of at least one object. The invention further relates to a human-machine interface for exchang-
ing at least one item of information between a user and a machine, an entertainment device, a
tracking system, a camera, a scanning system and various uses of the detector device. The
devices, systems, methods and uses according to the present invention specifically may be
employed for example in various areas of daily life, gaming, traffic technology, production tech-
nology, security technology, photography such as digital photography or video photography for
arts, documentation or technical purposes, medical technology or in the sciences. Further, the
invention specifically may be used for scanning one or more objects and/or for scanning a
scenery, such as for generating a depth profile of an object or of a scenery, e.g. in the field of
architecture, metrology, archaeology, arts, medicine, engineering or manufacturing. However,
other applications are also possible.

Prior art

A large number of optical sensors and photovoltaic devices are known from the prior art. While
photovoltaic devices are generally used to convert electromagnetic radiation, for example, ultra-
violet, visible or infrared light, into electrical signals or electrical energy, optical detectors are
generally used for picking up image information and/or for detecting at least one optical parame-
ter, for example, a brightness.

A large number of optical sensors which can be based generally on the use of inorganic and/or
organic sensor materials are known from the prior art. Examples of such sensors are disclosed
in US 2007/0176165 A1, US 6,995,445 B2, DE 2501124 A1, DE 3225372 A1 or else in numer-
ous other prior art documents. To an increasing extent, in particular for cost reasons and for
reasons of large-area processing, sensors comprising at least one organic sensor material are
being used, as described for example in US 2007/0176165 A1. In particular, so-called dye solar
cells are increasingly of importance here, which are described generally, for example in WO
2009/013282 A1.

A large number of detectors for detecting at least one object are known on the basis of such
optical sensors. Such detectors can be embodied in diverse ways, depending on the respective
purpose of use. Examples of such detectors are imaging devices, for example, cameras and/or
microscopes. High-resolution confocal microscopes are known, for example, which can be used
in particular in the field of medical technology and biology in order to examine biological sam-
ples with high optical resolution. Further examples of detectors for optically detecting at least
one object are distance measuring devices based, for example, on propagation time methods of
corresponding optical signals, for example laser pulses. Further examples of detectors for opti-
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cally detecting objects are triangulation systems, by means of which distance measurements
can likewise be carried out. Kurt Konolige et al., A Low-Cost Laser Distance Sensor, 2008 IEEE
International Conference on Robotics and Automation, Pasadena, CA, USA, May 19-23, 2008,
discuss competing technologies using triangulation for planar laser distance sensor (LDS).
Structured line devices use a light stripe laser and offset camera to determine range to a set of
points. Because the laser energy is spread over a ling, it is difficult to achieve accurate range,
especially in the presence of ambient light, or with darker objects. Point scan devices for 3D
scanning of small objects typically use a scanning mirror to direct a point laser beam and redi-
rect the laser return to an optical receiver. Such devices cannot be miniaturized, and their cost
and mechanical fragility will remain high. Centroid point modules typically use position-sensitive
devices (PSD). These devices measure the centroid of all light impinging on their surface. Alt-
hough modulation techniques can be used to offset some of the effects of ambient light, PSDs
do not perform well unless the laser spot has a very strong reflection, limiting their use to ranges
of a meter or less. Pixel-based point modules search the pixel with maximum signal intensity to
determine the position of the light spot on the sensor. Typically CMOS line arrays are used for
detection. Konolige et al. introduce a low-cost version of a Pixel-based point module.

US 5 235 377 A describes a measuring apparatus for a camera, wherein light is projected to an
object from a projection section. Light reflected on the object is received at a first light receiving
section and a second light receiving section arranged to be adjacent to each other. In the first
light receiving section, a first and second signals relating to a light receiving position and a
quantity of received light are output, and in the second light receiving section, a third signal re-
lating to a quantity of light of the reflected light is output. In a discriminating and calculating sec-
tion, if it is discriminated that the reflected light is positioned at a place, which is nearer than a
predetermined distance, a measuring distance can be calculated from an output ratio of the first
signal to the second signal by a measuring calculation circuit. On the other hand, if it is discrimi-
nated that the reflected light is positioned at a place, which is farther than the predetermined
distance, a measuring distance can be calculated from the output ratio of the sum of the first
and second signals to the third signal by the measuring calculation circuit.

US 5 512 997 A describes a distance measuring device having an infrared light-emitting diode
by which an infrared light is emitted towards a subject, and first and second linear line sensors
on which an image corresponding to light reflected from the subject is formed. The first and
second linear line sensors are disposed adjacently and in parallel to each other, and offset by
an amount corresponding to half of the predetermined A/D converting step. Analog distance
data outputted from the linear line sensors are converted to digital distance data using the pre-
determined A/D converting step, and then, the digital distance data are added together to obtain
a subject distance with a high accuracy.

DE 42 11 875 A1 describes an optical rangefinder with electronic correction for spot eccentrici-
ty. The optical rangefinder has an evaluation circuit, which determines if an output distance
measurement value is valid or erroneous due to e.g. inclination of object surface. The distance
signal is determined by evaluation a position a light spot on a first detector. A second control
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signal, which characterizes inclination of the object surface, is determined by evaluating eccen-
tricity of a light spot on a second detector, arranged in a different plane.

WO 2016/051323 A1 describes a detector and a method for optically determining a position of
at least one object. The detector comprises at least one optical sensor for determining a posi-
tion of at least one light beam and at least one evaluation device for generating at least one
item of information on a transversal position of the object and at least one item of information on
a longitudinal position of the object. The sensor has at least a first electrode and a second elec-
trode. At least one photovoltaic material is embedded in between the first electrode and the
second electrode. The first electrode or the second electrode is a split electrode having at least
three partial electrodes. The detector and the method can determine three-dimensional coordi-
nates of an object in a fast and efficient way.

In WO 2012/110924 A1, the content of which is herewith included by reference, a detector for
optically detecting at least one object is proposed. The detector comprises at least one optical
sensor. The optical sensor has at least one sensor region. The optical sensor is designed to
generate at least one sensor signal in a manner dependent on an illumination of the sensor re-
gion. The sensor signal, given the same total power of the illumination, is dependent on a geo-
metry of the illumination, in particular on a beam cross section of the illumination on the sensor
area. The detector furthermore has at least one evaluation device. The evaluation device is de-
signed to generate at least one item of geometrical information from the sensor signal, in parti-
cular at least one item of geometrical information about the illumination and/or the object.

WO 2014/097181 A1, the full content of which is herewith included by reference, discloses a
method and a detector for determining a position of at least one object, by using at least one
transversal optical sensor and at least one optical sensor. Specifically, the use of sensor stacks
is disclosed, in order to determine a longitudinal position of the object with a high degree of ac-
curacy and without ambiguity.

WO 2015/024871 A1 and US 2015/286340 A1, the full content of which is herewith included by
reference, discloses an optical detector, comprising:

- at least one spatial light modulator being adapted to modify at least one property of a light
beam in a spatially resolved fashion, having a matrix of pixels, each pixel being controllable to
individually modify the at least one optical property of a portion of the light beam passing the
pixel;

- at least one optical sensor adapted to detect the light beam after passing the matrix of
pixels of the spatial light modulator and to generate at least one sensor signal;

- at least one modulator device adapted for periodically controlling at least two of the pixels
with different modulation frequencies; and

- at least one evaluation device adapted for performing a frequency analysis in order to
determine signal components of the sensor signal for the modulation frequencies.
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US 4,767,211 discloses an apparatus for and a method of measuring a boundary surface of a
sample in which a ratio of the light quantity of a part of reflected light from a sample which trav-
els in the vicinity of the optical axis of the reflected light, to the light quantity of another part of
the reflected light which is directed to a position deviating from the optical axis by a predeter-
mined distance is used to accurately measure a boundary surface of a sample. Since the accu-
racy of measurement is increased by using the above ratio, light capable of passing through the
sample can be used as incident light. Thus, a deep hole in the surface of the sample and a void
such as an air bubble in a living being sample, which cannot be measured by the prior art, can
be measured very accurately.

WO 2014/198629 A1, the full content of which is herewith included by reference, discloses a
detector for determining a position of at least one object, comprising:

- at least one optical sensor, the optical sensor being adapted to detect a light beam propa-
gating from the object towards the detector, the optical sensor having at least one matrix of pix-
els; and

- at least one evaluation device, the evaluation device being adapted to determine a num-
ber N of pixels of the optical sensor which are illuminated by the light beam, the evaluation de-
vice further being adapted to determine at least one longitudinal coordinate of the object by us-
ing the number N of pixels which are illuminated by the light beam.

Further, generally, for various other detector concepts, reference may be made to WO
2014/198626 A1, WO 2014/198629 A1 and WO 2014/198625 A1, the full content of which is
herewith included by reference. Further, referring to potential materials and optical sensors
which may also be employed in the context of the present invention, reference may be made to
European patent applications EP 15 153 215.7, filed on January 30, 2015, EP 15 157 363.1,
filed on March 3, 2015, EP 15 164 653.6, filed on April 22, 2015, EP 15177275.3, filed on July
17, 2015, EP 15180354.1 and EP 15180353.3, both filed on August 10, 2015, and EP 15 185
005.4, filed on September 14, 2015, EP 15 196 238.8 and EP 15 196 239.6, both filed on No-
vember 25, 2015, EP 15 197 744 .4, filed on December 3, 2015, the full content of all of which is
herewith also included by reference.

US 2006/044546 A1 describes a ranging apparatus capable of ranging simultaneously to a
three dimensional scene. An illumination means illuminates a scene with a two dimensional ar-
ray of spots. A detector is located near to the illumination means and arranged to look toward
the scene. A processor responds to the output from the detector and, from the location of a spot
in the image of the scene, determines the range to that spot.

US 2008/13005 A1 describes driving schemes in which rows are selected one at a time and
column data voltages are inverted to provide inversion schemes for display devices comprising
pixels arranged in rows and columns. The order in which rows are selected is such that a first
group of first polarity rows is selected in a first order, a first group of second polarity rows is se-
lected in a second order, a second group of first polarity rows is selected in the second order,
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and a second group of second polarity rows is selected in the first order, the first order being
one of ascending or descending row number order, and the second order being the other of
ascending or descending row number order.

Despite the advantages implied by the above-mentioned devices and detectors, several tech-
nical challenges remain. Thus, generally, a need exists for detectors for detecting a position of
an object in space which is both reliable and may be manufactured at low cost. Specifically, a
need exists for 3D-sensing concepts. Various known concepts are at least partially based on
using so-called FiP sensors, such as several of the above-mentioned concepts. Therein, as an
example, large area sensors may be used, in which the individual sensor pixels are significantly
larger than the light spot and which are fixed to a specific size. Still, large area sensors in many
cases are inherently limited in the use of the FiP measurement principle, specifically in case
more than one light spot is to be investigated simultaneously.

A further challenge using FiP detectors is the detector area or active area. Typically, for dis-
tance measurements, a large active area of the detector is used or even is required. This area,
however, may cause noise problems, specifically when the tetralateral conductivity concept is
employed to build a PSD. This often results in poor signal-to-noise-ratios and slow detector re-
sponse times due to the large capacitance in conjunction with the series resistance of the detec-
tor. A further challenge using FiP detectors is cost of manufacturing. Thus, in many cases, typi-
cal FiP sensors are expensive, as compared to e.g. conventional Si-based photodiodes. Fur-
ther, the evaluation of the measurement results of measurements using FiP-sensors remains an
issue, specifically in case the total power of a light beam is unknown. In case a plurality of FiP-
sensors is used, located at different positions along an axis of propagation of the light beam, a
range of measurement typically is limited to the range in between the two positions of the sen-
sors. Further, many FiP-detectors show a luminance dependency which renders the evaluation
of the measurement result more difficult, and, additionally, FiP-measurements in many cases
are dependent on a target spot size.

Problem addressed by the invention

It is therefore an object of the present invention to provide devices and methods facing the
above-mentioned technical challenges of known devices and methods. Specifically, it is an ob-
ject of the present invention to provide devices and methods which reliably may determine a
position of an object in space, preferably with a low technical effort and with low requirements in
terms of technical resources and cost.

Summary of the invention

This problem is solved by the invention with the features of the independent patent claims. Ad-
vantageous developments of the invention, which can be realized individually or in combination,
are presented in the dependent claims and/or in the following specification and detailed embo-
diments.
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As used in the following, the terms “have”, “comprise” or “include” or any arbitrary grammatical
variations thereof are used in a non-exclusive way. Thus, these terms may both refer to a situa-
tion in which, besides the feature introduced by these terms, no further features are present in
the entity described in this context and to a situation in which one or more further features are
present. As an example, the expressions “A has B”, “A comprises B” and “A includes B” may
both refer to a situation in which, besides B, no other element is presentin A (i.e. a situation in
which A solely and exclusively consists of B) and to a situation in which, besides B, one or more
further elements are present in entity A, such as element C, elements C and D or even further
elements.

Further, it shall be noted that the terms “at least one”, “one or more” or similar expressions indi-
cating that a feature or element may be present once or more than once typically will be used
only once when introducing the respective feature or element. In the following, in most cases,
when referring to the respective feature or element, the expressions “at least one” or “one or
more” will not be repeated, non-withstanding the fact that the respective feature or element may
be present once or more than once.

Further, as used in the following, the terms "preferably”, "more preferably”, "particularly”, "more
particularly”, "specifically", "more specifically” or similar terms are used in conjunction with op-
tional features, without restricting alternative possibilities. Thus, features introduced by these
terms are optional features and are not intended to restrict the scope of the claims in any way.
The invention may, as the skilled person will recognize, be performed by using alternative fea-
tures. Similarly, features introduced by "in an embodiment of the invention" or similar expres-
sions are intended to be optional features, without any restriction regarding alternative embodi-
ments of the invention, without any restrictions regarding the scope of the invention and without
any restriction regarding the possibility of combining the features introduced in such a way with

other optional or non-optional features of the invention.

In a first aspect of the present invention, a detector for determining a position of at least one
object is disclosed. As used herein, the term “position” refers to at least one item of information
regarding a location and/or orientation of the object and/or at least one part of the object in
space. Thus, the at least one item of information may imply at least one distance between at
least one point of the object and the at least one detector. As will be outlined in further detail
below, the distance may be a longitudinal coordinate or may contribute to determining a longitu-
dinal coordinate of the point of the object. Additionally or alternatively, one or more other items
of information regarding the location and/or orientation of the object and/or at least one part of
the object may be determined. As an example, additionally, at least one transversal coordinate
of the object and/or at least one part of the object may be determined. Thus, the position of the
object may imply at least one longitudinal coordinate of the object and/or at least one part of the
object. Additionally or alternatively, the position of the object may imply at least one transversal
coordinate of the object and/or at least one part of the object. Additionally or alternatively, the
position of the object may imply at least one orientation information of the object, indicating an
orientation of the object in space.
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The detector comprises:

- at least one sensor element having a matrix of optical sensors, the optical sensors each
having a light-sensitive area, wherein each optical sensor is configured to generate at least one
sensor signal in response to an illumination of the light-sensitive area by at least one light beam
propagating from the object to the detector;

- at least one evaluation device configured for evaluating the sensor signals, by

a) determining at least one optical sensor having the highest sensor signal and forming at
least one center signal,

b) evaluating the sensor signals of the optical sensors of the matrix and forming at least one
sum signal,

c) determining at least one combined signal by combining the center signal and the sum
signal; and

d) determining at least one longitudinal coordinate z of the object by evaluating the combined
signal.

As used herein, the term “sensor element” generally refers to a device or a combination of a
plurality of devices configured for sensing at least one parameter. In the present case, the pa-
rameter specifically may be an optical parameter, and the sensor element specifically may be
an optical sensor element. The sensor element may be formed as a unitary, single device or as
a combination of several devices.

As further used herein, the term “matrix” generally refers to an arrangement of a plurality of ele-
ments in a predetermined geometrical order. The matrix, as will be outlined in further detail be-
low, specifically may be or may comprise a rectangular matrix having one or more rows and one
or more columns. The rows and columns specifically may be arranged in a rectangular fashion.
It shall be outlined, however, that other arrangements are feasible, such as nonrectangular ar-
rangements. As an example, circular arrangements are also feasible, wherein the elements are
arranged in concentric circles or ellipses about a center point. For example, the matrix may be a
single row of pixels. Other arrangements are feasible.

As further used herein, an “optical sensor” generally refers to a light-sensitive device for detect-
ing a light beam, such as for detecting an illumination and/or a light spot generated by at least
one light beam. As further used herein, a “light-sensitive area” generally refers to an area of the
optical sensor which may be illuminated externally, by the at least one light beam, in response
to which illumination the at least one sensor signal is generated. The light-sensitive area may
specifically be located on a surface of the respective optical sensor. Other embodiments, how-
ever, are feasible. The optical sensors of the matrix specifically may be equal in one or more of
size, sensitivity and other optical, electrical and mechanical properties. The light-sensitive areas
of all optical sensors of the matrix specifically may be located in a common plane, the common
plane preferably facing the object, such that a light beam propagating from the object to the de-
tector may generate a light spot on the common plane. As will further be outlined in detail be-
low, each optical sensor, preferably, may be embodied such that precisely one light-sensitive
area is present in the respective optical sensor, such as by providing precisely one light-
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sensitive area which may be illuminated, in response to which illumination precisely one uniform
sensor signal is created for the whole optical sensor. Thus, preferably, each optical sensor is a
single area optical sensor rather than a pixelated optical sensor like e.g. a sensor matrix. Other
embodiments, however, are feasible. The use of the single area optical sensors, however, ren-
ders the setup of the detector specifically simple and efficient. Thus, as an example, commer-
cially available photosensors, such as commercially available silicon photodiodes, each having
precisely one sensitive area, may be used in the setup, one with a small light-sensitive area and
one with a larger light-sensitive area, as will be explained in further detail below.

As further used herein, a “sensor signal” generally refers to a signal generated by an optical
sensor in response to the illumination by the light beam. Specifically, the sensor signal may be
or may comprise at least one electrical signal, such as at least one analogue electrical signal
and/or at least one digital electrical signal. More specifically, the sensor signal may be or may
comprise at least one voltage signal and/or at least one current signal. More specifically, the
sensor signal may comprise at least one photocurrent. Further, either raw sensor signals may
be used, or the detector, the optical sensor or any other element may be adapted to process or
preprocess the sensor signal, thereby generating secondary sensor signals, which may also be
used as sensor signals, such as preprocessing by filtering or the like. The sensor signal may
comprise at least one information of at least one beam profile of the light beam. The beam pro-
file may be selected from the group consisting of a trapezoid beam profile; a triangle beam pro-
file; a conical beam profile and a linear combination of Gaussian beam profiles.

The light-sensitive areas specifically may be oriented towards the object. As used herein, the
term “is oriented towards the object” generally refers to the situation that the respective surfaces
of the light-sensitive areas are fully or partially visible from the object. Specifically, at least one
interconnecting line between at least one point of the object and at least one point of the re-
spective light-sensitive area may form an angle with a surface element of the light-sensitive ar-
ea which is different from 0°, such as an angle in the range of 20° to 90°, preferably 80 to 90°
such as 90°. Thus, when the object is located on the optical axis or close to the optical axis, the
light beam propagating from the object towards the detector may be essentially parallel to the
optical axis. As used herein, the term “essentially perpendicular” refers to the condition of a per-
pendicular orientation, with a tolerance of e.g. £20° or less, preferably a tolerance of £10° or
less, more preferably a tolerance of £5° or less. Similarly, the term “essentially parallel” refers to
the condition of a parallel orientation, with a tolerance of e.g. £20° or less, preferably a tolerance
of £10° or less, more preferably a tolerance of £5° or less.

The present invention may implement a general idea for determining the at least one longitudi-
nal coordinate of the object, which might be characterized as follows. Thus, as explained in
more detail in one or more of the above-mentioned prior art documents, e.g. in WO
2012/110924 A1 or WO 2014/097181 A1, typically, a predetermined or determinable relation-
ship exists between a size of a light spot, such as a diameter of the light spot, a beam waist or
an equivalent diameter, and the longitudinal coordinate of the object from which the light beam
propagates towards the detector. Without wishing to be bound by this theory, the light spot, may
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be characterized by two measurement variables: a measurement signal measured in a small
measurement patch in the center or close to the center of the light spot, also referred to as the
center signal, and an integral or sum signal integrated over the light spot, with or without the
center signal. For a light beam having a certain total power which does not change when the
beam is widened or focused, the sum signal should be independent from the spot size of the
light spot, and, thus, should, at least when linear optical sensors within their respective meas-
urement range are used, be independent from the distance between the object and the detec-
tor. The center signal, however, is dependent on the spot size. Thus, the center signal typically
increases when the light beam is focused, and decreases when the light beam is defocused. By
comparing the center signal and the sum signal, thus, an item of information on the size of the
light spot generated by the light beam and, thus, on the longitudinal coordinate of the object
may be generated. The comparing of the center signal and the sum signal, as an example, may
be done by forming a combined signal Q out of the center signal and the sum signal and by us-
ing a predetermined or determinable relationship between the longitudinal coordinate and the
combined signal for deriving the longitudinal coordinate.

The use of a matrix of optical sensors provides a plurality of advantages and benefits. Thus, the
center of the light spot generated by the light beam on the sensor element, such as on the
common plane of the light-sensitive areas of the optical sensors of the matrix of the sensor ele-
ment, may vary with a transversal position of the object. By using a matrix of optical sensors,
the detector according to the present invention may adapt to these changes in conditions and,
thus, may determine the center of the light spot simply by comparing the sensor signals. Con-
sequently, the detector according to the present invention may, by itself, choose the center sig-
nal and determine the sum signal and, from these two signals, derive a combined signal which
contains information on the longitudinal coordinate of the object. By evaluating the combined
signal, the longitudinal coordinate of the object may, thus, be determined. The use of the matrix
of optical sensors, thus, provides a significant flexibility in terms of the position of the object,
specifically in terms of a transversal position of the object.

The transversal position of the light spot on the matrix of optical sensors, such as the transver-
sal position of the at least one optical sensor generating the sensor signal, may even be used
as an additional item of information, from which at least one item of information on a transversal
position of the object may be derived, as e.g. disclosed in WO 2014/198629 A1. Additionally or
alternatively, as will be outlined in further detail below, the detector according to the present
invention may contain at least one additional transversal detector for, in addition to the at least
one longitudinal coordinate, detecting at least one transversal coordinate of the object.

Consequently, in accordance with the present invention, the term “center signal” generally re-
fers to the at least one sensor signal of the at least one optical sensor having the highest sensor
signal out of the plurality of sensor signals generated by the optical sensors of the entire matrix
or of a region of interest within the matrix, wherein the region of interest may be predetermined
or determinable within an image generated by the optical sensors of the matrix. As used herein,
the term “highest sensor signal” refers to one or both of a local maximum or a maximum in a
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region of interest. The center signal may arise from a single optical sensor or, as will be outlined
in further detail below, from a group of optical sensors, wherein, in the latter case, as an exam-
ple, the sensor signals of the group of optical sensors may be added up, integrated or aver-
aged, in order to determine the center signal. The group of optical sensors from which the cen-
ter signal arises may be a group of neighboring optical sensors, such as optical sensors having
less than a predetermined distance from the actual optical sensor having the highest sensor
signal, or may be a group of optical sensors generating sensor signals being within a predeter-
mined range from the highest sensor signal. The group of optical sensors from which the center
signal arises may be chosen as large as possible in order to allow maximum dynamic range.
The evaluation device may be adapted to determine the center signal by integration of the plu-
rality of sensor signals, for example the plurality of optical sensors around the optical sensor
having the highest sensor signal. For example, the beam profile may be a trapezoid beam pro-
file and the evaluation device may be adapted to determine an integral of the trapezoid, in par-
ticular of a plateau of the trapezoid.

Similarly, the term “sum signal” generally refers to a signal derived by adding up the sensor sig-
nals, integrating over the sensor signals or averaging over the sensor signals of the entire ma-
trix or of a region of interest within the matrix, wherein the region of interest may be predeter-
mined or determinable within an image generated by the optical sensors of the matrix. When
adding up, integrating over or averaging over the sensor signals, the actual optical sensors from
which the sensor signal is generated may be left out of the adding, integration or averaging or,
alternatively, may be included into the adding, integration or averaging. The evaluation device
may be adapted to determine the sum signal by integrating of signals of the entire matrix, of the
region of interest within the matrix. For example, the beam profile may be a trapezoid beam
profile and the evaluation device may be adapted to determine an integral of the entire trape-
zoid. Further, when trapezoid beam profiles may be assumed, the determination of sum and
center signals may be replaced by equivalent evaluations making use of properties of the trape-
zoid beam profile such as determination of the slope and position of the edges and of the height
of the central plateau and deriving edge and center signals by geometric considerations.

Additionally or alternatively, the evaluation device may be adapted to determine one or both of
the center signal or sum signal from at least one slice or cut of the light spot. Slices or cuts may
be realized for example by using one or more specific rows and/or columns. For improved accu-
racy, several slices or cuts through the light spot may be used and averaged. In case of an ellip-
tical spot profile, averaging over several slices or cuts may result in an improved distance infor-
mation.

Similarly, the term “combined signal”, as used herein, generally refers to a signal which is ge-
nerated by combining the center signal and the sum signal. Specifically, the combination may
include one or more of: forming a quotient of the center signal and the sum signal or vice versa;
forming a quotient of a multiple of the center signal and a multiple of the sum signal or vice ver-
sa; forming a quotient of a linear combination of the center signal and a linear combination of
the sum signal or vice versa. Additionally or alternatively, the combined signal may comprise an
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arbitrary signal or signal combination which contains at least one item of information on a com-
parison between the center signal and the sum signal.

The light beam propagating from the object to the detector specifically may fully illuminate the at
least one optical sensor from which the center signal is generated, such that the at least one
optical sensor from which the center signal arises is fully located within the light beam, with a
width of the light beam being larger than the light-sensitive area of the at least one optical sen-
sor from which the sensor signal arises. Contrarily, preferably, the light beam propagating from
the object to the detector specifically may create a light spot on the entire matrix which is small-
er than the matrix, such that the light spot is fully located within the matrix. This situation may
easily be adjusted by a person skilled in the art of optics by choosing one or more appropriate
lenses or elements having a focusing or defocusing effect on the light beam, such as by using
an appropriate transfer device as will be outlined in further detail below. As further used herein,
a “light spot” generally refers to a visible or detectable round or non-round illumination of an
article, an area or object by a light beam.

The light beam may propagate from the object towards the detector. As will be outlined in fur-
ther detail below, the light beam may originate from the object, such as by the object and/or at
least one illumination source integrated or attached to the object emitting the light beam, or may
originate from a different illumination source, such as from an illumination source directly or indi-
rectly illuminating the object, wherein the light beam is reflected or scattered by the object and,
thereby, is at least partially directed towards the detector. The illumination source, as an exam-
ple, may be or may comprise one or more of an external illumination source, and illumination
source integrated into the detector or an illumination source integrated into a beacon device
being one or more of attached to the object, integrated into the object or held by the object.

As used herein, the term “ray” generally refers to a line that is perpendicular to wavefronts of
light which points in a direction of energy flow. As used herein, the term “beam” generally refers
to a collection of rays. In the following, the terms “ray” and “beam” will be used as synonyms. As
further used herein, the term “light beam” generally refers to an amount of light, specifically an
amount of light traveling essentially in the same direction, including the possibility of the light
beam having a spreading angle or widening angle. The light beam may have a spatial exten-
sion. Specifically, the light beam may have a non-Gaussian beam profile. The beam profile may
be selected from the group consisting of a trapezoid beam profile; a triangle beam profile; a
conical beam profile. The trapezoid beam profile may have a plateau region and at least one
edge region. As used herein, the term “beam profile” generally refers to a transverse intensity
profile of the light beam. In particular, the term “beam profile” relates to a spatial distribution, in
particular in at least one plane perpendicular to the propagation of the light beam, of an intensity
of the light beam. The light beam specifically may be a Gaussian light beam or a linear combi-
nation of Gaussian light beams, as will be outlined in further detail below. Other embodiments
are feasible, however. The detector may comprise at least one transfer device which may be
configured for one or more of adjusting, defining and determining the beam profile, in particular
a shape of the beam profile.
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The optical sensors of the sensor element may be sensitive in one or more of the ultraviolet, the
visible or the infrared spectral range. The optical sensors, specifically, may be sensitive in the
infrared spectral range, specifically in the range of 780 nm to 3.0 micrometers, and/or in the
visible spectral range, specifically, in the range of 380 nm to 780 nm. Specifically, the optical
sensors may be sensitive in the part of the near infrared region where silicon photodiodes are
applicable specifically in the range of 700 nm to 1000 nm.

Specifically, the optical sensors may be or may comprise at least one element selected from the
group consisting of a CCD sensor element, a CMOS sensor element, a photodiode, a photocell,
a photoconductor, a phototransistor or any combination thereof. Any other type of photosensi-
tive element may be used. As will be outlined in further detail below, the photosensitive element
generally may fully or partially be made of inorganic materials and/or may fully or partially be
made of organic materials. Most commonly, as will be outlined in further detail below, one or
more photodiodes may be used, such as commercially available photodiodes, e.g. inorganic
semiconductor photodiodes.

As further used herein, the term “evaluation device” generally refers to an arbitrary device
adapted to perform the named operations, preferably by using at least one data processing de-
vice and, more preferably, by using at least one processor and/or at least one application-
specific integrated circuit. Thus, as an example, the at least one evaluation device may com-
prise at least one data processing device having a software code stored thereon comprising a
number of computer commands. The evaluation device may provide one or more hardware ele-
ments for performing one or more of the named operations and/or may provide one or more
processors with software running thereon for performing one or more of the named operations.

Specifically, as will be outlined in further detail below, the evaluation device may be configured
to determine the at least one longitudinal coordinate z of the object by using at least one known,
determinable or predetermined relationship between the combined signal and/or any secondary
signal derived thereof and the longitudinal coordinate. The combined signal, specifically, as will
be outlined in further detail below, may be a quotient signal.

As outlined above, the center signal generally may be a single sensor signal, such as a sensor
signal from the optical sensor in the center of the light spot, or may be a combination of a plural-
ity of sensor signals, such as a combination of sensor signals arising from optical sensors in the
center of the light spot, or a secondary sensor signal derived by processing a sensor signal de-
rived by one or more of the aforementioned possibilities. The determination of the center signal
may be performed electronically, since a comparison of sensor signals is fairly simply imple-
mented by conventional electronics, or may be performed fully or partially by software. Specifi-
cally, the center signal may be selected from the group consisting of: the highest sensor signal;
an average of a group of sensor signals being within a predetermined range of tolerance from
the highest sensor signal; an average of sensor signals from a group of optical sensors contain-
ing the optical sensor having the highest sensor signal and a predetermined group of neighbor-
ing optical sensors; a sum of sensor signals from a group of optical sensors containing the opti-
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cal sensor having the highest sensor signal and a predetermined group of neighboring optical
sensors; a sum of a group of sensor signals being within a predetermined range of tolerance
from the highest sensor signal; an average of a group of sensor signals being above a prede-
termined threshold; a sum of a group of sensor signals being above a predetermined threshold;
an integral of sensor signals from a group of optical sensors containing the optical sensor hav-
ing the highest sensor signal and a predetermined group of neighboring optical sensors; an in-
tegral of a group of sensor signals being within a predetermined range of tolerance from the
highest sensor signal; an integral of a group of sensor signals being above a predetermined
threshold.

As outlined above, raw sensor signals of the optical sensors may be used for evaluation or se-
condary sensor signals derived thereof. As used herein, the term “secondary sensor signal”
generally refers to a signal, such as an electronic signal, more preferably an analogue and/or a
digital signal, which is obtained by processing one or more raw signals, such as by filtering, av-
eraging, demodulating or the like. Thus, image processing algorithms may be used for genera-
ting secondary sensor signals from the totality of sensor signals of the matrix or from a region of
interest within the matrix. Specifically, the detector, such as the evaluation device, may be con-
figured for transforming the sensor signals of the optical sensor, thereby generating secondary
optical sensor signals, wherein the evaluation device is configured for performing steps a)-d) by
using the secondary optical sensor signals. The transformation of the sensor signals specifically
may comprise at least one transformation selected from the group consisting of: a filtering; a
selection of at least one region of interest; a formation of a difference image between an image
created by the sensor signals and at least one offset; an inversion of sensor signals by inverting
an image created by the sensor signals; a formation of a difference image between an image
created by the sensor signals at different times; a background correction; a decomposition into
color channels; a decomposition into hue; saturation; and brightness channels; a frequency de-
composition.; a singular value decomposition; applying a Canny edge detector; applying a La-
placian of Gaussian filter; applying a Difference of Gaussian filter; applying a Sobel operator;
applying a Laplace operator; applying a Scharr operator; applying a Prewitt operator; applying a
Roberts operator; applying a Kirsch operator; applying a high-pass filter; applying a low-pass
filter; applying a Fourier transformation; applying a Radon-transformation; applying a Hough-
transformation; applying a wavelet-transformation; a thresholding; creating a binary image. The
region of interest may be determined manually by a user or maybe determined automatically,
such as by recognizing an object within an image generated by the optical sensors. As an ex-
ample, a vehicle, a person or another type of predetermined object may be determined by au-
tomatic image recognition within an image, i.e. within the totality of sensor signals generated by
the optical sensors, and the region of interest may be chosen such that the object is located
within the region of interest. In this case, the evaluation, such as the determination of the longi-
tudinal coordinate, may be performed for the region of interest, only. Other implementations,
however, are feasible.

As outlined above, the detection of the center of the light spot, i.e. the detection of the center
signal and/or of the at least one optical sensor from which the center signal arises, may be per-
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formed fully or partially electronically or fully or partially by using one or more software algo-
rithms. Specifically, the evaluation device may comprise at least one center detector for detect-
ing the at least one highest sensor signal and/or for forming the center signal. The center detec-
tor specifically may fully or partially be embodied in software and/or may fully or partially be em-
bodied in hardware. The center detector may fully or partially be integrated into the at least one
sensor element and/or may fully or partially be embodied independently from the sensor ele-
ment.

As outlined above, the sum signal may be derived from all sensor signals of the matrix, from the
sensor signals within a region of interest or from one of these possibilities with the sensor sig-
nals arising from the optical sensors contributing to the center signal excluded. In every case, a
reliable sum signal may be generated which may be compared with the center signal reliably, in
order to determine the longitudinal coordinate. Generally, the sum signal may be selected from
the group consisting of: an average over all sensor signals of the matrix; a sum of all sensor
signals of the matrix; an integral of all sensor signals of the matrix; an average over all sensor
signals of the matrix except for sensor signals from those optical sensors contributing to the
center signal; a sum of all sensor signals of the matrix except for sensor signals from those op-
tical sensors contributing to the center signal; an integral of all sensor signals of the matrix ex-
cept for sensor signals from those optical sensors contributing to the center signal; a sum of
sensor signals of optical sensors within a predetermined range from the optical sensor having
the highest sensor signal; an integral of sensor signals of optical sensors within a predeter-
mined range from the optical sensor having the highest sensor signal; a sum of sensor signals
above a certain threshold of optical sensors being located within a predetermined range from
the optical sensor having the highest sensor signal; an integral of sensor signals above a cer-
tain threshold of optical sensors being located within a predetermined range from the optical
sensor having the highest sensor signal. Other options, however, exist.

The summing may be performed fully or partially in software and/or may be performed fully or
partially in hardware. A summing is generally possible by purely electronic means which, typi-
cally, may easily be implemented into the detector. Thus, in the art of electronics, summing de-
vices are generally known for summing two or more electrical signals, both analogue signals
and digital signals. Thus, the evaluation device may comprise at least one summing device for
forming the sum signal. The summing device may fully or partially be integrated into the sensor
element or may fully or partially be embodied independently from the sensor element. The
summing device may fully or partially be embodied in one or both of hardware or software.

As outlined above, the comparison between the center signal and the sum signal specifically
may be performed by forming one or more combined signals. Thus, generally, the combined
signal may be a quotient signal Q, derived by one or more of: forming a quotient of the center
signal and the sum signal or vice versa; forming a quotient of a multiple of the center signal and
a multiple of the sum signal or vice versa; forming a quotient of a linear combination of the cen-
ter signal and a linear combination of the sum signal or vice versa; forming a quotient of the
center signal and a linear combination of the sum signal and the center signal or vice versa;
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forming a quotient of the sum signal and a linear combination of the sum signal and the center
signal or vice versa; forming a quotient of an exponentiation of the center signal and an expo-
nentiation of the sum signal or vice versa; forming a quotient of a first linear combination of the
center signal and the sum signal and a second linear combination of the center signal and the
sum signal. Other options, however, exist. The evaluation device may be configured for forming
the one or more quotient signals. The evaluation device may further be configured for determin-
ing the at least one longitudinal coordinate by evaluating the at least one combined signal.

The evaluation device specifically may be configured for using at least one predetermined rela-
tionship between the combined signal Q and the longitudinal coordinate, in order to determine
the at least one longitudinal coordinate. Thus, due to the reasons disclosed above and due to
the dependency of the properties of the light spot on the longitudinal coordinate, the combined
signal Q typically is a monotonous function of the longitudinal coordinate of the object and/or of
the size of the light spot such as the diameter or equivalent diameter of the light spot. Thus, as
an example, specifically in case linear optical sensors are used, a simple quotient of the sensor
signal Scenter and the sum signal Ssum Q=Scenter/Ssum May be a monotonously decreasing function
of the distance. Without wishing to be bound by this theory, it is believed that this is due to the
fact that, in the preferred setup described above, both the center signal Scenter and the sum sig-
nal ssum decrease as a square function with increasing distance to the light source, since the
amount of light reaching the detector decreases. Therein, however, the center signal Scenter de-
creases more rapidly than the sum signal ssum, Since, in the optical setup as used in the experi-
ments, the light spot in the image plane grows and, thus, is spread over a larger area. The quo-
tient of the center signal and the sum signal, thus, continuously decreases with increasing di-
ameter of the light beam or diameter of the light spot on the light-sensitive areas of the optical
sensors of the matrix. The quotient, further, is typically independent from the total power of the
light beam, since the total power of the light beam forms a factor both in the center signal and in
the sum sensor signal. Consequently, the quotient Q may form a secondary signal which pro-
vides a unique and unambiguous relationship between the center signal and the sum signal and
the size or diameter of the light beam. Since, on the other hand, the size or diameter of the light
beam is dependent on a distance between the object, from which the light beam propagates
towards the detector, and the detector itself, i.e. dependent on the longitudinal coordinate of the
object, a unique and unambiguous relationship between the center signal and the sum signal on
the one hand and the longitudinal coordinate on the other hand may exist. For the latter, refer-
ence e.g. may be made to one or more of the above-mentioned prior art documents, such as
WO 2014/097181 A1. The predetermined relationship may be determined by analytical consid-
erations, such as by assuming a linear combination of Gaussian light beams, by empirical
measurements, such as measurements measuring the combined signal and/or the center signal
and the sum signal or secondary signals derived thereof as a function of the longitudinal coordi-
nate of the object, or both.

The evaluation device may be configured for deriving the combined signal Q by one or more of
dividing the sum signal and the center signal, dividing multiples of the sum signal and the center
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signal, dividing linear combinations of the sum signal and the center signal. For example, the
evaluation device may be configured for deriving the combined signal Q by

” E(x,y;z,)dxdy

wherein x and y are transversal coordinates, A1 and A2 are areas of at least one beam profile
at the position of the sensor element, and E(x,y,z,) denotes the beam profile given at the object
distance z,. Area A1 and area A2 may differ. In particular, A1 and A2 are not congruent. Thus,
A1 and A2 may differ in one or more of the shape or content. The center signal may be a sensor
signal comprising essentially center information of the beam profile. The sum signal may be a
signal comprising essentially edge information of the beam profile. The beam profile may be a
cross section of the light beam. The beam profile may be selected from the group consisting of
a trapezoid beam profile; a triangle beam profile; a conical beam profile and a linear combina-
tion of Gaussian beam profiles.

Each of the center signal and the sum signal may comprise at least one information of at least
one area of the beam profile of the light beam. As used herein, the term “area of the beam pro-
file” generally refers to an arbitrary region of the beam profile at the position of the sensor ele-
ment used for determining the combined signal Q. The light-sensitive regions may be arranged
such that the sum signal signal comprises information of a first area of the beam profile and the
center signal comprises information of a second area of the beam profile. The first area of the
beam profile and second area of the beam profile may be one or both of adjacent or overlapping
regions. The first area of the beam profile and the second area of the beam profile may be not
congruent in area.

The evaluation device may be configured to determine and/or to select the first area of the
beam profile and the second area of the beam profile. The first area of the beam profile may
comprise essentially edge information of the beam profile and the second area of the beam pro-
file may comprise essentially center information of the beam profile. The beam profile may have
a center, i.e. a maximum value of the beam profile and/or a center point of a plateau of the
beam profile and/or a geometrical center of the light spot, and falling edges extending from the
center. The second region may comprise inner regions of the cross section and the first region
may comprise outer regions of the cross section. As used herein, the term “essentially center
information” generally refers to a low proportion of edge information, i.e. proportion of the inten-
sity distribution corresponding to edges, compared to a proportion of the center information, i.e.
proportion of the intensity distribution corresponding to the center. Preferably the center infor-
mation has a proportion of edge information of less than 10 %, more preferably of less than 5%,
most preferably the center information comprises no edge content. As used herein, the term
“‘essentially edge information” generally refers to a low proportion of center information com-
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pared to a proportion of the edge information. The edge information may comprise information
of the whole beam profile, in particular from center and edge regions. The edge information may
have a proportion of center information of less than 10 %, preferably of less than 5%, more
preferably the edge information comprises no center content. At least one area of the beam
profile may be determined and/or selected as second area of the beam profile if it is close or
around the center and comprises essentially center information. At least one area of the beam
profile may be determined and/or selected as first area of the beam profile if it comprises at
least parts of the falling edges of the cross section. For example, the whole area of the cross
section may be determined as first region. The first area of the beam profile may be area A2
and the second area of the beam profile may be area A1.

Other selections of the first area A1 and second area A2 may be feasible. For example, the first
area may comprise essentially outer regions of the beam profile and the second area may com-
prise essentially inner regions of the beam profile. For example, the center signal may be a sig-
nal corresponding to a rectangular stripe comprising the center of the light spot. The evaluation
device may be adapted to form a quotient of a first linear combination of the center signal and
the sum signal and a second linear combination of the center signal and the sum signal. In par-
ticular, in case of a two-dimensional beam profile, the beam profile may be divided in a left part
and a right part, wherein the first area may comprise essentially areas of the left part of the
beam profile and the second area may comprise essentially areas of the right part of the beam
profile. The first and the second area, as an example, may be adjacent, with a minimum separa-
tion from one another. However, the separation between adjacent areas may also be varied
such as enlarged to improve the dynamic range of the quotient signal. As an example, the sepa-
ration between two adjacent areas may be increased by not evaluating the area between the
first and the second area. This may reduce the light on one of the areas relative and/or absolute
as compared to the adjacent area which will may increase a quotient of the signal of the two
areas. Further, one or both of the areas may consist of separated subareas which may be adja-
cent to each other and/or which may be separated by areas that are not evaluated and/or which
may be evaluated as part of a different quotient. Further, the first and the second area may con-
sist of a linear combination of subareas, whereas the signal contributed by each subarea may
be weighted differently when forming the center signal and/or the sum signal. This may further
be beneficial for increasing the dynamic range of the quotient system.

The edge information may comprise information relating to a number of photons in the first area
of the beam profile and the center information may comprise information relating to a number of
photons in the second area of the beam profile. The evaluation device may be adapted for de-
termining an area integral of the beam profile. The evaluation device may be adapted to deter-
mine the edge information by integrating and/or summing of the first area. The evaluation de-
vice may be adapted to determine the center information by integrating and/or summing of the
second area. For example, the beam profile may be a trapezoid beam profile and the evaluation
device may be adapted to determine an integral of the trapezoid. Further, when trapezoid beam
profiles may be assumed, the determination of edge and center signals may be replaced by
equivalent evaluations making use of properties of the trapezoid beam profile such as determi-
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nation of the slope and position of the edges and of the height of the central plateau and deriv-
ing edge and center signals by geometric considerations.

Additionally or alternatively, the evaluation device may be adapted to determine one or both of
center information or edge information from at least one slice or cut of the light spot. This may
be realized, for example, by replacing the area integrals in the combined signal Q by one or
more line integrals along the slice or cut. For improved accuracy, several slices or cuts through
the light spot may be used and averaged. In case of an elliptical spot profile, averaging over
several slices or cuts may result in an improved distance information.

The evaluation device may be configured to derive the combined signal Q by one or more of
dividing the edge information and the center information, dividing multiples of the edge infor-
mation and the center information, dividing linear combinations of the edge information and the
center information. Thus, essentially, photon ratios may be used as the physical basis of the
method.

The detector may be adapted to determine depth information, in particular absolute depth in-
formation, from a radiance ratio of at least two asymmetric regions of a light beam profile on the
at least two optical sensors. For example, the detector may comprise a plurality of optical sen-
sors arranged in a matrix. The detector may be adapted to determine depth information from a
radiance ratio of at least two asymmetric regions within an enclosed, in particular, a defocused
beam profile captured by a single matrix of optical sensors such as a CMOS detector. In par-
ticular, the detector may be adapted to determine the depth information using the radiance ratio.
This principle is called Distance by Photon Ratio (DPR).

The DPR principle can be applied, for example, to many sub-regions within a segmented image
profile, such as a segmented image of at least one feature generated by the at least one light
beam on the matrix of optical sensors, which is demonstrated hereafter. The quotient @ ,(z) in

the two-dimensional case can be written as
Lo P(xy,7)dxdy

Tout

Qu(2) = [T Pxy,z)dxdy”

where P(x,y, z) is a two-dimensional beam profile and r;, and r,,; are inner and outer circle
radii, respectively. For line-segmented quotients Qy(z) along the y-dimension, this can be rewrit-

ten as
[Tout p(x,z)dx

Q, (@) =

[lin p(xz)dx’
m

Without wishing to be bound by this theory, the overall defocused beam profile P(x, z) can be
regarded as a superposition of defocused image point profiles p(x, z) along the image width
b(x,z). This relationship can be modelled as a convolution given by

P(x,2z) = b(x,2) * p(x, 2),
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wherein p(x, z) represents the Point-Spread-Function (PSF) of a lens in defocus, which in the
field of paraxial optics is also known as Circle of Confusion (CoC). By inserting P(x, z) into

Q,(2) the above described quotient Qy(z) can be rewritten as

Tout Tout . (Tout
JI7 blraysp(raydx  [I7 b(ez)de (174 plxz)dx

Tout
Z) = - = > - .
Qy( ) frl;;n b(x,2)+p(x,2)dx ff;?n b(x,z)dx- ffl;;n p(x,2)dx

Furthermore, with the matrix of optical sensors a defocused beam profile may be subdivided
into cross-sections along lines of a certain angle 8 and with a distance w from the origin of ordi-
nates. Accordingly, the parameterization of a single line may be given by

w = xcos(0) + y sin(6).
The integration of the intensity along parallel lines can be mathematically described by an inte-
gral projection R{-} of the well-known Radon transform which reads

Rewe F @)} = [, Fx,y)6(x cos(8) + ysin(6) — w) dx dy,
where § denotes the Dirac delta function and f(x, y) is the intensity of an enclosed defocused

beam profile. The photon ratio R for a given angle 8 and projection width w is given by
_ Realfrxy)
ECEDK

with f'(x, y) as the inner region. The variation of & may yield different ratios R for skewed object
surfaces at a certain distance. It is sufficient to let 8 vary in the following interval {6 € R, ,0 <

T}

In one embodiment, the light beam propagating from the object to the detector may illuminate
the sensor element with at least one pattern comprising at least one feature point. As used
herein, the term “feature point” refers to at least one at least partially extended feature of the
pattern. The feature point may be selected from the group consisting of: at least one point, at
least one ling, at least one edge. The pattern may be generated by the object, for example, in
response to an illumination by the at least one light source with an illumination pattern compris-
ing the at least one pattern. A1 may correspond to a full or complete area of a feature point on
the optical sensors. A2 may be a central area of the feature point on the optical sensors. The
central area may be a constant value. The central area may be smaller compared to the full
area of the feature point. For example, in case of a circular feature point, the central area may
have a radius from 0.1 to 0.9 of a full radius of the feature point, preferably from 0.4 to 0.6 of the
full radius.

For example, the light beam propagating from the object to the detector may illuminate the opti-
cal sensors with at least one line pattern. The line pattern may be generated by the object, for
example in response to an illumination by the at least one illumination source with an illumina-
tion pattern comprising the at least one line pattern. A1 may correspond to an area with a full
line width of the line pattern on the optical sensors, in particular on the light sensitive area of the
optical sensors. The line pattern on the optical sensors may be widened and/or displaced com-
pared to the line pattern of the illumination pattern such that the line width on the optical sensors
is increased. In particular, in case of a matrix of optical sensors, the line width of the line pattern
on the optical sensors may change from one column to another column. A2 may be a central
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area of the line pattern on the optical sensors. The line width of the central area may be a con-
stant value, and may in particular correspond to the line width in the illumination pattern. The
central area may have a smaller line width compared to the full line width. For example, the cen-
tral area may have a line width from 0.1 to 0.9 of the full line width, preferably from 0.4 to 0.6 of
the full line width. The line pattern may be segmented on the optical sensors. Each column of
the matrix of optical sensors may comprise center information of intensity in the central area of
the line pattern and edge information of intensity from regions extending further outwards from
the central area to edge regions of the line pattern.

For example, the light beam propagating from the object to the detector may illuminate the sen-
sor element with at least one point pattern. The point pattern may be generated by the object,
for example in response to an illumination by the at least one light source with an illumination
pattern comprising the at least one point pattern. A1 may correspond to an area with a full radi-
us of a point of the point pattern on the optical sensors. A2 may be a central area of the point in
the point pattern on the optical sensors. The central area may be a constant value. The central
area may have a radius compared to the full radius. For example, the central area may have a
radius from 0.1 to 0.9 of the full radius, preferably from 0.4 to 0.6 of the full radius.

The light beam propagating from the object to the detector may illuminate the sensor element
with a reflection pattern comprising both point patterns and line patterns. Other embodiments in
addition or alternatively to line pattern and point pattern are feasible.

Thus, generally, the evaluation device may be configured for determining the longitudinal coor-
dinate by evaluating the combined signal such as the combined signal Q. This determining may
be a one-step process, such as by directly combining the center signal and the sum signal and
deriving the longitudinal coordinate thereof, or may be a multiple step process, such as by firstly
deriving the combined signal from the center signal and the sum signal and, secondly, by deri-
ving the longitudinal coordinate from the combined signal. Both options, i.e. the option of steps
c¢) and d) being separate and independent steps and the option of steps ¢) and d) being fully or
partially combined, shall be comprised by the present invention.

The evaluation device may be configured for using at least one predetermined relationship be-
tween the combined signal and the longitudinal coordinate. The predetermined relationship may
be one or more of an empiric relationship, a semi-empiric relationship and an analytically de-
rived relationship. The evaluation device may comprise at least one data storage device for
storing the predetermined relationship, such as a lookup list or a lookup table.

The combined signal Q may be determined by using various means. As an example, a software
means for deriving the combined signal, a hardware means for deriving the combined signal, or
both, may be used and may be implemented in the evaluation device. Thus, the evaluation de-
vice, as an example, may comprise at least one divider, wherein the divider is configured for
deriving the combined signal. The divider may fully or partially be embodied as one or both of a
software divider or a hardware divider. The divider may fully or partially be integrated into the



10

15

20

25

30

35

40

WO 2018/091649 PCT/EP2017/079577
21

sensor element answers or may fully or partially be embodied independent from the sensor ele-
ment.

As outlined above, the optical sensors specifically may be or may comprise photodetectors,
preferably inorganic photodetectors, more preferably inorganic semiconductor photodetectors,
most preferably silicon photodetectors. Specifically, the optical sensors may be sensitive in the
infrared spectral range. All of the optical sensors of the matrix or at least a group of the optical
sensors of the matrix specifically may be identical. Groups of identical optical sensors of the
matrix specifically may be provided for different spectral ranges, or all optical sensors may be
identical in terms of spectral sensitivity. Further, the optical sensors may be identical in size
and/or with regard to their electronic or optoelectronic properties.

Specifically, the optical sensors may be or may comprise inorganic photodiodes which are sen-
sitive in the infrared spectral range, preferably in the range of 780 nm to 3.0 micrometers. Spe-
cifically, the optical sensors may be sensitive in the part of the near infrared region where silicon
photodiodes are applicable specifically in the range of 700 nm to 1000 nm. Infrared optical sen-
sors which may be used for optical sensors may be commercially available infrared optical sen-
sors, such as infrared optical sensors commercially available from Hamamatsu Photonics
Deutschland GmbH, D-82211 Herrsching am Ammersee, Germany. Thus, as an example, the
optical sensors may comprise at least one optical sensor of an intrinsic photovoltaic type, more
preferably at least one semiconductor photodiode selected from the group consisting of: a Ge
photodiode, an InGaAs photodiode, an extended InGaAs photodiode, an InAs photodiode, an
InSb photodiode, a HgCdTe photodiode. Additionally or alternatively, the optical sensors may
comprise at least one optical sensor of an extrinsic photovoltaic type, more preferably at least
one semiconductor photodiode selected from the group consisting of: a Ge:Au photodiode, a
Ge:Hg photodiode, a Ge:Cu photodiode, a Ge:Zn photodiode, a Si:Ga photodiode, a Si:As pho-
todiode. Additionally or alternatively, the optical sensors may comprise at least one bolometer,
preferably a bolometer selected from the group consisting of a VO bolometer and an amor-
phous Si bolometer.

The matrix may be composed of independent optical sensors. Thus, a matrix of inorganic pho-
todiodes may be composed. Alternatively, however, a commercially available matrix may be
used, such as one or more of a CCD detector, such as a CCD detector chip, and/or a CMOS
detector, such as a CMOS detector chip.

Thus, generally, the optical sensors of the detector may form a sensor array or may be part of a
sensor array, such as the above-mentioned matrix. Thus, as an example, the detector may
comprise an array of optical sensors, such as a rectangular array, having m rows and n col-
umns, with m, n, independently, being positive integers. Preferably, more than one column and
more than one row is given, i.e. n>1, m>1. Thus, as an example, n may be 2 to 16 or higher and
m may be 2 to 16 or higher. Preferably, the ratio of the number of rows and the number of col-
umns is close to 1. As an example, n and m may be selected such that 0.3 <m/n < 3, such as
by choosing m/n = 1:1, 4:3, 16:9 or similar. As an example, the array may be a square array,
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having an equal number of rows and columns, such as by choosing m=2, n=2 or m=3, n=3 or
the like.

As further outlined above, the matrix specifically may be a rectangular matrix having at least
one row, preferably a plurality of rows, and a plurality of columns. As an example, the rows and
columns may be oriented essentially perpendicular, wherein, with respect to the term “essential-
ly perpendicular’, reference may be made to the definition given above. Thus, as an example,
tolerances of less than 20°, specifically less than 10° or even less than 5°, may be acceptable.
In order to provide a wide range of view, the matrix specifically may have at least 10 rows, pre-
ferably at least 50 rows, more preferably at least 100 rows. Similarly, the matrix may have at
least 10 columns, preferably at least 50 columns, more preferably at least 100 columns. The
matrix may comprise at least 50 optical sensors, preferably at least 100 optical sensors, more
preferably at least 500 optical sensors. The matrix may comprise a number of pixels in a multi-
mega pixel range. Other embodiments, however, are feasible. Thus, as outlined above, in set-
ups in which an axial rotational symmetry is to be expected, circular arrangements or concentric
arrangements of the optical sensors of the matrix, which may also be referred to as pixels, may
be preferred.

As further outlined above, preferably, the sensor element may be oriented essentially perpen-
dicular to an optical axis of the detector. Again, with respect to the term “essentially perpendicu-
lar”, reference may be made to the definition and the tolerances given above. The optical axis
may be a straight optical axis or may be bent or even split, such as by using one or more deflec-
tion elements and/or by using one or more beam splitters, wherein the essentially perpendicular
orientation, in the latter cases, may refer to the local optical axis in the respective branch or
beam path of the optical setup.

The matrix may comprise two or four separate light sensitive areas and/or may be sub-divided
into two or more segments, in particular two or four active areas. The light sensitive areas
and/or segments may be separated by a dividing line. The dividing line, for example, of two Si-
diodes, can be arranged parallel to the baseline of the detector, in particular parallel to a spot
movement on the optical sensors. However, other arrangements are feasible. For example, the
gquadrant diode may comprise at least two dividing lines. The at least two dividing lines may be
arranged orthogonal to each other. The orthogonal arrangement of the dividing lines allows ad-
justing of the combined signal for near field and far field applications independently from each
other. In addition to determining the combined signal of sum signal and center signal, the evalu-
ation device may be adapted to determine a second quotient using other signals of the matrix.
The two quotients can be formed such that two distinct distance ranges are covered. The two
quotient signals for the near field and far field may have an overlap region in which both quo-
tient signals allow obtaining reasonable determination of the longitudinal distance z. For exam-
ple, the guotient signal may be determined by dividing the sensor signals of two top quadrants,
also called top segment, by the sensor signals of two bottom quadrants, also called bottom
segment. Using the quotient signal of sensor signals determined by two sensor areas which
have a dividing line parallel to the baseline of the detector may allow determining of the quotient
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without any distance dependent movement of the light spot. In particular, as an example, if the
dividing line between the top and bottom segment is parallel to the baseline, the quotient signal
determined from top segment divided by bottom segment may be used in the near field, wherein
the light spot may illuminate only one of a left or right segment of the quadrant diode. In this
case determining the quotient signal by dividing sensor signals of the left and right segments
may not be possible. However, determining the quotient by dividing the sensor signals of top
and bottom segments may provide a reasonable distance measurement. The quotient signal
determined by dividing sensor signals of the left and right segments may be used for far field
measurement, wherein the light spot illuminates both left and right segments. Furthermore, the
evaluation device may be adapted to determine the quotient signal by dividing sensor signals of
opposing segments or neighboring segments. The evaluation device may be adapted to com-
bine the acquired sensor signals of the quadrants such that distance measurement is possible
over a wide range with a large resolution.

In view of the technical challenges involved in the prior art documents discussed above, specifi-
cally in view of the technical effort which is required for generating the FiP effect, it has to be
noted that the present invention specifically may be realized by using non-FiP optical sensors.
In fact, since optical sensors having the FiP characteristic typically exhibit a strong peak in the
respective sensor signals at a focal point, the range of measurement of a detector according to
the present invention using FiP sensors as optical sensors may be limited to a range in between
the positions and which the optical sensors are in focus of the light beam. When using linear
optical sensors, however, i.e. optical sensors not exhibiting the FiP effect, this problem, with the
setup of the present invention, generally may be avoided. Consequently, the optical sensors
each may have, at least within a range of measurement, a linear signal characteristic such that
the respective sensor signals are dependent on the total power of illumination of the respective
optical sensor.

The detector may further comprise an illumination source for illuminating the object. As an ex-
ample, the illumination source may be configured for generating an illuminating light beam for
illuminating the object. The detector may be configured such that the illuminating light beam
propagates from the detector towards the object along an optical axis of the detector. For this
purpose, the detector may comprise at least one reflective element, preferably at least one
prism, for deflecting the illuminating light beam onto the optical axis.

As outlined above, the illumination source, specifically, may be configured for emitting light in
the infrared spectral range. It shall be noted, however, that other spectral ranges are feasible,
additionally or alternatively. Further, the illumination source, as outlined above, specifically may
be configured for emitting modulated or non-modulated light. In case a plurality of illumination
sources is used, the different illumination sources may have different modulation frequencies
which, as outlined in further detail below, later on may be used for distinguishing the light
beams. The illumination source may be adapted to generate and/or to project a cloud of points,
for example the illumination source may comprise one or more of at least one digital light pro-
cessing (DLP) projector, at least one LCoS projector, at least one spatial light modulator; at
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least one diffractive optical element; at least one array of light emitting diodes; at least one array
of laser light sources.

The detector may comprise the at least one illumination source. The illumination source may be
adapted to illuminate the object with at least one illumination light beam. The illumination light
beam may be fully or partially reflected by the object and may travel back towards the detector.
The illumination source may be arranged such that a direction of propagation of the illumination
light beam is essentially parallel to the optical axis. As used herein, the term “essentially parallel
to the optical axis” refers to the condition of a parallel orientation, with a tolerance of e.g. £20° or
less, preferably a tolerance of £10° or less, more preferably a tolerance of £5° or less. The illu-
mination source may be arranged such that a line running in the direction of propagation of the
illumination light beam and the optical axis do not intersect in space. In particular, the illumina-
tion may be on-axis. In order to provide such an on-axis illumination, as an example, one or
more reflective elements may be used, such as one or more prisms and/or mirrors, such as di-
chroitic mirrors, such as movable mirrors or movable prisms. The reflected light beam may be
essentially parallel to the optical axis. Thus, according to the present invention, the object dis-
tance is not determined from an angle of the light beam, i.e. a position of the light spot on a
sensor, as done in triangulation methods. Instead, the object distance may be determined using
light beams essential parallel to the optical axis. Determination of the object distance by a non-
triangulation method but by combining the at least two sensor signals, allows arranging the illu-
mination source such that the direction of propagation of the illumination light beam is essential-
ly parallel to the optical axis.

The light beam may be a monochromatic light beam. The light beam may comprise a narrow
band of wavelengths, preferably the light beam may comprise a single wavelength. The at least
one light source may be adapted to generate at least one monochromatic light beam and/or the
detector may comprise at least one filter element adapted to filter a narrow band of wavelength,
such as a monochromator.

The illumination source may be adapted to generate at least one illumination pattern for illumi-
nating the object. Additionally or alternatively, the illumination pattern may be generated by at
least one ambient light source. The detector may be configured such that the illumination pat-
tern propagates from the detector, in particular from at least one opening of the housing, to-
wards the object along and/or parallel to an optical axis of the detector. For this purpose, the
detector may comprise at least one reflective element, preferably at least one prism, for deflect-
ing the illumination pattern such that it propagates along or parallel to the optical axis. Specifi-
cally, the illumination source may comprise at least one laser and/or laser source. Various types
of lasers may be employed, such as semiconductor lasers. Additionally or alternatively, non-
laser light sources may be used, such as LEDs and/or light bulbs. As used herein, the term “pat-
tern” refers to an arbitrary known or pre-determined arrangement comprising at least one arbi-
trarily shaped feature. The pattern may comprise at least one feature such as a point or symbol.
The pattern may comprise a plurality of features. The pattern may comprise an arrangement of
periodic or non-periodic features. As used herein, the term “illumination pattern” refers to a pat-
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tern which illuminates the object. The illumination pattern may be generated by ambient light,
such as by at least one ambient light source, or by the at least one illumination source. The il-
lumination pattern may comprise at least one pattern selected from the group consisting of: at
least one point pattern, in particular a pseudo-random point pattern, a random point pattern or a
guasi random pattern; at least one Sobol pattern; at least one quasiperiodic pattern; at least one
pattern comprising at least one pre-known feature; at least one regular pattern; at least one tri-
angular pattern; at least one hexagonal pattern; at least one rectangular pattern at least one
pattern comprising convex uniform tilings; at least one line pattern comprising at least one line;
at least one line pattern comprising at least two lines such as parallel or crossing lines; at least
one fringe pattern. For example, the illumination source may be adapted to generate and/or to
project a cloud of points. The illumination pattern may comprise regular and/or constant and/or
periodic pattern such as a triangular pattern, a rectangular pattern, a hexagonal pattern, or a
pattern comprising further convex tilings. The illumination pattern may comprise as much as
possible features per area such that a hexagonal pattern may be preferred. A distance between
two features of the illumi-nation pattern and/or an area of the at least one illumination feature
may depend on the circle of confusion in the image.

The illumination source may comprise one or more of at least one light projector; at least one
digital light processing (DLP) projector, at least one LCoS projector, at least one spatial light
modulator; at least one diffractive optical element; at least one array of light emitting diodes; at
least one array of laser light sources. The illumination source may comprise at least one light
source adapted to generate the illumination pattern directly. For example, the illumination
source may comprise at least one laser source. For example, the illumination source may com-
prise at least one line laser. The line laser may be adapted to send a laser line to the object, for
example a horizontal or vertical laser line. The illumination source may comprise a plurality of
line lasers. For example, the illumination source may comprise at least two line lasers which
may be arranged such that the illumination pattern comprises at least two parallel or crossing
lines. The illumination source may comprise the at least one light projector adapted to generate
a cloud of points such that the illumination pattern may comprise a plurality of point pattern. The
illumination source may comprise at least one mask adapted to generate the illumination pattern
from at least one light beam generated by the illumination source. The illumination source may
be one of attached to or integrated into a mobile device such as a smartphone. The illumination
source may be used for further functions that may be used in determining an image such as for
an autofocus function. The illumination source may be attached to a mobile device such as by
using a connector such as a USB- or phone-connector such as the headphone jack.

The illumination source may be adapted to generate pulsed illumination. The illumination source
may be adapted to generate at least one light pulse. As used herein, the term “light pulse” or
“‘pulsed illumination” refers to a light beam limited in time. The light pulse may have a pre-
defined length or time duration, for example in the nanoseconds range. For example, the illumi-
nation source may be adapted to generate pulses with a pulse length of less than a nanosec-
ond, such as a tenth of a nanosecond, up to a tenth of a second. The illumination source may
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be adapted to periodically generate the light pulse. For example, the illumination source may be
adapted to generate the light pulse with a frequency of 10 Hz to 10 GHz.

The illumination source may be adapted to generate a pulsed light beam. For example, the illu-
mination source may be adapted to generate a continuous illumination light beam and the de-
tector may comprise at least one interruption device adapted to interrupt the illumination, in par-
ticular periodically. The interruption device may comprise at least one shutter and/or a beam
chopper or some other type of mechanical or electronical periodic beam interrupting device, for
example comprising at least one interrupter blade or interrupter wheel, which preferably rotates
at constant speed and which can thus periodically interrupt the illumination. By way of example,
the at least one interruption device can also be wholly or partly integrated into the illumination
source. Various possibilities are conceivable.

Preferably, the illumination source may be a movable and/or mobile illumination source. For
example, the illumination source may be moved during the measurement such as to illuminate
the object from different positions and/or angles. However, embodiments are feasible in which
the illumination source may be positioned in at least one fixed position, for example during a
complete measurement time. The evaluation device may be adapted to illumination sources
with unclear position such as due to high manufacturing tolerances and/or user interaction
and/or user assembly or the like.

The illumination source may illuminate the object with a convergent and/or divergent and/or col-
limated light beam.

The illumination source and the sensor element may be arranged in a common plane or in dif-
ferent planes. The illumination source and the optical sensors may have different spatial orien-
tation. In particular, the illumination source and the optical sensors may be arranged in a twisted
arrangement.

The illumination source and the optical axis may be separated by a small baseline. As used
herein, the term “baseline”, also denoted as basis line, refers to a distance, for example in a xy -
plane, between the optical axis and the illumination source, in particular a distance between the
optical axis and a z-component of the illumination light beam. The illumination source may be
spaced apart from the optical axis by a minimum distance. The minimum distance from the opti-
cal axis may be defined by further detector elements such as size and position of the optical
sensors and transfer device. The baseline may be less than 0,1 m, preferably less than 0,05 m,
more preferably less than 0,025 m. For example, the baseline may be 21 mm. For example, the
detector may be a compact device without further optical elements, wherein the illumination
source may be placed as close as possible to an edge of the transfer device. Thus, the baseline
may be close to half a diameter of the transfer device, in particular the lens diameter and hous-
ings of lens and light source. For example, the detector may be an even more compact device,
wherein a mirror, in particular a small mirror, may be positioned in front of the transfer device, in
particular in a center, for example a geometrical center, or close to the center of the transfer



10

15

20

25

30

35

40

WO 2018/091649 PCT/EP2017/079577
27

device, in order to couple the illumination beam into the beam path. Thus, the baseline may be
less than half the diameter of the transfer device. The illumination source may be arranged such
that the baseline is as small as possible. By arranging the illumination source such that the di-
rection of propagation of the illumination light beam is essentially parallel to the optical axis and
that the illumination source and the optical axis are separated by the small baseline, very com-
pact devices are possible. For example, a distance from the center of the transfer device to the
illumination source, in particular along a connecting line from the center of the transfer device to
the illumination source, may be preferably less than 2.5 times a distance from the center of the
transfer device to an edge if the transfer device, more preferably less than 1.5 times the dis-
tance center to edge of the transfer device, and most preferably less 1 times the distance center
to edge of the transfer device. The transfer device may have an arbitrary shape, in particular a
non-circular shapes are possible. At small distances an aperture of the illumination source may
be small and the baseline may be small. At large distances an aperture of the illumination
source may be large and the baseline may be small. This is contrarily as in triangulation meth-
ods, wherein at large distances a large baseline is necessary. Further, triangulation based sys-
tems have a minimum detection range significantly greater than zero, for example such as 20
cm from the detector system, due to necessary spatial extent of the baseline. Such a large
baseline may result in that the illuminated light scattered from the object may not reach the light
sensitive area of the optical sensor behind the transfer device. In addition, in triangulation based
systems, using a small baseline would reduce the minimum detection range, however, at the
same time would reduce a maximum detection range. Further, triangulation based systems re-
quire a plurality of light sensitive areas and sensor signals, for example sensor signals of at
least one detector row. According to the invention, determination of the longitudinal coordinate z
is possible with a reduced number of sensor signals, in particular with less than 20, preferably
less than 10 and more preferably less than 5 sensor signals.

The detector may further comprise at least one transfer device, the transfer device being
adapted to guide the light beam onto the optical sensors. The transfer device specifically may
comprise one or more of: at least one lens, for example at least one lens selected from the
group consisting of at least one focus-tunable lens, at least one aspheric lens, at least one
spheric lens, at least one Fresnel lens; at least one diffractive optical element; at least one con-
cave mirror; at least one beam deflection element, preferably at least one mirror; at least one
beam splitting element, preferably at least one of a beam splitting cube or a beam splitting mir-
ror; at least one multi-lens system.

The optical sensor may be positioned off focus. As used herein, the term “focus” generally re-
fers to one or both of a minimum extent of a circle of confusion of the light beam, in particular of
at least one light beam emitted from one point of the object, caused by the transfer device or a
focal length of the transfer device. As used herein, the term “circle of confusion” refers to a light
spot caused by a cone of light rays of the light beam focused by the transfer device. The circle
of confusion may depend on a focal length f of the transfer device, a longitudinal distance from
the object to the transfer device, a diameter of an exit pupil of the transfer device, a longitudinal
distance from the transfer device to the light sensitive area, a distance from the transfer device
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to an image of the object. For example, for Gaussian beams, a diameter of the circle of confu-
sion may be a width of the Gaussian beam. In particular, for a point like object situated or
placed at infinite distance from the detector the transfer device may be adapted to focus the
light beam from the object into a focus point at the focal length of the transfer device. For non-
point like objects situated or placed at infinite distance from the detector the transfer device may
be adapted to focus the light beam from at least one point of the object into a focus plane at the
focal length of the transfer device. For point like objects not situated or placed at infinite dis-
tance from the detector, the circle of confusion may have a minimum extent at least at one lon-
gitudinal coordinate. For non-point like objects not situated or placed at infinite distance from the
detector, the circle of confusion of the light beam from at least one point of the object may have
a minimum extent at least at one longitudinal coordinate. As used herein, the term “positioned
off focus” generally refers to a position other than the minimum extent of a circle of confusion of
the light beam caused by the transfer device or a focal length of the transfer device. In particu-
lar, the focal point or minimum extent of the circle of confusion may be at a longitudinal coordi-
nate locus, Whereas the position of the optical sensor may have a longitudinal coordinate lsensor
different from locus. FOr example, the longitudinal coordinate lsensor may be, in a longitudinal direc-
tion, arranged closer to the position of the transfer device than the longitudinal coordinate lfocus
or may be arranged further away from the position of the transfer device than the longitudinal
coordinate licus. Thus, the longitudinal coordinate lsensor and the longitudinal coordinate lfocus may
be situated at different distances from the transfer device. For example, the optical sensors may
be spaced apart from the minimum extent of the circle of confusion in longitudinal direction by +
2% focal length, preferably by +10 focal length, most preferably +20% focal length. For exam-
ple, at a focal length of the transfer device may be 20mm and the longitudinal coordinate lsensor
may be 19,5 mm, i.e. the optical sensor may be positioned at 97,5% focal length, such that lsensor
is spaced apart from the focus by 2,5% of focal length. The extent of the circle of confusion may
be larger than the extent of the optical sensor. For example, the optical sensor may be posi-
tioned as such that the circle of confusion extends beyond the optical sensor. The optical sen-
sor may thus only partially evaluate the beam profile of the light beam. The evaluation device
may be adapted to extrapolate a beam profile such as due to symmetry considerations or due to
comparing the partial beam profile to prerecorded beam profiles or the like. Further, the evalua-
tion device may be adapted to evaluate a partial sum signal and a partial center signal of a par-
tial beam profile and convert it into a sum signal and a center signal of an extrapolated and/or
fitted and/or prerecorded beam profile or the like.

The above-mentioned operations, including determining the at least one longitudinal coordinate
of the object, are performed by the at least one evaluation device. Thus, as an example, one or
more of the above-mentioned relationships may be implemented in software and/or hardware,
such as by implementing one or more lookup tables. Thus, as an example, the evaluation de-
vice may comprise one or more programmable devices such as one or more computers, appli-
cation-specific integrated circuits (ASICs), Digital Signal Processors (DSPs), or Field Program-
mable Gate Arrays (FPGAs) which are configured to perform the above-mentioned evaluation,
in order to determine the at least one longitudinal coordinate of the object. Additionally or alter-
natively, however, the evaluation device may also fully or partially be embodied by hardware.
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As outlined above, by evaluating the center signal and the sum signal, the detector may be en-
abled to determine the at least one longitudinal coordinate of the object, including the option of
determining the longitudinal coordinate of the whole object or of one or more parts thereof. In
addition, however, other coordinates of the object, including one or more transversal coordi-
nates and/or rotational coordinates, may be determined by the detector, specifically by the eva-
luation device. Thus, as an example, one or more transversal sensors may be used for deter-
mining at least one transversal coordinate of the object. As outlined above, the position of the at
least one optical sensor from which the center signal arises may provide information on the at
least one transversal coordinate of the object, wherein, as an example, a simple lens equation
may be used for optical transformation and for deriving the transversal coordinate. Additionally
or alternatively, one or more additional transversal sensors may be used and may be comprised
by the detector. Various transversal sensors are generally known in the art, such as the trans-
versal sensors disclosed in WO 2014/097181 A1 and/or other position-sensitive devices
(PSDs), such as quadrant diodes, CCD or CMOS chips or the like. Additionally or alternatively,
as an example, the detector according to the present invention may comprise one or more
PSDs disclosed in R.A. Street (Ed.): Technology and Applications of Amorphous Silicon,
Springer-Verlag Heidelberg, 2010, pp. 346-349. Other embodiments are feasible. These devic-
es may generally also be implemented into the detector according to the present invention. As
an example, a part of the light beam may be split off within the detector, by at least one beam
splitting element. The split-off portion, as an example, may be guided towards a transversal
sensor, such as a CCD or CMOS chip or a camera sensor, and a transversal position of a light
spot generated by the split-off portion on the transversal sensor may be determined, thereby
determining at least one transversal coordinate of the object. Consequently, the detector ac-
cording to the present invention may either be a one-dimensional detector, such as a simple
distance measurement device, or may be embodied as a two-dimensional detector or even as a
three-dimensional detector. Further, as outlined above or as outlined in further detail below, by
scanning a scenery or an environment in a one-dimensional fashion, a three-dimensional image
may also be created. Consequently, the detector according to the present invention specifically
may be one of a one-dimensional detector, a two-dimensional detector or a three-dimensional
detector. The evaluation device may further be configured to determine at least one transversal
coordinate x, y of the object. The evaluation device may be adapted to combine the information
of the longitudinal coordinate and the transversal coordinate and to determine a position of the
object in space.

The detector may be configured for evaluating a single light beam or a plurality of light beams.
In case a plurality of light beams propagates from the object to the detector, means for distin-
guishing the light beams may be provided. Thus, the light beams may have different spectral
properties, and the detector may comprise one or more wavelength selective elements for dis-
tinguishing the different light beams. Each of the light beams may then be evaluated inde-
pendently. The wavelength selective elements, as an example, may be or may comprise one or
more filters, one or more prisms, one or more gratings, one or more dichroitic mirrors or arbi-
trary combinations thereof. Further, additionally or alternatively, for distinguishing two or more
light beams, the light beams may be modulated in a specific fashion. Thus, as an example, the
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light beams may be frequency modulated, and the sensor signals may be demodulated in order
to distinguish partially the sensor signals originating from the different light beams, in accord-
ance with their demodulation frequencies. These techniques generally are known to the skilled
person in the field of high-frequency electronics. Generally, the evaluation device may be con-
figured for distinguishing different light beams having different modulations.

The illumination source may be adapted to generate and/or to project a cloud of points such that
a plurality of illuminated regions is generated on the matrix of optical sensor, for example the
CMOS detector. Additionally, disturbances may be present on the matrix of optical sensor such
as disturbances due to speckles and/or extraneous light and/or multiple reflections. The evalua-
tion device may be adapted to determine at least one region of interest, for example one or
more pixels illuminated by the light beam which are used for determination of the longitudinal
coordinate of the object. For example, the evaluation device may be adapted to perform a filter-
ing method, for example, a blob-analysis and/or object recognition method.

As outlined above, the detector may comprise the at least one illumination source. A distance
perpendicular to an optical axis of the detector between the illumination source and the optical
sensors may be small. The distance perpendicular to the optical axis of the detector between
the illumination source and the optical sensors may be less than 0,1 m, preferably less than
0,05 m, more preferably less than 0,025 m. The illumination source and the optical axis may be
separated by a small baseline. The illumination source may be spaced apart from the optical
axis by a minimum distance. The minimum distance from the optical axis may be defined by
further detector elements such as size and position of the optical sensors and of the at least one
optional transfer device, which will be described in detail below. The baseline may be less than
0,1 m, preferably less than 0,05 m, more preferably less than 0,025 m. For example, the base-
line may be 21 mm. Preferably, the illumination source may be arranged right next to the trans-
fer device. For example, the transfer device may be flattened such that the illumination source
can be positioned even closer to the optical axis. The illumination source may be arranged be-
hind the transfer device.

At least one of the optical sensors may be adapted to generate at least one sensor signal de-
pendent on a time-of-flight (TOF) the illumination light beam has traveled from the illumination
source to the object and the reflection light beam has traveled from the object to the light sensi-
tive area of the optical sensor. The evaluation device may be configured for determining at least
one TOF-longitudinal coordinate ztor of the object by evaluating the TOF sensor signal. The
optical sensor adapted to generate the TOF sensor signal may be designed as time-of-flight
detector. The time-of-flight detector may be selected from the group consisting of: at least one
pulsed time-of-flight detector; at least one phase modulated time-of-flight detector; at least one
direct time-of-flight detector; at least one indirect time-of-flight detector. For example, the pulsed
time-of-flight detector may be at least one range gated imager and/or at least one direct time-of-
flight imager. For example the phase modulated time-of-flight detector may be at least one RF-
modulated light source with at least one phase detector. The optical sensor may be adapted to
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determine a time delay between emission of the illumination light beam by the illumination
source and receipt of the reflection light beam.

For example, the optical sensor adapted to generate the TOF sensor signal may be designed
as pulsed time-of-flight detector. The detector may comprise the at least one interruption device,
such as at least one shutter element, adapted to generate a pulsed light beam. The optical sen-
sor may be adapted to store the TOF sensor signal dependent on the receiving time of the re-
flection light beam in a plurality of time windows, in particular subsequent time windows. The
optical sensor may be adapted to store dependent on receiving time of the reflection light beam
the generated TOF sensor signal in at least one first time window and/or in at least one second
time window. The first and second time windows may be correlated with the opening and clo-
sure of the interruption device. Duration of first and second time windows may be pre-defined.
For example, the TOF sensor signal may be stored in the first time window during opening of
the interruption device, whereas during closure of the interruption device the TOF sensor signal
may be stored in the second time window. Other durations of time windows are thinkable. The
first and the second time window may comprise information about background, signal height
and signal shift.

For example, the optical sensor adapted to generate the TOF sensor signal may be designed
as direct time-of-flight imager. The direct time-of-flight imager may comprise the at least one
illumination source adapted to generate at least one single laser pulse. The single laser pulse
may be reflected back from the object onto the optical sensor. The optical sensor may comprise
at least one photodiode, for example at least one Avalanche Photo Diode (APD), such as at
least one Si APD, or such as at least one InGaAs APD, or at least one PIN photo detector array,
or at least one Single-Photon Avalanche Photodiode (SPAD), adapted to image the reflection
light beam. The direct time-of flight imager may be adapted to image at least one image com-
prising spatial and temporal data.

For example, the optical sensor adapted to generate the TOF sensor signal may be designed
as phase modulated time-of-flight modulator. The phase modulated time-of-flight modulator may
be adapted to measure a difference in phase, in particular a phase shift, by determining a corre-
lated signal, for example by multiplying a received signal, i.e. of the reflection light beam, with
the emitted signal, i.e. the illumination light beam. A DC component of the correlated signal may
comprise an information about the difference in phase. The evaluation device may be adapted
to determine the second longitudinal coordinate of the object from the phase difference. For
example, the illumination source and the optical sensor adapted to generate the TOF sensor
signal may be designed as RF-modulated light source with at least one phase detector. The
illumination source may comprise, for example, at least one LED and/or at least one laser. The
illumination source may comprise at least one modulation device adapted to modulate the light
beam having a pre-defined phase shift. For example, the modulation device may comprise at
least one radio frequency module. The radio frequency module may be adapted to modulate the
illumination beam with an RF carrier. The optical sensor may be adapted to determine a phase
shift of the reflective light beam impinging on the optical sensor.
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The optical sensor may be designed as and/or may comprise at least one time-of-flight pixel.
Preferably, the detector may comprise at least two optical sensors, wherein each optical sensor
is designed as and/or comprises at least one TOF pixel. For example, the detector, in particular
the optical sensor may comprise a quadrant diode adapted to generate the TOF sensor signal.
For example, the detector, in particular the optical sensor, may comprise at least one pixelated
TOF-imager.

The evaluation device may be configured for determining the at least one TOF longitudinal co-
ordinate zror of the object by evaluating the TOF sensor signal. As used herein, the term “TOF
longitudinal coordinate” refers to a longitudinal coordinate derived from the TOF sensor signal.
As described above, the illumination light source may be adapted to periodically generate at
least one light pulse. The detector may be adapted to generate the first longitudinal sensor sig-
nal for each period. The evaluation device may be adapted to determine in which pulse period
the TOF sensor signal was generated using the second longitudinal coordinate. The detector
may be adapted to uniquely assign to which period the ToF-signal refers to by using the com-
bined sensor signal. Both, the TOF sensor signal and the combined sensor signal, may be non-
monotonous functions of the longitudinal coordinate z.a. Thus, the longitudinal coordinate may
not be uniquely deter-mined from one of the TOF sensor signal or the combined sensor signal
alone and a measurement range may not be restricted to a longitudinal range in which the sig-
nals are unique functions of z.ea. The term “measurement range” generally refers to a range
from the object to the detector in which determination of the longitudinal coordinate is possible.
The term “longitudinal range” generally refers to a range from the object to the detector in which
unique determination of the longitudinal coordinate is possible. Below and/or above certain dis-
tances from the object to the detector a determination of the longitudinal coordinate may not be
possible. For example, time-of-flight measurements are not possible below a certain distance
from the object to the detector, possibly due to the minimum measurement time of the internal
clock. Furthermore, in time-of-flight measurements the sensor signal may be unique within a
longitudinal period, but the sensor signal may be the same in case integer multiples of the longi-
tudinal period are added such that the determined longitudinal coordinate may be non-unique.
Thus, the same TOF sensor signal will be obtained for a distance z; and a distance z+n+zy,
where n is an integer denoting the longitudinal period and z4, is the longitudinal period of the
TOF sensor signal, wherein the distances z; and z1+n+z4, are within the measurement range.
As used herein, the term “longitudinal period” refers to partitions of a period, in particular a dis-
tance range, in which the longitudinal coordinate can be unambiguously determined from the
TOF sensor signal. Non-unique longitudinal coordinates may be denoted as relative longitudinal
coordinates and the unique longitudinal coordinates may be denoted as absolute longitudinal
coordinates.

If both the TOF sensor signal F1 and the combined sensor signals F2 are available, it may be
possible to uniquely determine the longitudinal coordinate and to extend the longitudinal range,
as long as each signal pair (F1,F2) corresponds to a unique distance and vice versa. In particu-
lar, if a unique signal pair (F1,F2) exists for each longitudinal coordinate and vice versa, the
evaluation device may be adapted to determine the unique combined longitudinal coordinate by
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(1) selecting at least one first selected signal such as the TOF sensor signal and/or the com-
bined sensor signal and determining non-unique first longitudinal coordinates;

(2) selecting a second selected signal such as the combined signal Q and/or the TOF sensor
signal, which was not selected in step (1), and determining non-unique second longitudinal co-
ordinates;

(3) determining whether one of the non-unique first longitudinal coordinates and the non-unique
second longitudinal coordinates match up to a predetermined tolerance threshold;

(4) setting a combined unique longitudinal coordinate to be a matching longitudinal coordinate.

In step (1) and step (2), signals may be selected in the given order or may be performed in a
different order. For example, in step (1) the TOF sensor signal may be selected and in step (2)
the combined signal Q may be selected. In another example, in step (1) the combined sensor
signal may be selected, and the non-unique first longitudinal sensor signal may be determined
therefrom. In step (2), the TOF sensor signal may be selected.

Additionally or alternatively to step (4), the evaluation device may be adapted to output an error
signal in case no matching coordinates are found and/or to output an error signal in case more
than one matching coordinates are found. Additionally or alternatively, the signal pairs and their
corresponding longitudinal coordinates may be stored in a look-up table. Additionally or alterna-
tively, the signal pairs and their corresponding longitudinal coordinates may be approximated or
described by an analytical function which is evaluated to find the longitudinal coordinate corre-
sponding to a given signal pair.

The evaluation device may comprise at least two memory elements. As used herein, the term “
memory element” refers to a device adapted to store information. The evaluation device may be
adapted to receive and to store information provided by the optical sensors, for example the at
least one first sensor signal. Such information may comprise raw sensor data and/or processed
sensor data. For example, the memory element may be adapted to store information for further
evaluation by the evaluation device. The memory element may be a volatile or non-volatile
memory element.

As described above, the optical sensor may be designed as and/or may comprise at least one
ToF pixel. The detector may comprise at least two switches. Each of the switches may be con-
nected to the optical sensor adapted to generate the first sensor signal, for example by at least
one connector. In particular, each of the switches may be connected to the ToF pixel. The
switches are adapted to provide the TOF sensor signal to one of the memory elements. In par-
ticular, the switches may be adapted to let, dependent on receiving time of the reflection light
beam, the generated TOF sensor signal pass through one of the switches. For example, the
TOF sensor signal may pass one of the switches during opening of the interruption device,
whereas during closure of the interruption device the TOF sensor signal may pass the other
switch. Each of the switches may be controlled by a control signal having a pulse length identi-
cal to a pulse length of a light pulse generated by the illumination source. The control signal of
one of the switches may be delayed. For example, the delay may correspond to the pulse
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length of the light pulse. The evaluation device may be adapted to sample and/or store depend-
ing on the delay a first part, or fraction, of the TOF sensor signal through a first switch in a first
memory element and the other, second part, or fraction, of the TOF sensor signal through a
second switch in a second memory element. The evaluation device may be adapted to deter-
mine the first longitudinal coordinate by evaluating the first part and second part of the TOF
sensor signal. The evaluation device may be adapted to determine the first longitudinal coordi-
nate z1 by

1 51,
zZ1=<--"C" tO .
2 S1,+51,

+ ZO;
wherein ¢ is the speed of light, 1 is the pulse length of the illumination light beam, z¢ is a dis-
tance offset often determined by the resolution of the time measurement, and S1; and S1zare

the first part and second part of the TOF sensor signal, respectively.

The detector may be adapted to determine at least one distance information of the object by
using triangulation and/or structured light techniques. In known 3D sensing devices, such as
devices using triangulation or structured light techniques, due to correspondence problems reg-
ular, constant or periodic pattern are not suitable since each measured point has to be assigned
to one reference point of a reference pattern. The at least one light beam propagating from the
object to the detector may be adapted to generate at least one reflection pattern on the matrix of
optical sensors. The term “reflection pattern” refers to at least one image determined by the op-
tical sensors in response to illumination of the light sensitive areas by the light beam propagat-
ing from the object to the detector which was generated in response to illumination by the illu-
mination pattern. The reflection pattern may comprise at least one reflection feature depending
on the corresponding illumination feature of the illumination pattern. The detector may be
adapted to determine the longitudinal coordinate of an object point for at least one reflection
feature of the reflection pattern from the quotient signal. Thus, the detector may be adapted to
pre-classify the at least one reflection feature of the reflection pattern. This allows using illumi-
nation patterns comprising regular and/or constant and/or periodic pattern such as a triangular
pattern, a rectangular pattern, a hexagonal pattern or a pattern comprising further convex til-
ings. The illumination pattern may comprise as much as possible features per area such that
hexagonal patterns may be preferred.

The evaluation device may be adapted to perform at least one image analysis and/or image
processing in order to identify the reflection feature. The image analysis and/or image pro-
cessing may use at least one feature detection algorithm. The image analysis and/or image
processing may comprise one or more of the following: a filtering; a selection of at least one
region of interest; a formation of a difference image between an image created by the sensor
signals and at least one offset; an inversion of sensor signals by inverting an image created by
the sensor signals; a formation of a difference image between an image created by the sensor
signals at different times; a background correction; a decomposition into color channels; a de-
composition into hue; saturation; and brightness channels; a frequency decomposition; a singu-
lar value decomposition; applying a Canny edge detector; applying a Laplacian of Gaussian
filter; applying a Difference of Gaussian filter; applying a Sobel operator; applying a Laplace
operator; applying a Scharr operator; applying a Prewitt operator; applying a Roberts operator;
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applying a Kirsch operator; applying a high-pass filter; applying a low-pass filter; applying a Fou-
rier transformation; applying a Radon-transformation; applying a Hough-transformation; apply-
ing a wavelet-transformation; a thresholding; creating a binary image. The region of interest
may be determined manually by a user or may be determined automatically, such as by recog-
nizing an object within an image generated by the optical sensors.

The evaluation device may be adapted to determine at least one reference feature in at least
one reference pattern corresponding to the at least one reflection feature. The term “reference
pattern” refers to an image of comparison at a specific spatial position comprising at least one
reference feature. As outlined above, the evaluation device may be adapted to perform an im-
age analysis and to identify features of the reflection pattern. The evaluation device may be
adapted to identify at least one reference feature in the reference pattern having an essentially
identical longitudinal coordinate as the selected reflection feature. The term “essentially identical
" refers to identical within 10%, preferably 5%, most preferably 1%. The reference feature corre-
sponding to the reflection feature may be determined using epipolar geometry. For description
of epipolar geometry reference is made, for example, to chapter 2 in X. Jiang, H. Bunke: ,,
Dreidimensionales Computersehen® Springer, Berlin Heidelberg, 1997. Epipolar geometry may
assume that the reference pattern and the reflection pattern may be images of the object de-
termined at different spatial positions and/or spatial orientations having a fixed distance. The
distance may be a relative distance, also denoted as baseline. The evaluation device may be
adapted to determine an epipolar line in the reference pattern. The relative position of the refer-
ence pattern and reflection pattern may be known. For example, the relative position of the ref-
erence pattern and the reflection pattern may be stored within at least one storage unit of the
evaluation device. The evaluation device may be adapted to determine a straight line extending
from the selected reflection feature to the real world feature from which it originates. Thus, the
straight line may comprise possible object features corresponding to the selected reflection fea-
ture. The straight line and the baseline span an epipolar plane. As the reference pattern is de-
termined at a different relative constellation from the reflection pattern, the corresponding possi-
ble object features may be imaged on a straight line, called epipolar line, in the reference pat-
tern. The epipolar line may be the intersection of the epipolar plane and the reference pattern.
Thus, a feature of the reference pattern corresponding to the selected feature of the reflection
pattern lies on the epipolar line.

Depending on the distance to the object, the reference feature corresponding to the image posi-
tion of the reflection feature may be displaced within the reference pattern compared to the im-
age position in the reflection pattern. The reference pattern may comprise at least one dis-
placement region in which the reference feature corresponding to the selected reflection feature
may be imaged. The displacement region may comprise only one reference feature. The dis-
placement region may extend along the epipolar line. The evaluation device may be adapted to
determine the reference feature along the epipolar line. The evaluation device may be adapted
to determine the longitudinal coordinate z for the reflection feature and an error interval ¢ from
the quotient signal Q to determine a displacement region along the epipolar line corresponding
to zte. The evaluation device may be adapted to match the selected reflection feature with at
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least one reference feature within the displacement region. As used herein, the term “matching”
refers to determining and/or evaluating the corresponding reference and reflection features. The
evaluation device may be adapted to match the selected feature of the reflection pattern with
the reference feature within the displacement region by using at least one evaluation algorithm
considering the determined longitudinal coordinate z. The evaluation algorithm may be a linear
scaling algorithm. Preferably, the detector may be adapted to pre-classify the selected reflection
feature using the quotient signal Q such that an unambiguous assignment to one reference fea-
ture is possible. In particular, illumination features of the illumination pattern may be arranged
such that corresponding reference features of the reference pattern may have a relative dis-
tance to each other as large as possible on the epipolar line. The illumination features of the
illumination pattern may be arranged such that only few reference features are positioned on
the epipolar line. For example, the illumination pattern may comprise at least one hexagonal
pattern. Preferably, the illumination pattern may comprise at least one hexagonal pattern,
wherein the pattern is rotated relative to the baseline. Preferably, the illumination pattern may
comprise at least one displaced hexagonal pattern, wherein individual points of the hexagonal
pattern are displaced by a random distance from the regular position, for example orthogonal to
the epipolar line of the point. The displacement of the individual points may be smaller than half
of the distance between two parallel epipolar lines, preferably smaller than one fourth of the
distance between two parallel epipolar lines. The displacement of the individual points may be
as such that two points are not displaced above each other.

The evaluation device may be adapted to determine a displacement of the reference feature
and the reflection feature. The evaluation device may be adapted to determine the displacement
of the matched reference feature and the selected reflection feature. As used herein, the term
“displacement” refers to the difference between an image position in the reference image to
an image position in the reflection image. The evaluation device may be adapted to determine a
longitudinal information of the matched feature using a predetermined relationship between a
longitudinal coordinate and the displacement. As used herein, the term “longitudinal infor-
mation” refers to information relating to the longitudinal coordinate ziiang. For example, the lon-
gitudinal information may be a distance value. The evaluation device may be adapted to deter-
mine the pre-determined relationship by using triangulation methods. In case the position of the
selected reflection feature in the reflection pattern and the position of the matched reference
feature and/or the relative displacement of the selected reflection feature and the matched ref-
erence feature are known, the longitudinal coordinate of the corresponding object feature may
be determined by triangulation. Thus, the evaluation device may be adapted to select, for ex-
ample subsequent and/or column by column, a reflection feature and to determine for each po-
tential position of the reference feature the corresponding distance value using triangulation.
The displacement and the corresponding distance value may be stored in at least one storage
device of the evaluation device. The evaluation device may, as an example, comprise at least
one data processing device, such as at least one processor, at least one DSP, at least one
FPGA and/or at least one ASIC. Further, for storing the at least one predetermined or determi-
nable relationship between the longitudinal coordinate z and the displacement, the at least one
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data storage device may be provided, such as for providing one or more look-up tables for stor-
ing the predetermined relationship.

The detector may comprise at least one FiP sensor adapted for generating the so called FiP
effect as described in WO 2015/024871 or WO2016/120392. For example, at least one optical
sensors of the matrix of optical sensors may be adapted to generate a so called FiP signal. For
example, each of the optical sensors of the matrix may be adapted to generate the at least one
FiP signal. For example, the matrix of optical sensors may be a pixelated FiP-sensor. Addition-
ally or alternatively, the FiP signal may be determined, such as extracted and/or simulated, from
the sensor signals of the matrix and the quotient as outlined above may be determined from the
sensor signals. As outlined e.g. in WO 2015/024871 or WO2016/120392, the FiP signal can be
used to determine depth information over a wide distance range. The FiP sensor may be
adapted to exhibit a positive and/or a negative FiP effect. According to the FiP-effect, the longi-
tudinal sensor signal, given the same total power, may exhibit at least one pronounced maxi-
mum for one or a plurality of focusings and/or for one or a plurality of specific sizes of the light
spot on the sensor region or within the sensor region. For purposes of comparison, an observa-
tion of a maximum of the longitudinal sensor signal in a condition in which the corresponding
material is impinged by a light beam with the smallest possible cross-section, such as when the
material may be located at or near a focal point as affected by an optical lens, may be denomi-
nated as a “positive FiP-effect”. The negative FiP effect describes an observation of a minimum
of the longitudinal sensor signal under a condition in which the corresponding material is im-
pinged by a light beam with the smallest available beam cross-section, in particular, when the
material may be located at or near a focal point as effected by an optical lens. The negative FiP
effect may be used to tune small image effects at high distances. Image changes such as posi-
tion, size, shape, sharpness, etc. may vanish at high distances while the negative FiP effect
increases. Furthermore, no luminance dependence may be introduced since both cells are at
the same longitudinal position and thus receive identical photon density.

As outlined above, the detector may further comprise one or more additional elements such as
one or more additional optical elements. Further, the detector may fully or partially be integrated
into at least one housing. The detector specifically may comprise at least one transfer device,
the transfer device being adapted to guide the light beam onto the optical sensor. The transfer
device may comprise one or more of: at least one lens, preferably at least one focus-tunable
lens; at least one beam deflection element, preferably at least one mirror; at least one beam
splitting element, preferably at least one of a beam splitting cube or a beam splitting mirror; at
least one multi-lens system. Therein, generally, the term “transfer device” may generally refer to
one or more optical elements which are adapted to modify the light beam, such as by modifying
one or more of a beam parameter of the light beam, a width of the light beam or a direction of
the light beam. The transfer device may be adapted to guide the light beam onto the optical
sensors. The transfer device specifically may comprise one or more of: at least one lens, for
example at least one lens selected from the group consisting of , preferably at least one focus-
tunable lens, at least one aspheric lens, at least one spheric lens, at least one Fresnel lens; at
least one diffractive optical element; at least one concave mirror; at least one beam deflection
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element, preferably at least one mirror; at least one beam splitting element, preferably at least
one of a beam splitting cube or a beam splitting mirror; at least one multi-lens system.

In a further aspect of the present invention, a detector system for determining a position of at
least one object is disclosed. The detector system comprises at least one detector according to
the present invention, such as according to one or more of the embodiments disclosed above or
according to one or more of the embodiments disclosed in further detail below. The detector
system further comprises at least one beacon device adapted to direct at least one light beam
towards the detector, wherein the beacon device is at least one of attachable to the object,
holdable by the object and integratable into the object. Further details regarding the beacon
device will be given below, including potential embodiments thereof. Thus, the at least one bea-
con device may be or may comprise at least one active beacon device, comprising one or more
illumination sources such as one or more light sources like lasers, LEDs, light bulbs or the like.
As an example, the light emitted by the illumination source may have a wavelength of 300-500
nm. Alternatively, as outlined above, the infrared spectral range may be used, such as in the
range of 780 nm to 3.0 um. The light emitted by the one or more beacon devices may be non-
modulated or may be modulated, as outlined above, in order to distinguish two or more light
beams. Additionally or alternatively, the at least one beacon device may be adapted to reflect
one or more light beams towards the detector, such as by comprising one or more reflective
elements. Further, the at least one beacon device may be or may comprise one or more scatter-
ing elements adapted for scattering a light beam. Therein, elastic or inelastic scattering may be
used. In case the at least one beacon device is adapted to reflect and/or scatter a primary light
beam towards the detector, the beacon device may be adapted to leave the spectral properties
of the light beam unaffected or, alternatively, may be adapted to change the spectral properties
of the light beam, such as by modifying a wavelength of the light beam.

In a further aspect of the present invention, a human-machine interface for exchanging at least
one item of information between a user and a machine is disclosed. The human-machine inter-
face comprises at least one detector system according to the embodiments disclosed above
and/or according to one or more of the embodiments disclosed in further detail below. Therein,
the at least one beacon device is adapted to be at least one of directly or indirectly attached to
the user or held by the user. The human-machine interface is designed to determine at least
one position of the user by means of the detector system, wherein the human-machine interface
is designed to assign to the position at least one item of information.

In a further aspect of the present invention, an entertainment device for carrying out at least one
entertainment function is disclosed. The entertainment device comprises at least one human-
machine interface according to the embodiment disclosed above and/or according to one or
more of the embodiments disclosed in further detail below. The entertainment device is confi-
gured to enable at least one item of information to be input by a player by means of the human-
machine interface. The entertainment device is further configured to vary the entertainment
function in accordance with the information.
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In a further aspect of the present invention, a tracking system for tracking a position of at least
one movable object is disclosed. The tracking system comprises at least one detector system
according to one or more of the embodiments referring to a detector system as disclosed above
and/or as disclosed in further detail below. The tracking system further comprises at least one
track controller. The track controller is adapted to track a series of positions of the object at spe-
cific points in time.

In a further aspect of the present invention, a camera for imaging at least one object is dis-
closed. The camera comprises at least one detector according to any one of the embodiments
referring to a detector as disclosed above or as disclosed in further detail below.

In a further aspect of the present invention, a scanning system for determining a depth profile of
a scenery, which may also imply determining at least one position of at least one object, is pro-
vided. The scanning system comprises at least one detector according to the present invention,
such as at least one detector as disclosed in one or more of the embodiments listed above
and/or as disclosed in one or more of the embodiments below. The scanning system further
comprises at least one illumination source adapted to scan the scenery with at least one light
beam, which may also be referred to as an illumination light beam or scanning light beam. As
used herein, the term “scenery” generally refers to a two-dimensional or three-dimensional
range which is visible by the detector, such that at least one geometric or spatial property of the
two-dimensional or three-dimensional range may be evaluated with the detector. As further
used herein, the term “scan” generally refers to a consecutive measurement in different regions.
Thus, the scanning specifically may imply at least one first measurement with the illumination
light beam being oriented or directed in a first fashion, and at least one second measurement
with the illumination light beam being oriented or directed in a second fashion which is different
from the first fashion. The scanning may be a continuous scanning or a stepwise scanning.
Thus, in a continuous or stepwise fashion, the illumination light beam may be directed into dif-
ferent regions of the scenery, and the detector may be detected to generate at least one item of
information, such as at least one longitudinal coordinate, for each region. As an example, for
scanning an object, one or more illumination light beams may, continuously or in a stepwise
fashion, create light spots on the surface of the object, wherein longitudinal coordinates are
generated for the light spots. Alternatively, however, a light pattern may be used for scanning.
The scanning may be a point scanning or a line scanning or even a scanning with more com-
plex light patterns. The illumination source of the scanning system may be distinct from the op-
tional illumination source of the detector. Alternatively, however, the illumination source of the
scanning system may also be fully or partially identical with or integrated into the at least one
optional illumination source of the detector.

Thus, the scanning system may comprise at least one illumination source which is adapted to
emit the at least one light beam being configured for the illumination of the at least one dot lo-
cated at the at least one surface of the at least one object. As used herein, the term “dot” refers
to an area, specifically a small area, on a part of the surface of the object which may be select-
ed, for example by a user of the scanning system, to be illuminated by the illumination source.
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Preferably, the dot may exhibit a size which may, on one hand, be as small as possible in order
to allow the scanning system to determine a value for the distance between the illumination
source comprised by the scanning system and the part of the surface of the object on which the
dot may be located as exactly as possible and which, on the other hand, may be as large as
possible in order to allow the user of the scanning system or the scanning system itself, in par-
ticular by an automatic procedure, to detect a presence of the dot on the related part of the sur-
face of the object.

For this purpose, the illumination source may comprise an artificial illumination source, in parti-
cular at least one laser source and/or at least one incandescent lamp and/or at least one semi-
conductor light source, for example, at least one light-emitting diode, in particular an organic
and/or inorganic light-emitting diode. As an example, the light emitted by the illumination source
may have a wavelength of 300-500 nm. Additionally or alternatively, light in the infrared spectral
range may be used, such as in the range of 780 nm to 3.0 um. On account of their generally
defined beam profiles and other properties of handleability, the use of at least one laser source
as the illumination source is particularly preferred. Herein, the use of a single laser source may
be preferred, in particular in a case in which it may be important to provide a compact scanning
system that might be easily storable and transportable by the user. The illumination source may
thus, preferably be a constituent part of the detector and may, therefore, in particular be inte-
grated into the detector, such as into the housing of the detector. In a preferred embodiment,
particularly the housing of the scanning system may comprise at least one display configured
for providing distance-related information to the user, such as in an easy-to-read manner. In a
further preferred embodiment, particularly the housing of the scanning system may, in addition,
comprise at least one button which may be configured for operating at least one function related
to the scanning system, such as for setting one or more operation modes. In a further preferred
embodiment, particularly the housing of the scanning system may, in addition, comprise at least
one fastening unit which may be configured for fastening the scanning system to a further sur-
face, such as a rubber foot, a base plate or a wall holder, such as a base plate or holder com-
prising a magnetic material, in particular for increasing the accuracy of the distance measure-
ment and/or the handleability of the scanning system by the user.

Particularly, the illumination source of the scanning system may, thus, emit a single laser beam
which may be configured for the illumination of a single dot located at the surface of the object.
By using at least one of the detectors according to the present invention at least one item of
information about the distance between the at least one dot and the scanning system may, thus,
be generated. Hereby, preferably, the distance between the illumination system as comprised
by the scanning system and the single dot as generated by the illumination source may be de-
termined, such as by employing the evaluation device as comprised by the at least one detec-
tor. However, the scanning system may, further, comprise an additional evaluation system
which may, particularly, be adapted for this purpose. Alternatively or in addition, a size of the
scanning system, in particular of the housing of the scanning system, may be taken into account
and, thus, the distance between a specific point on the housing of the scanning system, such as
a front edge or a back edge of the housing, and the single dot may, alternatively, be deter-
mined.
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Alternatively, the illumination source of the scanning system may emit two or more individual
laser beams which may be configured for providing a respective angle, such as a right angle,
between the directions of an emission of the beams, whereby two respective dots located at the
surface of the same object or at two different surfaces at two separate objects may be illuminat-
ed. However, other values for the respective angle between the two individual laser beams may
also be feasible. This feature may, in particular, be employed for indirect measuring functions,
such as for deriving an indirect distance which may not be directly accessible, such as due to a
presence of one or more obstacles between the scanning system and the dot or which may
otherwise be hard to reach. By way of example, it may, thus, be feasible to determine a value
for a height of an object by measuring two individual distances and deriving the height by using
the Pythagoras formula. In particular for being able to keep a predefined level with respect to
the object, the scanning system may, further, comprise at least one leveling unit, in particular an
integrated bubble vial, which may be used for keeping the predefined level by the user.

As a further alternative, the illumination source of the scanning system may emit a plurality of
individual laser beams, such as an array of laser beams which may exhibit a respective pitch, in
particular a regular pitch, with respect to each other and which may be arranged in a manner in
order to generate an array of dots located on the at least one surface of the at least one object.
For this purpose, specially adapted optical elements, such as beam-splitting devices and mir-
rors, may be provided which may allow a generation of the described array of the laser beams.
In particular, the illumination source may be directed to scan an area or a volume by using one
or more movable mirrors to redirect the light beam in a periodic or non-periodic fashion.

Thus, the scanning system may provide a static arrangement of the one or more dots placed on
the one or more surfaces of the one or more objects. Alternatively, the illumination source of the
scanning system, in particular the one or more laser beams, such as the above described array
of the laser beams, may be configured for providing one or more light beams which may exhibit
a varying intensity over time and/or which may be subject to an alternating direction of emission
in a passage of time, in particular by moving one or more mirrors, such as the micro-mirrors
comprised within the mentioned array of micro-mirrors. As a result, the illumination source may
be configured for scanning a part of the at least one surface of the at least one object as an im-
age by using one or more light beams with alternating features as generated by the at least one
illumination source of the scanning device. In particular, the scanning system may, thus, use at
least one row scan and/or line scan, such as to scan the one or more surfaces of the one or
more objects sequentially or simultaneously. As non-limiting examples, the scanning system
may be used in safety laser scanners, e.g. in production environments, and/or in 3D-scanning
devices as used for determining the shape of an object, such as in connection to 3D-printing,
body scanning, quality control, in construction applications, e.g. as range meters, in logistics
applications, e.g. for determining the size or volume of a parcel, in household applications, e.g.
in robotic vacuum cleaners or lawn mowers, or in other kinds of applications which may include
a scanning step. As non-limiting examples, the scanning system may be used in industrial safe-
ty curtain applications. As non-limiting examples, the scanning system may be used to perform
sweeping, vacuuming, mopping, or waxing functions, or yard or garden care functions such as
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mowing or raking. As non-limiting examples, the scanning system may employ an LED illumina-
tion source with collimated optics and may be adapted to shift the frequency of the illumination
source to a different frequency to obtain more accurate results and/or employ a filter to attenu-
ate certain frequencies while transmitting others. As non-limiting examples, the scanning sys-
tem and/or the illumination source may be rotated as a whole or rotating only a particular optics
package such as a mirror, beam splitter or the like, using a dedicated motor as such that in op-
eration, the scanning system may have a full 360 degree view or even be moved and or rotated
out of plane to further increase the scanned area. Further, the illumination source may be ac-
tively aimed in a predetermined direction. Further, to allow the rotation of wired electrical sys-
tems, slip rings, optical data transmission, or inductive couplings may be employed.

As a non-limiting example, the scanning system may be attached to a tripod and point towards
an object or region with a several corners and surfaces. One or more flexibly movable laser
sources may be attached to the scanning system. The one or more laser sources may be
moved as such that they illuminate points of interest. The position of the illuminated points with
respect to the scanning system may be measured when pressing a designated button on the
scanning system and the position information is transmitted via a wireless interface to a mobile
phone. The position information may be stored in a mobile phone application. The laser sources
may be moved to illuminate further points of interest the position of which are measured and
transmitted to the mobile phone application. The mobile phone application may transform the
set of points into a 3d model by connecting adjacent points with planar surfaces. The 3d model
may be stored and processed further. The distances and/or angles between the measured
points or surfaces may be displayed directly on a display attached to a scanning system or on
the mobile phone to which the position information is transmitted.

As a non-limiting example, a scanning system may comprise two or more flexible movable laser
sources to project points and further one movable laser source projecting a line. The line may
be used to arrange the two or more laser spots along a line and the display of the scanning de-
vice may display the distance between the two or more laser spots that may be arranged along
the line, such as at equal distance. In the case of two laser spots, a single laser source may be
used whereas the distance of the projected points is modified using one or more beam-splitters
or prisms, where a beam-splitter or prism can be moved as such that the projected laser spots
move apart or closer together. Further, the scanning system may be adapted to project further
patterns such as a right angle, a circle, a square, a triangle, or the like, along which a meas-
urement can be done by projecting laser spots and measuring their position.

As a non-limiting example, the scanning system may be adapted as a line scanning device. In
particular, the scanning device may comprise at least one sensor line or row. Triangulation sys-
tems require a sufficient baseline such that in the near filed no detection may be possible. Near
field detection may be possible if the laser spot is tilted in direction of the transfer device. How-
ever, the tilting leads to that the light spot will move out of the field of view which limits detection
in far field regions. These near field and far field problems can be overcome by using the detec-
tor according to the present invention. In particular, the detector may comprise a CMOS line of
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optical sensors. The scanning system may be adapted to detect a plurality of light beams prop-
agating from the object to the detector on the CMOS line. The light beams may be generated at
different positions on the object or by movement of the illumination source. The scanning sys-
tem may be adapted to determine at least one longitudinal coordinate for each of the light points
by determining the quotient signal Q as described above and in more detail below.

As a non-limiting example, the scanning system may be adapted to support the work with tools,
such as wood or metal processing tools, such as a saw, a driller, or the like. Thus, the scanning
system may be adapted to measure the distance in two opposite directions and display the two
measured distances or the sum of the distances in a display. Further, the scanning system may
be adapted to measure the distance to the edge of a surface as such that when the scanning
system is placed on the surface, a laser point is moved automatically away from the scanning
system along the surface, until the distance measurement shows a sudden change due to a
corner or the edge of a surface. This makes it possible to measure the distance of the end of a
wood plank while the scanning device is placed on the plank but remote from its end. Further,
the scanning system may measure the distance of the end of a plank in one direction and pro-
ject a line or circle or point in a designated distance in the opposite direction. The scanning sys-
tem may be adapted to project the line or circle or point in a distance depending on the distance
measured in the opposite direction such as depending on a predetermined sum distance. This
allows working with a tool such as a saw or driller at the projected position while placing the
scanning system in a safe distance from the tool and simultaneously perform a process using
the tool in a predetermined distance to the edge of the plank. Further, the scanning system may
be adapted to project points or lines or the like in two opposite directions in a predetermined
distance. When the sum of the distances is changed, only one of the projected distances
changes.

As a non-limiting example, the scanning system may be adapted to be placed onto a surface,
such as a surface on which a task is performed, such as cutting, sawing, drilling, or the like, and
to project a line onto the surface in a predetermined distance that can be adjusted such as with
buttons on the scanning device.

As non-limiting examples, the scanning system may be used in safety laser scanners, e.g. in
production environments, and/or in 3D-scanning devices as used for determining the shape of
an object, such as in connection to 3D-printing, body scanning, quality control, in construction
applications, e.g. as range meters, in logistics applications, e.g. for determining the size or vol-
ume of a parcel, in household applications, e.g. in robotic vacuum cleaners or lawn mowers, or
in other kinds of applications which may include a scanning step.

The optional transfer device can, as explained above, be designed to feed light propagating
from the object to the detector to the optical sensor, preferably successively. As explained
above, this feeding can optionally be effected by means of imaging or else by means of non-
imaging properties of the transfer device. In particular the transfer device can also be designed
to collect the electromagnetic radiation before the latter is fed to the optical sensor. The optional
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transfer device can also be wholly or partly a constituent part of at least one optional illumination
source, for example by the illumination source being designed to provide a light beam having
defined optical properties, for example having a defined or precisely known beam profile, for
example at least one Gaussian beam, in particular at least one laser beam having a known
beam profile.

For potential embodiments of the optional illumination source, reference may be made to WO
2012/110924 A1. Still, other embodiments are feasible. Light emerging from the object can ori-
ginate in the object itself, but can also optionally have a different origin and propagate from this
origin to the object and subsequently toward the transversal and/or longitudinal optical sensor.
The latter case can be effected for example by at least one illumination source being used. This
illumination source can for example be or comprise an ambient illumination source and/or may
be or may comprise an artificial illumination source. By way of example, the detector itself can
comprise at least one illumination source, for example at least one laser and/or at least one in-
candescent lamp and/or at least one semiconductor illumination source, for example, at least
one light-emitting diode, in particular an organic and/or inorganic light-emitting diode. On ac-
count of their generally defined beam profiles and other properties of handleability, the use of
one or a plurality of lasers as illumination source or as part thereof, is particularly preferred. The
illumination source itself can be a constituent part of the detector or else be formed inde-
pendently of the detector. The illumination source can be integrated in particular into the detec-
tor, for example a housing of the detector. Alternatively or additionally, at least one illumination
source can also be integrated into the at least one beacon device or into one or more of the
beacon devices and/or into the object or connected or spatially coupled to the object.

The light emerging from the one or more optional beacon devices can accordingly, alternatively
or additionally from the option that said light originates in the respective beacon device itself,
emerge from the illumination source and/or be excited by the illumination source. By way of ex-
ample, the electromagnetic light emerging from the beacon device can be emitted by the bea-
con device itself and/or be reflected by the beacon device and/or be scattered by the beacon
device before it is fed to the detector. In this case, emission and/or scattering of the electro-
magnetic radiation can be effected without spectral influencing of the electromagnetic radiation
or with such influencing. Thus, by way of example, a wavelength shift can also occur during
scattering, for example according to Stokes or Raman. Furthermore, emission of light can be
excited, for example, by a primary illumination source, for example by the object or a partial re-
gion of the object being excited to generate luminescence, in particular phosphorescence
and/or fluorescence. Other emission processes are also possible, in principle. If a reflection oc-
curs, then the object can have for example at least one reflective region, in particular at least
one reflective surface. Said reflective surface can be a part of the object itself, but can also be
for example a reflector which is connected or spatially coupled to the object, for example a re-
flector plague connected to the object. If at least one reflector is used, then it can in turn also be
regarded as part of the detector which is connected to the object, for example, independently of
other constituent parts of the detector.
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The beacon devices and/or the at least one optional illumination source generally may emit light
in at least one of: the ultraviolet spectral range, preferably in the range of 200 nm to 380 nm; the
visible spectral range (380 nm to 780 nm); the infrared spectral range, preferably in the range of
780 nm to 3.0 micrometers. For thermal imaging applications the target may emit light in the far
infrared spectral range, preferably in the range of 3.0 micrometers to 20 micrometers. Most
preferably, the at least one illumination source is adapted to emit light in the infrared spectral
range. Other options, however, are feasible.

The feeding of the light beam to the sensor element can be effected in particular in such a way
that a light spot, for example having a round, oval or differently configured cross section, is pro-
duced on the optional sensor area of the sensor element. By way of example, the detector can
have a visual range, in particular a solid angle range and/or spatial range, within which objects
can be detected. Preferably, the optional transfer device is designed in such a way that the light
spot, for example in the case of an object arranged within a visual range of the detector, is ar-
ranged completely on a sensor region and/or on a sensor area of the optical sensor. By way of
example, a sensor area can be chosen to have a corresponding size in order to ensure this
condition.

In a further aspect, the present invention discloses an inertial measurement unit for use in an
electronic device. The electronic device may be a mobile electronic device. The electronic de-
vice may be a camera. The electronic device may be a mobile phone. The inertial measurement
unit is adapted to receive data determined by at least one inertial measurement unit comprising
at least one detector according to the present invention, such as according to one or more of
the embodiments referring to a detector as disclosed above or as disclosed in further detail be-
low. As used herein, the term “data determined by the at least one detector” refers to at least
one information on the at least one longitudinal coordinate z. The inertial measurement unit fur-
ther is adapted to receive data determined by at least one further sensor selected from the
group consisting of: a wheel speed sensor, a turn rate sensor, an inclination sensor, an orienta-
tion sensor, a motion sensor, a magneto hydro dynamic sensor, a force sensor, an angular sen-
sor, an angular rate sensor, a magnetic field sensor, a magnetometer, an accelerometer; a gy-
roscope. As used herein, the term “data determined by the at least one further sensor” refers to
at least one information selected from the group con-sisting of: angle information; speed infor-
mation; information on turn rate; information on inclina-tion. The inertial measurement unit is
adapted to determine by evaluating the data from the de-tector and the at least one further sen-
sor at least one property of the electronic device selected from the group consisting of: position
in space, relative or absolute motion in space, rotation, acceleration, orientation, angle position,
inclination, turn rate, speed. The inertial measurement unit may comprise at least one proces-
sor. The processor may be adapted to evaluate data recorded by the further sensor. In particu-
lar, the processor may be adapted to determine and/or calculate one or more of spatial position,
spatial orientation, movement and velocity. The inertial measurement unit may comprise a plu-
rality of further sensors. The inertial measurement unit may be adapted to fuse information de-
termined from at least two of the further sensors. The inertial measurement unit may be adapted
to fuse information of at least two further sensors by using at least one Kalman filter. As outlined
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above, the detector may be adapted to provide an absolute measurement of the longitudinal
coordinate z. The processor, e.g. the evaluation device as described above, may be adapted to
fuse the information of the at least two further sensors considering the longitudinal coordinate z.
The various sensor signals may be used within a Kalman filter or a linear quadratic estimated to
take into account that each sensor signal is subject to measurement errors and inaccuracies.
Fusion of these sensor signals within a Kalman filter may yield an improved estimate such as
for the measurement of the longitudinal coordinate.

In a further aspect, the present invention discloses a method for determining a position of at
least one object by using a detector, such as a detector according to the present invention, such
as according to one or more of the embodiments referring to a detector as disclosed above or
as disclosed in further detail below. Still, other types of detectors may be used.

The method comprises the following method steps, wherein the method steps may be per-
formed in the given order or may be performed in a different order. Further, one or more addi-
tional method steps may be present which are not listed. Further, one, more than one or even
all of the method steps may be performed repeatedly.

The method steps are as follows:

- illuminating at least one sensor element of the detector with at least one light beam prop-
agating from the object to the detector, the detector having a matrix of optical sensors, the opti-
cal sensors each having a light-sensitive area, wherein each optical sensor generates at least
one sensor signal in response to the illumination;

- evaluating the sensor signals, by

a) determining at least one optical sensor having the highest sensor signal and forming at
least one center signal,

b) evaluating the sensor signals of the optical sensors of the matrix and forming at least one
sum signal,

c) determining at least one combined signal by combining the center signal and the sum
signal; and

d) determining at least one longitudinal coordinate z of the object by evaluating the combined
signal.

Specifically, the evaluation of the first and second sensor signal may comprise deriving a com-

bined signal Q by one or more of: forming a quotient of the center signal and the sum signal or

vice versa; forming a quotient of a multiple of the center signal and a multiple of the sum signal

or vice versa; forming a quotient of a linear combination of the center signal and a linear combi-
nation of the sum signal or vice versa. Further, the determination of the longitudinal coordinate

may comprise evaluating the combined signal Q. The evaluation of the combined signal specifi-
cally may comprise using at least one predetermined relationship between the combined signal
Q and the longitudinal coordinate, in order to determine the longitudinal coordinate.
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For details, options and definitions, reference may be made to the detector as discussed above.
Thus, specifically, as outlined above, the method may comprise using the detector according to
the present invention, such as according to one or more of the embodiments given above or
given in further detail below.

In a further aspect of the present invention, use of the detector according to the present inven-
tion, such as according to one or more of the embodiments given above or given in further detail
below, is proposed, for a purpose of use, selected from the group consisting of: a position
measurement in traffic technology; an entertainment application; a security application; a sur-
veillance application; a safety application; a human-machine interface application; a tracking
application; a photography application; a logistics application; a machine vision application; a
robotics application; a quality control application; a manufacturing application;.

The object generally may be a living or non-living object. The detector or the detector system
even may comprise the at least one object, the object thereby forming part of the detector sys-
tem. Preferably, however, the object may move independently from the detector, in at least one
spatial dimension. The object generally may be an arbitrary object. In one embodiment, the ob-
ject may be a rigid object. Other embodiments are feasible, such as embodiments in which the
object is a non-rigid object or an object which may change its shape.

As will be outlined in further detail below, the present invention may specifically be used for
tracking positions and/or motions of a person, such as for the purpose of controlling machines,
gaming or simulation of sports. In this or other embodiments, specifically, the object may be
selected from the group consisting of: an article of sports equipment, preferably an article se-
lected from the group consisting of a racket, a club, a bat; an article of clothing; a hat; a shoe.

Thus, generally, the devices according to the present invention, such as the detector, may be
applied in various fields of uses. Specifically, the detector may be applied for a purpose of use,
selected from the group consisting of: a position measurement in traffic technology; an enter-
tainment application; a security application; a human-machine interface application; a tracking
application; a photography application; a mapping application for generating maps of at least
one space, such as at least one space selected from the group of a room, a building and a
street; a mobile application; a webcam; an audio device; a dolby surround audio system; a
computer peripheral device; a gaming application; a camera or video application; a security ap-
plication; a surveillance application; an automotive application; a transport application; a medi-
cal application; a sports’ application; a machine vision application; a vehicle application; an air-
plane application; a ship application; a spacecraft application; a building application; a construc-
tion application; a cartography application; a manufacturing application. Additionally or alterna-
tively, applications in local and/or global positioning systems may be named, especially land-
mark-based positioning and/or navigation, specifically for use in cars or other vehicles (such as
trains, motorcycles, bicycles, trucks for cargo transportation), robots or for use by pedestrians.
Further, indoor positioning systems may be named as potential applications, such as for house-
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hold applications and/or for robots used in manufacturing, logistics, surveillance, or mainte-
nance technology.

The devices according to the present invention may be used in mobile phones, tablet compu-
ters, laptops, smart panels or other stationary or mobile or wearable computer or communica-
tion applications. Thus, the devices according to the present invention may be combined with at
least one active light source, such as a light source emitting light in the visible range or infrared
spectral range, in order to enhance performance. Thus, as an example, the devices according
to the present invention may be used as cameras and/or sensors, such as in combination with
mobile software for scanning and/or detecting environment, objects and living beings. The de-
vices according to the present invention may even be combined with 2D cameras, such as con-
ventional cameras, in order to increase imaging effects. The devices according to the present
invention may further be used for surveillance and/or for recording purposes or as input devices
to control mobile devices, especially in combination with voice and/or gesture recognition. Thus,
specifically, the devices according to the present invention acting as human-machine interfaces,
also referred to as input devices, may be used in mobile applications, such as for controlling
other electronic devices or components via the mobile device, such as the mobile phone. As an
example, the mobile application including at least one device according to the present invention
may be used for controlling a television set, a game console, a music player or music device or
other entertainment devices.

Further, the devices according to the present invention may be used in webcams or other pe-
ripheral devices for computing applications. Thus, as an example, the devices according to the
present invention may be used in combination with software for imaging, recording, surveil-
lance, scanning or motion detection. As outlined in the context of the human-machine interface
and/or the entertainment device, the devices according to the present invention are particularly
useful for giving commands by facial expressions and/or body expressions. The devices accord-
ing to the present invention can be combined with other input generating devices like e.qg.
mouse, keyboard, touchpad, microphone etc. Further, the devices according to the present in-
vention may be used in applications for gaming, such as by using a webcam. Further, the de-
vices according to the present invention may be used in virtual training applications and/or video
conferences. Further, devices according to the present invention may be used to recognize or
track hands, arms, or objects used in a virtual or augmented reality application, especially when
wearing head-mounted displays.

Further, the devices according to the present invention may be used in mobile audio devices,
television devices and gaming devices, as partially explained above. Specifically, the devices
according to the present invention may be used as controls or control devices for electronic de-
vices, entertainment devices or the like. Further, the devices according to the present invention
may be used for eye detection or eye tracking, such as in 2D- and 3D-display techniques, espe-
cially with transparent displays for augmented reality applications and/or for recognizing wheth-
er a display is being looked at and/or from which perspective a display is being looked at. Fur-
ther, devices according to the present invention may be used to explore a room, boundaries,
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obstacles, in connection with a virtual or augmented reality application, especially when wearing
a head-mounted display.

Further, the devices according to the present invention may be used in or as digital cameras
such as DSC cameras and/or in or as reflex cameras such as SLR cameras. For these applica-
tions, reference may be made to the use of the devices according to the present invention in
mobile applications such as mobile phones, as disclosed above.

Further, the devices according to the present invention may be used for security or surveillance
applications. Thus, as an example, at least one device according to the present invention can
be combined with one or more digital and/or analogue electronics that will give a signal if an
object is within or outside a predetermined area (e.g. for surveillance applications in banks or
museums). Specifically, the devices according to the present invention may be used for optical
encryption. Detection by using at least one device according to the present invention can be
combined with other detection devices to complement wavelengths, such as with IR, x-ray, UV-
VIS, radar or ultrasound detectors. The devices according to the present invention may further
be combined with an active infrared light source to allow detection in low light surroundings. The
devices according to the present invention are generally advantageous as compared to active
detector systems, specifically since the devices according to the present invention avoid actively
sending signals which may be detected by third parties, as is the case e.g. in radar applications,
ultrasound applications, LIDAR or similar active detector devices. Thus, generally, the devices
according to the present invention may be used for an unrecognized and undetectable tracking
of moving objects. Additionally, the devices according to the present invention generally are less
prone to manipulations and irritations as compared to conventional devices.

Further, given the ease and accuracy of 3D detection by using the devices according to the pre-
sent invention, the devices according to the present invention generally may be used for facial,
body and person recognition and identification. Therein, the devices according to the present
invention may be combined with other detection means for identification or personalization pur-
poses such as passwords, finger prints, iris detection, voice recognition or other means. Thus,
generally, the devices according to the present invention may be used in security devices and
other personalized applications.

Further, the devices according to the present invention may be used as 3D barcode readers for
product identification.

In addition to the security and surveillance applications mentioned above, the devices according
to the present invention generally can be used for surveillance and monitoring of spaces and
areas. Thus, the devices according to the present invention may be used for surveying and
monitoring spaces and areas and, as an example, for triggering or executing alarms in case
prohibited areas are violated. Thus, generally, the devices according to the present invention
may be used for surveillance purposes in building surveillance or museums, optionally in com-
bination with other types of sensors, such as in combination with motion or heat sensors, in
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combination with image intensifiers or image enhancement devices and/or photomultipliers.
Further, the devices according to the present invention may be used in public spaces or crowd-
ed spaces to detect potentially hazardous activities such as commitment of crimes such as theft
in a parking lot or unattended objects such as unattended baggage in an airport.

Further, the devices according to the present invention may advantageously be applied in ca-
mera applications such as video and camcorder applications. Thus, the devices according to
the present invention may be used for motion capture and 3D-movie recording. Therein, the
devices according to the present invention generally provide a large number of advantages over
conventional optical devices. Thus, the devices according to the present invention generally
require a lower complexity with regard to optical components. Thus, as an example, the number
of lenses may be reduced as compared to conventional optical devices, such as by providing
the devices according to the present invention having one lens only. Due to the reduced com-
plexity, very compact devices are possible, such as for mobile use. Conventional optical sys-
tems having two or more lenses with high quality generally are voluminous, such as due to the
general need for voluminous beam-splitters. Further, the devices according to the present in-
vention generally may be used for focus/autofocus devices, such as autofocus cameras. Fur-
ther, the devices according to the present invention may also be used in optical microscopy,
especially in confocal microscopy.

Further, the devices according to the present invention generally are applicable in the technical
field of automotive technology and transport technology. Thus, as an example, the devices ac-
cording to the present invention may be used as distance and surveillance sensors, such as for
adaptive cruise control, emergency brake assist, lane departure warning, surround view, blind
spot detection, traffic sign detection, traffic sign recognition, lane recognition, rear cross traffic
alert, light source recognition for adapting the head light intensity and range depending on ap-
proaching traffic or vehicles driving ahead, adaptive frontlighting systems, automatic control of
high beam head lights, adaptive cut-off lights in front light systems, glare-free high beam front
lighting systems, marking animals, obstacles, or the like by headlight illumination, rear cross
traffic alert, and other driver assistance systems such as advanced driver assistance systems,
or other automotive and traffic applications. Further, devices according to the present invention
may be used in driver assistance systems anticipating maneuvers of the driver beforehand for
collision avoidance or the like. Further, the devices according to the present invention can also
be used for velocity and/or acceleration measurements, such as by analyzing a first and second
time-derivative of position information gained by using the detector according to the present
invention. This feature generally may be applicable in automotive technology, transportation
technology or general traffic technology. Applications in other fields of technology are feasible.
A specific application in an indoor positioning system may be the detection of positioning of
passengers in transportation, more specifically to electronically control the use of safety sys-
tems such as airbags. The use of an airbag may be prevented in case the passenger is located
as such, that the use of an airbag will cause a severe injury. Further, in vehicles such as cars,
trains, planes or the like, especially in autonomous vehicles, devices according to the present
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invention may be used to determine whether a driver pays attention to the traffic or is distracted,
or asleep, or tired, or incapable of driving such as due to the consumption of alcohol or the like.

In these or other applications, generally, the devices according to the present invention may be
used as standalone devices or in combination with other sensor devices, such as in combina-
tion with radar and/or ultrasonic devices. Specifically, the devices according to the present in-
vention may be used for autonomous driving and safety issues. Further, in these applications,
the devices according to the present invention may be used in combination with infrared sen-
sors, radar sensors, which are sonic sensors, two-dimensional cameras or other types of sen-
sors. In these applications, the generally passive nature of the devices according to the present
invention is advantageous. Thus, since the devices according to the present invention generally
do not require emitting signals, the risk of interference of active sensor signals with other signal
sources may be avoided. The devices according to the present invention specifically may be
used in combination with recognition software, such as standard image recognition software.
Thus, signals and data as provided by the devices according to the present invention typically
are readily processable and, therefore, generally require lower calculation power than estab-
lished 3D measurement systems. Given the low space demand, the devices according to the
present invention such as cameras may be placed at virtually any place in a vehicle, such as on
or behind a window screen, on a front hood, on bumpers, on lights, on mirrors or other places
and the like. Various detectors according to the present invention such as one or more detec-
tors based on the effect disclosed within the present invention can be combined, such as in or-
der to allow autonomously driving vehicles or in order to increase the performance of active
safety concepts. Thus, various devices according to the present invention may be combined
with one or more other devices according to the present invention and/or conventional sensors,
such as in the windows like rear window, side window or front window, on the bumpers or on
the lights.

A combination of at least one device according to the present invention such as at least one
detector according to the present invention with one or more rain detection sensors is also pos-
sible. This is due to the fact that the devices according to the present invention generally are
advantageous over conventional sensor techniques such as radar, specifically during heavy
rain. A combination of at least one device according to the present invention with at least one
conventional sensing technique such as radar may allow for a software to pick the right combi-
nation of signals according to the weather conditions.

Further, the devices according to the present invention generally may be used as break assist
and/or parking assist and/or for speed measurements. Speed measurements can be integrated
in the vehicle or may be used outside the vehicle, such as in order to measure the speed of
other cars in traffic control. Further, the devices according to the present invention may be used
for detecting free parking spaces in parking lots.

Further, the devices according to the present invention may be used in the fields of medical sys-
tems and sports. Thus, in the field of medical technology, surgery robotics, e.g. for use in endo-
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scopes, may be named, since, as outlined above, the devices according to the present inven-
tion may require a low volume only and may be integrated into other devices. Specifically, the
devices according to the present invention having one lens, at most, may be used for capturing
3D information in medical devices such as in endoscopes. Further, the devices according to the
present invention may be combined with an appropriate monitoring software, in order to enable
tracking and analysis of movements. This may allow an instant overlay of the position of a me-
dical device, such as an endoscope or a scalpel, with results from medical imaging, such as
obtained from magnetic resonance imaging, x-ray imaging, or ultrasound imaging. These appli-
cations are specifically valuable e.g. in medical treatments where precise location information is
important such as in brain surgery and long-distance diagnosis and tele-medicine. Further, the
devices according to the present invention may be used in 3D-body scanning. Body scanning
may be applied in a medical context, such as in dental surgery, plastic surgery, bariatric sur-
gery, or cosmetic plastic surgery, or it may be applied in the context of medical diagnosis such
as in the diagnosis of myofascial pain syndrome, cancer, body dysmorphic disorder, or further
diseases. Body scanning may further be applied in the field of sports to assess ergonomic use
or fit of sports equipment.

Body scanning may further be used in the context of clothing, such as to determine a suitable
size and fitting of clothes. This technology may be used in the context of tailor-made clothes or
in the context of ordering clothes or shoes from the internet or at a self-service shopping device
such as a micro kiosk device or customer concierge device. Body scanning in the context of
clothing is especially important for scanning fully dressed customers.

Further, the devices according to the present invention may be used in the context of people
counting systems, such as to count the number of people in an elevator, a train, a bus, a car, or
a plane, or to count the number of people passing a hallway, a door, an aisle, a retail store, a
stadium, an entertainment venue, a museum, a library, a public location, a cinema, a theater, or
the like. Further, the 3D-function in the people counting system may be used to obtain or esti-
mate further information about the people that are counted such as height, weight, age, physical
fitness, or the like. This information may be used for business intelligence metrics, and/or for
further optimizing the locality where people may be counted to make it more attractive or safe.
In a retail environment, the devices according to the present invention in the context of people
counting may be used to recognize returning customers or cross shoppers, to assess shopping
behavior, to assess the percentage of visitors that make purchases, to optimize staff shifts, or to
monitor the costs of a shopping mall per visitor. Further, people counting systems may be used
for anthropometric surveys. Further, the devices according to the present invention may be
used in public transportation systems for automatically charging passengers depending on the
length of transport. Further, the devices according to the present invention may be used in play-
grounds for children, to recognize injured children or children engaged in dangerous activities,
to allow additional interaction with playground toys, to ensure safe use of playground toys or the
like.

Further, the devices according to the present invention may be used in construction tools, such
as a range meter that determines the distance to an object or to a wall, to assess whether a
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surface is planar, to align objects or place objects in an ordered manner, or in inspection cam-
eras for use in construction environments or the like.

Further, the devices according to the present invention may be applied in the field of sports and
exercising, such as for training, remote instructions or competition purposes. Specifically, the
devices according to the present invention may be applied in the fields of dancing, aerobic,
football, soccer, basketball, baseball, cricket, hockey, track and field, swimming, polo, handball,
volleyball, rugby, sumo, judo, fencing, boxing, golf, car racing, laser tag, battlefield simulation
etc. The devices according to the present invention can be used to detect the position of a ball,
a bat, a sword, motions, etc., both in sports and in games, such as to monitor the game, support
the referee or for judgment, specifically automatic judgment, of specific situations in sports, such
as for judging whether a point or a goal actually was made.

Further, the devices according to the present invention may be used in the field of auto racing or
car driver training or car safety training or the like to determine the position of a car or the track
of a car, or the deviation from a previous track or an ideal track or the like.

The devices according to the present invention may further be used to support a practice of mu-
sical instruments, in particular remote lessons, for example lessons of string instruments, such
as fiddles, violins, violas, celli, basses, harps, guitars, banjos, or ukuleles, keyboard instru-
ments, such as pianos, organs, keyboards, harpsichords, harmoniums, or accordions, and/or
percussion instruments, such as drums, timpani, marimbas, xylophones, vibraphones, bongos,
congas, timbales, djembes or tablas.

The devices according to the present invention further may be used in rehabilitation and physio-
therapy, in order to encourage training and/or in order to survey and correct movements. There-
in, the devices according to the present invention may also be applied for distance diagnostics.

Further, the devices according to the present invention may be applied in the field of machine
vision. Thus, one or more of the devices according to the present invention may be used e.g. as
a passive controlling unit for autonomous driving and or working of robots. In combination with
moving robots, the devices according to the present invention may allow for autonomous
movement and/or autonomous detection of failures in parts. The devices according to the pre-
sent invention may also be used for manufacturing and safety surveillance, such as in order to
avoid accidents including but not limited to collisions between robots, production parts and living
beings. In robotics, the safe and direct interaction of humans and robots is often an issue, as
robots may severely injure humans when they are not recognized. Devices according to the
present invention may help robots to position objects and humans better and faster and allow a
safe interaction. Given the passive nature of the devices according to the present invention, the
devices according to the present invention may be advantageous over active devices and/or
may be used complementary to existing solutions like radar, ultrasound, 2D cameras, IR detec-
tion etc. One particular advantage of the devices according to the present invention is the low
likelihood of signal interference. Therefore multiple sensors can work at the same time in the
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same environment, without the risk of signal interference. Thus, the devices according to the
present invention generally may be useful in highly automated production environments like e.g.
but not limited to automotive, mining, steel, etc. The devices according to the present invention
can also be used for quality control in production, e.g. in combination with other sensors like 2-D
imaging, radar, ultrasound, IR etc., such as for quality control or other purposes. Further, the
devices according to the present invention may be used for assessment of surface quality, such
as for surveying the surface evenness of a product or the adherence to specified dimensions,
from the range of micrometers to the range of meters. Other quality control applications are fea-
sible. In a manufacturing environment, the devices according to the present invention are espe-
cially useful for processing natural products such as food or wood, with a complex 3-
dimensional structure to avoid large amounts of waste material. Further, devices according to
the present invention may be used to monitor the filling level of tanks, silos etc. Further, devices
according to the present invention may be used to inspect complex products for missing parts,
incomplete parts, loose parts, low quality parts, or the like, such as in automatic optical inspec-
tion, such as of printed circuit boards, inspection of assemblies or sub-assemblies, verification
of engineered components, engine part inspections, wood quality inspection, label inspections,
inspection of medical devices, inspection of product orientations, packaging inspections, food
pack inspections, or the like.

Further, the devices according to the present invention may be used in vehicles, trains, air-
planes, ships, spacecraft and other traffic applications. Thus, besides the applications men-
tioned above in the context of traffic applications, passive tracking systems for aircraft, vehicles
and the like may be named. The use of at least one device according to the present invention,
such as at least one detector according to the present invention, for monitoring the speed
and/or the direction of moving objects is feasible. Specifically, the tracking of fast moving ob-
jects on land, sea and in the air including space may be named. The at least one device accord-
ing to the present invention, such as the at least one detector according to the present inven-
tion, specifically may be mounted on a still-standing and/or on a moving device. An output sig-
nal of the at least one device according to the present invention can be combined e.g. with a
guiding mechanism for autonomous or guided movement of another object. Thus, applications
for avoiding collisions or for enabling collisions between the tracked and the steered object are
feasible. The devices according to the present invention generally are useful and advantageous
due to the low calculation power required, the instant response and due to the passive nature of
the detection system which generally is more difficult to detect and to disturb as compared to
active systems, like e.g. radar. The devices according to the present invention are particularly
useful but not limited to e.g. speed control and air traffic control devices. Further, the devices
according to the present invention may be used in automated tolling systems for road charges.

The devices according to the present invention generally may be used in passive applications.
Passive applications include guidance for ships in harbors or in dangerous areas, and for air-
craft when landing or starting. Therein, fixed, known active targets may be used for precise
guidance. The same can be used for vehicles driving on dangerous but well defined routes,
such as mining vehicles. Further, the devices according to the present invention may be used to
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detect rapidly approaching objects, such as cars, trains, flying objects, animals, or the like. Fur-
ther, the devices according to the present invention can be used for detecting velocities or ac-
celerations of objects, or to predict the movement of an object by tracking one or more of its
position, speed, and/or acceleration depending on time.

Further, as outlined above, the devices according to the present invention may be used in the
field of gaming. Thus, the devices according to the present invention can be passive for use
with multiple objects of the same or of different size, color, shape, etc., such as for movement
detection in combination with software that incorporates the movement into its content. In par-
ticular, applications are feasible in implementing movements into graphical output. Further, ap-
plications of the devices according to the present invention for giving commands are feasible,
such as by using one or more of the devices according to the present invention for gesture or
facial recognition. The devices according to the present invention may be combined with an
active system in order to work under e.g. low light conditions or in other situations in which en-
hancement of the surrounding conditions is required. Additionally or alternatively, a combination
of one or more devices according to the present invention with one or more IR or VIS light
sources is possible. A combination of a detector according to the present invention with special
devices is also possible, which can be distinguished easily by the system and its software, e.g.
and not limited to, a special color, shape, relative position to other devices, speed of movement,
light, frequency used to modulate light sources on the device, surface properties, material used,
reflection properties, transparency degree, absorption characteristics, etc. The device can,
amongst other possibilities, resemble a stick, a racquet, a club, a gun, a knife, a wheel, a ring, a
steering wheel, a bottle, a ball, a glass, a vase, a spoon, a fork, a cube, a dice, a figure, a pup-
pet, a teddy, a beaker, a pedal, a switch, a glove, jewelry, a musical instrument or an auxiliary
device for playing a musical instrument, such as a plectrum, a drumstick or the like. Other op-
tions are feasible.

Further, the devices according to the present invention may be used to detect and or track ob-
jects that emit light by themselves, such as due to high temperature or further light emission
processes. The light-emitting part may be an exhaust stream or the like. Further, the devices
according to the present invention may be used to track reflecting objects and analyze the rota-
tion or orientation of these objects.

Further, the devices according to the present invention generally may be used in the field of
building, construction and cartography. Thus, generally, one or more devices according to the
present invention may be used in order to measure and/or monitor environmental areas, e.g.
countryside or buildings. Therein, one or more devices according to the present invention may
be combined with other methods and devices or can be used solely in order to monitor progress
and accuracy of building projects, changing objects, houses, etc. The devices according to the
present invention can be used for generating three-dimensional models of scanned environ-
ments, in order to construct maps of rooms, streets, houses, communities or landscapes, both
from ground or from air. Potential fields of application may be construction, cartography, real
estate management, land surveying or the like. As an example, the devices according to the
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present invention may be used in drones or multicopters to monitor buildings, production sites,
chimneys, agricultural production environments such as fields, production plants, or landscapes,
to support rescue operations, to support work in dangerous environments, to support fire bri-
gades in a burning location indoors or outdoors, or to find or monitor one or more persons or
animals, or the like, or for entertainment purposes, such as a drone following and recording one
or more persons doing sports such as skiing or cycling or the like, which could be realized by
following a helmet, a mark, a beacon device, or the like. Devices according to the present inven-
tion could be used recognize obstacles, follow a predefined route, follow an edge, a pipe, a
building, or the like, or to record a global or local map of the environment. Further, devices ac-
cording to the present invention could be used for indoor or outdoor localization and positioning
of drones, for stabilizing the height of a drone indoors where barometric pressure sensors are
not accurate enough, or for the interaction of multiple drones such as concertized movements of
several drones or recharging or refueling in the air or the like.

Further, the devices according to the present invention may be used within an interconnecting
network of home appliances such as CHAIN (Cedec Home Appliances Interoperating Network)
to interconnect, automate, and control basic appliance-related services in a home, e.g. energy
or load management, remote diagnostics, pet related appliances, child related appliances, child
surveillance, appliances related surveillance, support or service to elderly or ill persons, home
security and/or surveillance, remote control of appliance operation, and automatic maintenance
support. Further, the devices according to the present invention may be used in heating or cool-
ing systems such as an air-conditioning system, to locate which part of the room should be
brought to a certain temperature or humidity, especially depending on the location of one or
more persons. Further, the devices according to the present invention may be used in domestic
robots, such as service or autonomous robots which may be used for household chores. The
devices according to the present invention may be used for a number of different purposes,
such as to avoid collisions or to map the environment, but also to identify a user, to personalize
the robot’s performance for a given user, for security purposes, or for gesture or facial recogni-
tion. As an example, the devices according to the present invention may be used in robotic vac-
uum cleaners, floor-washing robots, dry-sweeping robots, ironing robots for ironing clothes, ani-
mal litter robots, such as cat litter robots, security robots that detect intruders, robotic lawn
mowers, automated pool cleaners, rain gutter cleaning robots, window washing robots, toy ro-
bots, telepresence robots, social robots providing company to less mobile people, or robots
translating and speech to sign language or sign language to speech. In the context of less mo-
bile people, such as elderly persons, household robots with the devices according to the pre-
sent invention may be used for picking up objects, transporting objects, and interacting with the
objects and the user in a safe way. Further, the devices according to the present invention may
be used in robots operating with hazardous materials or objects or in dangerous environments.
As a non-limiting example, the devices according to the present invention may be used in robots
or unmanned remote-controlled vehicles to operate with hazardous materials such as chemicals
or radioactive materials especially after disasters, or with other hazardous or potentially hazard-
ous objects such as mines, unexploded arms, or the like, or to operate in or to investigate inse-
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cure environments such as near burning objects or post disaster areas or for manned or un-
manned rescue operations in the air, in the sea, underground, or the like.

Further, devices according to the present invention may be used for navigation purposes, where
Global Positioning Systems (GPS) are not sufficiently reliable. GPS signals commonly use radio
waves that are can be blocked or difficult to receive indoors or outdoors in valleys or in forests
below the treeline. Further, especially in unmanned autonomous vehicles, the weight of the sys-
tem may be critical. Especially unmanned autonomous vehicles need high-speed position data
for reliable feedback and stability of their control systems. Using devices according to the pre-
sent invention may allow short time response and positioning without adding weight due to a
heavy device.

Further, the devices according to the present invention may be used in household, mobile or
entertainment devices, such as a refrigerator, a microwave, a washing machine, a window blind
or shutter, a household alarm, an air condition device, a heating device, a television, an audio
device, a smart watch, a mobile phone, a phone, a dishwasher, a stove or the like, to detect the
presence of a person, to monitor the contents or function of the device, or to interact with the
person and/or share information about the person with further household, mobile or entertain-
ment devices.

Further, the devices according to the present invention may be used to support elderly or disa-
bled persons or persons with limited or no vision, such as in household chores or at work such
as in devices for holding, carrying, or picking objects, or in a safety system with optical or
acoustical signals signaling obstacles in the environment.

The devices according to the present invention may further be used in agriculture, for example
to detect and sort out vermin, weeds, and/or infected crop plants, fully or in parts, wherein crop
plants may be infected by fungus or insects. Further, for harvesting crops, the devices accord-
ing to the present invention may be used to detect animals, such as deer, which may otherwise
be harmed by harvesting devices. Further, the devices according to the present invention may
be used to monitor the growth of plants in a field or greenhouse, in particular to adjust the
amount of water or fertilizer or crop protection products for a given region in the field or green-
house or even for a given plant. Further, in agricultural biotechnology, the devices according to
the present invention may be used to monitor the size and shape of plants.

Further, devices according to the present invention may be used to automatically remove weeds
such as with mechanical means, such as to avoid the use of herbicides. Further, devices ac-
cording to the present invention may be used in the field of agriculture, in particular to detect
and/or locate specific insects such as to decide whether or not to apply a crop protection or ferti-
lization substance, such as to reduce the amount of applied substance or to protect specific
groups of animals such as bees.

Further, the devices according to the present invention may be combined with sensors to detect
chemicals or pollutants, electronic nose chips, microbe sensor chips to detect bacteria or virus-
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es or the like, Geiger counters, tactile sensors, heat sensors, or the like. This may for example
be used in constructing smart robots which are configured for handling dangerous or difficult
tasks, such as in treating highly infectious patients, handling or removing highly dangerous sub-
stances, cleaning highly polluted areas, such as highly radioactive areas or chemical spills, or
for pest control in agriculture.

One or more devices according to the present invention can further be used for scanning of ob-
jects, such as in combination with CAD or similar software, such as for additive manufacturing
and/or 3D printing. Therein, use may be made of the high dimensional accuracy of the devices
according to the present invention, e.g. in x-, y- or z- direction or in any arbitrary combination of
these directions, such as simultaneously. Further, the devices according to the present inven-
tion may be used in inspections and maintenance, such as pipeline inspection gauges. Further,
in a production environment, the devices according to the present invention may be used to
work with objects of a badly defined shape such as naturally grown objects, such as sorting
vegetables or other natural products by shape or size or cutting products such as meat or ob-
jects that are manufactured with a precision that is lower than the precision needed for a pro-
cessing step.

Further the devices according to the present invention may be used in local navigation systems
to allow autonomously or partially autonomously moving vehicles or multicopters or the like
through an indoor or outdoor space. A non-limiting example may comprise vehicles moving
through an automated storage for picking up objects and placing them at a different location.
Indoor navigation may further be used in shopping malls, retail stores, museums, airports, or
train stations, to track the location of mobile goods, mobile devices, baggage, customers or em-
ployees, or to supply users with a location-specific information, such as the current position on a
map, or information on goods sold, or the like.

Further, the devices according to the present invention may be used to ensure safe driving of
motorcycles such as driving assistance for motorcycles by monitoring speed, inclination, upcom-
ing obstacles, unevenness of the road, or curves or the like. Further, the devices according to
the present invention may be used in trains or trams to avoid collisions.

Further, the devices according to the present invention may be used in handheld devices, such
as for scanning packaging or parcels to optimize a logistics process. Further, the devices ac-
cording to the present invention may be used in further handheld devices such as personal
shopping devices, RFID-readers, handheld devices for use in hospitals or health environments
such as for medical use or to obtain, exchange or record patient or patient health related infor-
mation, smart badges for retail or health environments, or the like.

As outlined above, the devices according to the present invention may further be used in manu-
facturing, quality control or identification applications, such as in product identification or size
identification (such as for finding an optimal place or package, for reducing waste etc.). Further,
the devices according to the present invention may be used in logistics applications. Thus, the
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devices according to the present invention may be used for optimized loading or packing con-
tainers or vehicles. Further, the devices according to the present invention may be used for
monitoring or controlling of surface damages in the field of manufacturing, for monitoring or con-
trolling rental objects such as rental vehicles, and/or for insurance applications, such as for as-
sessment of damages. Further, the devices according to the present invention may be used for
identifying a size of material, object or tools, such as for optimal material handling, especially in
combination with robots. Further, the devices according to the present invention may be used
for process control in production, e.g. for observing filling level of tanks. Further, the devices
according to the present invention may be used for maintenance of production assets like, but
not limited to, tanks, pipes, reactors, tools etc. Further, the devices according to the present
invention may be used for analyzing 3D-quality marks. Further, the devices according to the
present invention may be used in manufacturing tailor-made goods such as tooth inlays, dental
braces, prosthesis, clothes or the like. The devices according to the present invention may also
be combined with one or more 3D-printers for rapid prototyping, 3D-copying or the like. Further,
the devices according to the present invention may be used for detecting the shape of one or
more articles, such as for anti-product piracy and for anti-counterfeiting purposes.

Thus, specifically, the present application may be applied in the field of photography. Thus, the
detector may be part of a photographic device, specifically of a digital camera. Specifically, the
detector may be used for 3D photography, specifically for digital 3D photography. Thus, the de-
tector may form a digital 3D camera or may be part of a digital 3D camera. As used herein, the
term photography generally refers to the technology of acquiring image information of at least
one object. As further used herein, a camera generally is a device adapted for performing pho-
tography. As further used herein, the term digital photography generally refers to the technology
of acquiring image information of at least one object by using a plurality of light-sensitive ele-
ments adapted to generate electrical signals indicating an intensity and/or color of illumination,
preferably digital electrical signals. As further used herein, the term 3D photography generally
refers to the technology of acquiring image information of at least one object in three spatial
dimensions. Accordingly, a 3D camera is a device adapted for performing 3D photography. The
camera generally may be adapted for acquiring a single image, such as a single 3D image, or
may be adapted for acquiring a plurality of images, such as a sequence of images. Thus, the
camera may also be a video camera adapted for video applications, such as for acquiring digital
video sequences.

Thus, generally, the present invention further refers to a camera, specifically a digital camera,
more specifically a 3D camera or digital 3D camera, for imaging at least one object. As outlined
above, the term imaging, as used herein, generally refers to acquiring image information of at
least one object. The camera comprises at least one detector according to the present inven-
tion. The camera, as outlined above, may be adapted for acquiring a single image or for acquir-
ing a plurality of images, such as image sequence, preferably for acquiring digital video se-
guences. Thus, as an example, the camera may be or may comprise a video camera. In the
latter case, the camera preferably comprises a data memory for storing the image sequence.
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As used within the present invention, the expression “position” generally refers to at least one
item of information regarding one or more of an absolute position and an orientation of one or
more points of the object. Thus, specifically, the position may be determined in a coordinate
system of the detector, such as in a Cartesian coordinate system. Additionally or alternatively,
however, other types of coordinate systems may be used, such as polar coordinate systems
and/or spherical coordinate systems.

As outlined above and as will be outlined in further detail below, the present invention preferably
may be applied in the field of human-machine interfaces, in the field of sports and/or in the field
of computer games. Thus, preferably, the object may be selected from the group consisting of:
an article of sports equipment, preferably an article selected from the group consisting of a
racket, a club, a bat, an article of clothing, a hat, a shoe. Other embodiments are feasible.

As used herein, the object generally may be an arbitrary object, chosen from a living object and
a non-living object. Thus, as an example, the at least one object may comprise one or more
articles and/or one or more parts of an article. Additionally or alternatively, the object may be or
may comprise one or more living beings and/or one or more parts thereof, such as one or more
body parts of a human being, e.g. a user, and/or an animal.

With regard to the coordinate system for determining the position of the object, which may be a
coordinate system of the detector, the detector may constitute a coordinate system in which an
optical axis of the detector forms the z-axis and in which, additionally, an x-axis and a y-axis
may be provided which are perpendicular to the z-axis and which are perpendicular to each
other. As an example, the detector and/or a part of the detector may rest at a specific point in
this coordinate system, such as at the origin of this coordinate system. In this coordinate sys-
tem, a direction parallel or antiparallel to the z-axis may be regarded as a longitudinal direction,
and a coordinate along the z-axis may be considered a longitudinal coordinate. An arbitrary di-
rection perpendicular to the longitudinal direction may be considered a transversal direction,
and an x- and/or y-coordinate may be considered a transversal coordinate.

Alternatively, other types of coordinate systems may be used. Thus, as an example, a polar
coordinate system may be used in which the optical axis forms a z-axis and in which a distance
from the z-axis and a polar angle may be used as additional coordinates. Again, a direction pa-
rallel or antiparallel to the z-axis may be considered a longitudinal direction, and a coordinate
along the z-axis may be considered a longitudinal coordinate. Any direction perpendicular to the
z-axis may be considered a transversal direction, and the polar coordinate and/or the polar an-
gle may be considered a transversal coordinate.

The detector may be a device configured for providing at least one item of information on the
position of the at least one object and/or a part thereof. Thus, the position may refer to an item
of information fully describing the position of the object or a part thereof, preferably in the coor-
dinate system of the detector, or may refer to a partial information, which only partially describes
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the position. The detector generally may be a device adapted for detecting light beams, such as
the light beams propagating from the beacon devices towards the detector.

The evaluation device and the detector may fully or partially be integrated into a single device.
Thus, generally, the evaluation device also may form part of the detector. Alternatively, the
evaluation device and the detector may fully or partially be embodied as separate devices. The
detector may comprise further components.

The detector may be a stationary device or a mobile device. Further, the detector may be a
stand-alone device or may form part of another device, such as a computer, a vehicle or any
other device. Further, the detector may be a hand-held device. Other embodiments of the de-
tector are feasible.

The detector specifically may be used to record a light-field behind a lens or lens system of the
detector, comparable to a plenoptic or light-field camera. Thus, specifically, the detector may be
embodied as a light-field camera adapted for acquiring images in multiple focal planes, such as
simultaneously. The term light-field, as used herein, generally refers to the spatial light propaga-
tion of light inside the detector such as inside a camera. The detector according to the present
invention, specifically having a stack of optical sensors, may have the capability of directly re-
cording a light-field within the detector or camera, such as behind a lens. The plurality of sen-
sors may record images at different distances from the lens. Using, e.g., convolution-based al-
gorithms such as “depth from focus” or “depth from defocus”, the propagation direction, focus
points, and spread of the light behind the lens can be modeled. From the modeled propagation
of light behind the lens, images at various distances to the lens can be extracted, the depth of
field can be optimized, pictures that are in focus at various distances can be extracted, or dis-
tances of objects can be calculated. Further information may be extracted.

The use of several optical sensors further allows for correcting lens errors in an image pro-
cessing step after recording the images. Optical instruments often become expensive and chal-
lenging in construction, when lens errors need to be corrected. These are especially problema-
tic in microscopes and telescopes. In microscopes, a typical lens error is that rays of varying
distance to the optical axis are distorted differently (spherical aberration). In telescopes, varying
the focus may occur from differing temperatures in the atmosphere. Static errors such as sphe-
rical aberration or further errors from production may be corrected by determining the errors in a
calibration step and then using a fixed image processing such as fixed set of pixels and sensor,
or more involved processing techniques using light propagation information. In cases in which
lens errors are strongly time-dependent, i.e. dependent on weather conditions in telescopes, the
lens errors may be corrected by using the light propagation behind the lens, calculating extend-
ed depth of field images, using depth from focus techniques, and others.

The detector according to the present invention may further allow for color detection. For color
detection, a plurality of optical sensors having different spectral properties may be used, and
sensor signals of these optical sensors may be compared.
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The evaluation device may be or may comprise one or more integrated circuits, such as one or
more application-specific integrated circuits (ASICs), and/or one or more data processing devi-
ces, such as one or more computers, preferably one or more microcomputers and/or microcon-
trollers, Field Programmable Arrays, or Digital Signal Processors. Additional components may
be comprised, such as one or more preprocessing devices and/or data acquisition devices,
such as one or more devices for receiving and/or preprocessing of the sensor signals, such as
one or more AD-converters and/or one or more filters. Further, the evaluation device may com-
prise one or more measurement devices, such as one or more measurement devices for meas-
uring electrical currents and/or electrical voltages. Further, the evaluation device may comprise
one or more data storage devices. Further, the evaluation device may comprise one or more
interfaces, such as one or more wireless interfaces and/or one or more wire-bound interfaces.

The at least one evaluation device may be adapted to perform at least one computer program,
such as at least one computer program adapted for performing or supporting one or more or
even all of the method steps of the method according to the present invention. As an example,
one or more algorithms may be implemented which, by using the sensor signals as input varia-
bles, may determine the position of the object.

The evaluation device can be connected to or may comprise at least one further data pro-
cessing device that may be used for one or more of displaying, visualizing, analyzing, distri-
buting, communicating or further processing of information, such as information obtained by the
optical sensor and/or by the evaluation device. The data processing device, as an example,
may be connected or incorporate at least one of a display, a projector, a monitor, an LCD, a
TFT, a loudspeaker, a multichannel sound system, an LED pattern, or a further visualization
device. It may further be connected or incorporate at least one of a communication device or
communication interface, a connector or a port, capable of sending encrypted or unencrypted
information using one or more of email, text messages, telephone, Bluetooth, Wi-Fi, infrared or
internet interfaces, ports or connections. It may further be connected or incorporate at least one
of a processor, a graphics processor, a CPU, an Open Multimedia Applications Platform
(OMAP™) "an integrated circuit, a system on a chip such as products from the Apple A series or
the Samsung S3C2 series, a microcontroller or microprocessor, one or more memory blocks
such as ROM, RAM, EEPROM, or flash memory, timing sources such as oscillators or phase-
locked loops, counter-timers, real-time timers, or power-on reset generators, voltage regulators,
power management circuits, or DMA controllers. Individual units may further be connected by
buses such as AMBA buses or be integrated in an Internet of Things or Industry 4.0 type net-
work.

The evaluation device and/or the data processing device may be connected by or have further
external interfaces or ports such as one or more of serial or parallel interfaces or ports, USB,
Centronics Port, FireWire, HDMI, Ethernet, Bluetooth, RFID, Wi-Fi, USART, or SPI, or analogue
interfaces or ports such as one or more of ADCs or DACs, or standardized interfaces or ports to
further devices such as a 2D-camera device using an RGB-interface such as CameralLink. The
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evaluation device and/or the data processing device may further be connected by one or more
of interprocessor interfaces or ports, FPGA-FPGA-interfaces, or serial or parallel interfaces
ports. The evaluation device and the data processing device may further be connected to one or
more of an optical disc drive, a CD-RW drive, a DVD+RW drive, a flash drive, a memory card, a
disk drive, a hard disk drive, a solid state disk or a solid state hard disk.

The evaluation device and/or the data processing device may be connected by or have one or
more further external connectors such as one or more of phone connectors, RCA connectors,
VGA connectors, hermaphrodite connectors, USB connectors, HDMI connectors, 8P8C con-
nectors, BCN connectors, IEC 60320 C14 connectors, optical fiber connectors, D-subminiature
connectors, RF connectors, coaxial connectors, SCART connectors, XLR connectors, and/or
may incorporate at least one suitable socket for one or more of these connectors.

Possible embodiments of a single device incorporating one or more of the detectors according
to the present invention, the evaluation device or the data processing device, such as incorpo-
rating one or more of the optical sensor, optical systems, evaluation device, communication
device, data processing device, interfaces, system on a chip, display devices, or further elec-
tronic devices, are: mobile phones, personal computers, tablet PCs, televisions, game consoles
or further entertainment devices. In a further embodiment, the 3D-camera functionality which
will be outlined in further detail below may be integrated in devices that are available with con-
ventional 2D-digital cameras, without a noticeable difference in the housing or appearance of
the device, where the noticeable difference for the user may only be the functionality of obtain-
ing and/or processing 3D information.

Specifically, an embodiment incorporating the detector and/or a part thereof such as the evalua-
tion device and/or the data processing device may be: a mobile phone incorporating a display
device, a data processing device, the optical sensor, optionally the sensor optics, and the eva-
luation device, for the functionality of a 3D camera. The detector according to the present inven-
tion specifically may be suitable for integration in entertainment devices and/or communication
devices such as a mobile phone.

A further embodiment of the present invention may be an incorporation of the detector or a part
thereof such as the evaluation device and/or the data processing device in a device for use in
automotive, for use in autonomous driving or for use in car safety systems such as Daimler’s
Intelligent Drive system, wherein, as an example, a device incorporating one or more of the op-
tical sensors, optionally one or more optical systems, the evaluation device, optionally a com-
munication device, optionally a data processing device, optionally one or more interfaces, op-
tionally a system on a chip, optionally one or more display devices, or optionally further elec-
tronic devices may be part of a vehicle, a car, a truck, a train, a bicycle, an airplane, a ship, a
motorcycle. In automotive applications, the integration of the device into the automotive design
may necessitate the integration of the optical sensor, optionally optics, or device at minimal visi-
bility from the exterior or interior. The detector or a part thereof such as the evaluation device
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and/or the data processing device may be especially suitable for such integration into automo-
tive design.

As used herein, the term light generally refers to electromagnetic radiation in one or more of the
visible spectral range, the ultraviolet spectral range and the infrared spectral range. Therein, the
term visible spectral range generally refers to a spectral range of 380 nm to 780 nm. The term
infrared spectral range generally refers to electromagnetic radiation in the range of 780 nm to 1
mm, preferably in the range of 780 nm to 3.0 micrometers. The term ultraviolet spectral range
generally refers to electromagnetic radiation in the range of 1 nm to 380 nm, preferably in the
range of 100 nm to 380 nm. Preferably, light as used within the present invention is visible light,
i.e. light in the visible spectral range.

The term light beam generally may refer to an amount of light emitted and/or reflected into a
specific direction. Thus, the light beam may be a bundle of the light rays having a predeter-
mined extension in a direction perpendicular to a direction of propagation of the light beam.
Preferably, the light beams may be or may comprise one or more Gaussian light beams such as
a linear combination of Gaussian light beams, which may be characterized by one or more
Gaussian beam parameters, such as one or more of a beam waist, a Rayleigh-length or any
other beam parameter or combination of beam parameters suited to characterize a develop-
ment of a beam diameter and/or a beam propagation in space.

The detector according to the present invention may further be combined with one or more oth-
er types of sensors or detectors. Thus, the detector may further comprise at least one additional
detector. The at least one additional detector may be adapted for detecting at least one parame-
ter, such as at least one of: a parameter of a surrounding environment, such as a temperature
and/or a brightness of a surrounding environment; a parameter regarding a position and/or ori-
entation of the detector; a parameter specifying a state of the object to be detected, such as a
position of the object, e.g. an absolute position of the object and/or an orientation of the object
in space. Thus, generally, the principles of the present invention may be combined with other
measurement principles in order to gain additional information and/or in order to verify mea-
surement results or reduce measurement errors or noise.

As outlined above, the human-machine interface may comprise a plurality of beacon devices
which are adapted to be at least one of directly or indirectly attached to the user and held by the
user. Thus, the beacon devices each may independently be attached to the user by any suitable
means, such as by an appropriate fixing device. Additionally or alternatively, the user may hold
and/or carry the at least one beacon device or one or more of the beacon devices in his or her
hands and/or by wearing the at least one beacon device and/or a garment containing the bea-
con device on a body part.

The beacon device generally may be an arbitrary device which may be detected by the at least
one detector and/or which facilitates detection by the at least one detector. Thus, as outlined
above or as will be outlined in further detail below, the beacon device may be an active beacon
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device adapted for generating the at least one light beam to be detected by the detector, such
as by having one or more illumination sources for generating the at least one light beam. Addi-
tionally or alternatively, the beacon device may fully or partially be designed as a passive bea-
con device, such as by providing one or more reflective elements adapted to reflect a light beam
generated by a separate illumination source. The at least one beacon device may permanently
or temporarily be attached to the user in a direct or indirect way and/or may be carried or held
by the user. The attachment may take place by using one or more attachment means and/or by
the user himself or herself, such as by the user holding the at least one beacon device by hand
and/or by the user wearing the beacon device.

Additionally or alternatively, the beacon devices may be at least one of attached to an object
and integrated into an object held by the user, which, in the sense of the present invention, shall
be included into the meaning of the option of the user holding the beacon devices. Thus, as will
be outlined in further detail below, the beacon devices may be attached to or integrated into a
control element which may be part of the human-machine interface and which may be held or
carried by the user, and of which the orientation may be recognized by the detector device.
Thus, generally, the present invention also refers to a detector system comprising at least one
detector device according to the present invention and which, further, may comprise at least
one object, wherein the beacon devices are one of attached to the object, held by the object
and integrated into the object. As an example, the object preferably may form a control element,
the orientation of which may be recognized by a user. Thus, the detector system may be part of
the human-machine interface as outlined above or as outlined in further detail below. As an ex-
ample, the user may handle the control element in a specific way in order to transmit one or
more items of information to a machine, such as in order to transmit one or more commands to
the machine.

Alternatively, the detector system may be used in other ways. Thus, as an example, the object
of the detector system may be different from a user or a body part of the user and, as an exam-
ple, may be an object which moves independently from the user. As an example, the detector
system may be used for controlling apparatuses and/or industrial processes, such as manufac-
turing processes and/or robotics processes. Thus, as an example, the object may be a machine
and/or a machine part, such as a robot arm, the orientation of which may be detected by using
the detector system.

The human-machine interface may be adapted in such a way that the detector device generates
at least one item of information on the position of the user or of at least one body part of the
user. Specifically in case a manner of attachment of the at least one beacon device to the user
is known, by evaluating the position of the at least one beacon device, at least one item of in-
formation on a position and/or an orientation of the user or of a body part of the user may be
gained.

The beacon device preferably is one of a beacon device attachable to a body or a body part of
the user and a beacon device which may be held by the user. As outlined above, the beacon
device may fully or partially be designed as an active beacon device. Thus, the beacon device
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may comprise at least one illumination source adapted to generate at least one light beam to be
transmitted to the detector, preferably at least one light beam having known beam properties.
Additionally or alternatively, the beacon device may comprise at least one reflector adapted to
reflect light generated by an illumination source, thereby generating a reflected light beam to be
transmitted to the detector.

The object, which may form part of the detector system, may generally have an arbitrary shape.
Preferably, the object being part of the detector system, as outlined above, may be a control
element which may be handled by a user, such as manually. As an example, the control ele-
ment may be or may comprise at least one element selected from the group consisting of: a
glove, a jacket, a hat, shoes, trousers and a suit, a stick that may be held by hand, a bat, a club,
a racket, a cane, a toy, such as a toy gun. Thus, as an example, the detector system may be
part of the human-machine interface and/or of the entertainment device.

As used herein, an entertainment device is a device which may serve the purpose of leisure
and/or entertainment of one or more users, in the following also referred to as one or more
players. As an example, the entertainment device may serve the purpose of gaming, preferably
computer gaming. Thus, the entertainment device may be implemented into a computer, a
computer network or a computer system or may comprise a computer, a computer network or a
computer system which runs one or more gaming software programs.

The entertainment device comprises at least one human-machine interface according to the
present invention, such as according to one or more of the embodiments disclosed above
and/or according to one or more of the embodiments disclosed below. The entertainment device
is designed to enable at least one item of information to be input by a player by means of the
human-machine interface. The at least one item of information may be transmitted to and/or
may be used by a controller and/or a computer of the entertainment device. The at least one
item of information preferably may comprise at least one command adapted for influencing the
course of a game. Thus, as an example, the at least one item of information may include at
least one item of information on at least one orientation of the player and/or of one or more body
parts of the player, thereby allowing for the player to simulate a specific position and/or orienta-
tion and/or action required for gaming. As an example, one or more of the following movements
may be simulated and communicated to a controller and/or a computer of the entertainment
device: dancing; running; jumping; swinging of a racket; swinging of a bat; swinging of a club;
pointing of an object towards another object, such as pointing of a toy gun towards a target.

The entertainment device as a part or as a whole, preferably a controller and/or a computer of
the entertainment device, is designed to vary the entertainment function in accordance with the
information. Thus, as outlined above, a course of a game might be influenced in accordance
with the at least one item of information. Thus, the entertainment device might include one or
more controllers which might be separate from the evaluation device of the at least one detector
and/or which might be fully or partially identical to the at least one evaluation device or which
might even include the at least one evaluation device. Preferably, the at least one controller
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might include one or more data processing devices, such as one or more computers and/or mi-
crocontrollers.

As further used herein, a tracking system is a device which is adapted to gather information on
a series of past positions of the at least one object and/or at least one part of the object. Addi-
tionally, the tracking system may be adapted to provide information on at least one predicted
future position and/or orientation of the at least one object or the at least one part of the object.
The tracking system may have at least one track controller, which may fully or partially be em-
bodied as an electronic device, preferably as at least one data processing device, more prefe-
rably as at least one computer or microcontroller. Again, the at least one track controller may
fully or partially comprise the at least one evaluation device and/or may be part of the at least
one evaluation device and/or may fully or partially be identical to the at least one evaluation de-
vice.

The tracking system comprises at least one detector according to the present invention, such as
at least one detector as disclosed in one or more of the embodiments listed above and/or as
disclosed in one or more of the embodiments below. The tracking system further comprises at
least one track controller. The track controller is adapted to track a series of positions of the
object at specific points in time, such as by recording groups of data or data pairs, each group
of data or data pair comprising at least one position information and at least one time infor-
mation.

The tracking system may further comprise the at least one detector system according to the
present invention. Thus, besides the at least one detector and the at least one evaluation device
and the optional at least one beacon device, the tracking system may further comprise the ob-
ject itself or a part of the object, such as at least one control element comprising the beacon
devices or at least one beacon device, wherein the control element is directly or indirectly at-
tachable to or integratable into the object to be tracked.

The tracking system may be adapted to initiate one or more actions of the tracking system itself
and/or of one or more separate devices. For the latter purpose, the tracking system, preferably
the track controller, may have one or more wireless and/or wire-bound interfaces and/or other
types of control connections for initiating at least one action. Preferably, the at least one track
controller may be adapted to initiate at least one action in accordance with at least one actual
position of the object. As an example, the action may be selected from the group consisting of:
a prediction of a future position of the object; pointing at least one device towards the object;
pointing at least one device towards the detector; illuminating the object; illuminating the detec-
tor.

As an example of application of a tracking system, the tracking system may be used for conti-
nuously pointing at least one first object to at least one second object even though the first ob-
ject and/or the second object might move. Potential examples, again, may be found in industrial
applications, such as in robotics and/or for continuously working on an article even though the
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article is moving, such as during manufacturing in a manufacturing line or assembly line. Addi-
tionally or alternatively, the tracking system might be used for illumination purposes, such as for
continuously illuminating the object by continuously pointing an illumination source to the object
even though the object might be moving. Further applications might be found in communication
systems, such as in order to continuously transmit information to a moving object by pointing a
transmitter towards the moving object.

The proposed devices and methods provide a large number of advantages over known detec-
tors of this kind. Thus, the detector generally may avoid the shortcomings of the known prior art
systems disclosed above. Specifically, the detector may avoid the use of FiP sensors, thereby
allowing for e.g. using simple and cheap and commercially available semiconductor sensors
such as silicon photodiodes. These photodiodes generally do not show a luminance dependen-
¢y, and the method disclosed above is generally independent from the brightness of the scenery
and/or the brightness of the light spot on the light beam. Consequently, a range of measure-
ment in terms of luminance or total power of the light beam entering the detector is generally
larger in the present invention as compared to many of the devices disclosed above. Further,
the measurement by using the detector according to the present invention is generally inde-
pendent from the target spot size, i.e. from either the size of the object, the size of a light spot
projected on to the object or the size of a beacon device being one or more of attached to the
object, integrated into the object or held by the object.

The detector according to the present invention may be realized as a simple device combining
the functionality of distance measurement or measurement of z-coordinates, with the additional
option of measuring one or more transversal coordinates, thereby integrating the functionality of
a PSD.

The detector specifically may use linear photodetectors, such as the near silicon photodiodes.
The use of a beam splitter is optional but is not generally necessary, which allows for using a
simple optical setup.

The result of the measurement, i.e. the position determined by the detector such as the at least
one longitudinal coordinate, may be rendered widely independent from the brightness of the
scenery and/or the brightness of the object, the brightness of the at least one beacon device,
the brightness of the at least one illumination source or the total power of the light beam propa-
gating from the object to the detector. Further, due to this independence and wide range of
measurement in terms of brightness, reflective objects or non-reflective objects may be used.

When mentioning a range of measurement, the range of measurement may both refer to a
range of brightness which may be used with the detector according to the present invention,
such as a range of total powers of the light beam, or may refer to a range of distances between
the detector and the object which may be measured. Conventional detectors, such as according
to one or more of the documents listed above, are typically limited in both ranges of measure-
ment. The use of the combined signal, as mentioned above, contrarily, provides a wide range of
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a continuously and monotonously decreasing or increasing functions which may be used to de-
termine the longitudinal coordinate from the combined signal. Consequently, a very wide range
of measurement in terms of distance between the object and the detector is given. Similarly,
due to the general independence of the combined signal from the total power of the light beam,
at least as long as no saturation of the optical sensors is reached, the present invention also
provides a very wide range of measurement in terms of brightness, i.e. in terms of total power of
the light beam.

Overall, in the context of the present invention, the following embodiments are regarded as pre-
ferred:

Embodiment 1: A detector for determining a position of at least one object, the detector having
- at least one sensor element having a matrix of optical sensors, the optical sensors each
having a light-sensitive area, wherein each optical sensor is configured to generate at least one
sensor signal in response to an illumination of the light-sensitive area by at least one light beam
propagating from the object to the detector;

- at least one evaluation device configured for evaluating the sensor signals, by

a) determining at least one optical sensor having the highest sensor signal and forming at
least one center signal,

b) evaluating the sensor signals of the optical sensors of the matrix and forming at least one
sum signal,

c) determining at least one combined signal by combining the center signal and the sum
signal; and

d) determining at least one longitudinal coordinate z of the object by evaluating the combined
signal.

Embodiment 2: The detector according to the preceding embodiment, wherein the center signal
is selected from the group consisting of: the highest sensor signal; an average of a group of
sensor signals being within a predetermined range of tolerance from the highest sensor signal;
an average of sensor signals from a group of optical sensors containing the optical sensor ha-
ving the highest sensor signal and a predetermined group of neighboring optical sensors; a sum
of sensor signals from a group of optical sensors containing the optical sensor having the high-
est sensor signal and a predetermined group of neighboring optical sensors; a sum of a group
of sensor signals being within a predetermined range of tolerance from the highest sensor sig-
nal; an average of a group of sensor signals being above a predetermined threshold; a sum of a
group of sensor signals being above a predetermined threshold; an integral of sensor signals
from a group of optical sensors containing the optical sensor having the highest sensor signal
and a predetermined group of neighboring optical sensors; an integral of a group of sensor sig-
nals being within a predetermined range of tolerance from the highest sensor signal; an integral
of a group of sensor signals being above a predetermined threshold.

Embodiment 3: The detector according to any one of the preceding embodiments, wherein the
detector, specifically the evaluation device, is configured for transforming the sensor signals of
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the optical sensor, thereby generating secondary optical sensor signals, wherein the evaluation
device is configured for performing steps a)-d) by using the secondary optical sensor signals.

Embodiment 4: The detector according to the preceding embodiment, wherein the transforming
of the sensor signals comprises at least one transformation selected from the group consisting
of: a filtering; a selection of at least one region of interest; a formation of a difference image be-
tween an image created by the sensor signals and at least one offset; an inversion of sensor
signals by inverting an image created by the sensor signals; a formation of a difference image
between an image created by the sensor signals at different times; a background correction; a
decomposition into color channels; a decomposition into hue, saturation, and brightness chan-
nels, a frequency decomposition; a singular value decomposition; applying a Canny edge detec-
tor; applying a Laplacian of Gaussian filter; applying a Difference of Gaussian filter; applying a
Sobel operator; applying a Laplace operator; applying a Scharr operator; applying a Prewitt op-
erator; applying a Roberts operator; applying a Kirsch operator; applying a high-pass filter; ap-
plying a low-pass filter; applying a Fourier transformation; applying a Radon-transformation;
applying a Hough-transformation; applying a wavelet-transformation; a thresholding; creating a
binary image.

Embodiment 5: The detector according to any one of the preceding embodiments, wherein the
evaluation device comprises at least one center detector for detecting the at least one highest
sensor signal and/or for forming the center signal.

Embodiment 6: The detector according to the preceding embodiment, wherein the center detec-
tor is fully or partially integrated into the sensor element.

Embodiment 7: The detector according to any one of the two preceding embodiments, wherein
the center detector is fully or partially embodied in one or both of software or hardware.

Embodiment 8: The detector according to any one of the preceding embodiments, wherein the
sum signal is selected from the group consisting of: an average over all sensor signals of the
matrix; a sum of all sensor signals of the matrix; an integral of all sensor signals of the matrix;
an average over all sensor signals of the matrix except for sensor signals from those optical
sensors contributing to the center signal; a sum of all sensor signals of the matrix except for
sensor signals from those optical sensors contributing to the center signal; an integral of all
sensor signals of the matrix except for sensor signals from those optical sensors contributing to
the center signal; a sum of sensor signals of optical sensors within a predetermined range from
the optical sensor having the highest sensor signal; an integral of sensor signals of optical sen-
sors within a predetermined range from the optical sensor having the highest sensor signal; a
sum of sensor signals above a certain threshold of optical sensors being located within a prede-
termined range from the optical sensor having the highest sensor signal; an integral of sensor
signals above a certain threshold of optical sensors being located within a predetermined range
from the optical sensor having the highest sensor signal.

Embodiment 9: The detector according to the preceding embodiment, wherein the evaluation
device comprises at least one summing device for forming the sum signal.
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Embodiment 10: The detector according to the preceding embodiment, wherein the summing
device is fully or partially integrated into the sensor element.

Embodiment 11: The detector according to any one of the two preceding embodiments, wherein
the summing device is fully or partially embodied in one or both of software or hardware.

Embodiment 12: The detector according to any one of the preceding embodiments, wherein the
combined signal is a combined signal Q, derived by one or more of: forming a quotient of the
center signal and the sum signal or vice versa; forming a quotient of a multiple of the center
signal and a multiple of the sum signal or vice versa; forming a quotient of a linear combination
of the center signal and a linear combination of the sum signal or vice versa; forming a quotient
of a first linear combination of the center signal and the sum signal and a second linear combi-
nation of the center signal and the sum signal.

Embodiment 13: The detector according to any one of the preceding embodiments, wherein the
evaluation device is configured for deriving the combined signal Q by

” E(x,y;z,)dxdy

wherein x and y are transversal coordinates, A1 and A2 are areas of the beam profile at the
sensor position, and E(x,y,z.) denotes the beam profile given at the object distance z.

Embodiment 14: The detector according to any one of the preceding embodiments, wherein the
evaluation device is configured for using at least one predetermined relationship between the
combined signal Q and the longitudinal coordinate for determining the longitudinal coordinate.

Embodiment 15: The detector according to the preceding embodiment, wherein the predeter-
mined relationship is one or more of an empiric relationship, a semi-empiric relationship and an
analytically derived relationship.

Embodiment 16: The detector according to any one of the two preceding embodiments, wherein
the evaluation device comprises at least one data storage device for storing the predetermined
relationship.

Embodiment 17: The detector according to any one of the four preceding embodiments, where-
in the evaluation device comprises at least one divider, wherein the divider is configured for de-
riving the combined signal.

Embodiment 18: The detector according to the preceding embodiment, wherein the divider is
fully or partially embodied as one or both of a software divider or a hardware divider.
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Embodiment 19: The detector according to any one of the two preceding embodiments, wherein
the divider is fully or partially integrated into the sensor element.

Embodiment 20: The detector according to any one of the preceding embodiments, wherein the
optical sensors are photodetectors, preferably inorganic photodetectors, more preferably inor-
ganic semiconductor photodetectors, most preferably silicon photodetectors.

Embodiment 21: The detector according to any one of the preceding embodiments, wherein the
optical sensors are sensitive in the infrared spectral range.

Embodiment 22: The detector according to any one of the preceding embodiments, wherein the
matrix comprises one or both of a CCD detector, preferably a CCD detector chip, or a CMOS
detector, preferably a CMOS detector chip.

Embodiment 23: The detector according to any one of the preceding embodiments, wherein the
matrix is a rectangular matrix having at least one row, preferably a plurality of rows, and a plu-
rality of columns.

Embodiment 24: The detector according to the preceding embodiment, wherein the rows and
columns are oriented essentially perpendicular.

Embodiment 25: The detector according to any one of the two preceding embodiments, wherein
the matrix has at least 10 rows, preferably at least 50 rows, more preferably at least 100 rows.

Embodiment 26: The detector according to any one of the three preceding embodiments,
wherein the matrix has at least 10 columns, preferably at least 50 columns, more preferably at
least 100 columns.

Embodiment 27: The detector according to any one of the preceding embodiments, wherein the
matrix comprises at least 50 optical sensors, preferably at least 100 optical sensors, more pre-
ferably at least 500 optical sensors.

Embodiment 28: The detector according to any one of the four preceding embodiments, where-
in the ratio of the number of rows and the number of columns is close to 1 preferable larger than
1:3, more preferably larger than 1:2.

Embodiment 29: The detector according to any one of the preceding embodiments, wherein the
sensor element is oriented essentially perpendicular to an optical axis of the detector.

Embodiment 30: The detector according to any one of the preceding embodiments, wherein the
optical sensors each have, at least within a range of measurement, a linear signal characteristic
such that the respective sensor signals are dependent on the total power of illumination of the
respective optical sensor.

Embodiment 31: The detector according to any one of the preceding embodiments, wherein the
detector further comprises an illumination source for illuminating the object.
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Embodiment 32: The detector according to the preceding embodiment, wherein the illumination
source is configured for generating an illuminating light beam for illuminating the object, wherein
the detector is configured such that the illuminating light beam propagates from the detector
towards the object along an optical axis of the detector.

Embodiment 33: The detector according to the preceding embodiment, wherein the detector
comprises at least one reflective element, preferably at least one prism, for deflecting the illumi-
nating light beam onto the optical axis.

Embodiment 34: The detector according to any one of the three preceding embodiments,
wherein the illumination source is adapted to generate at least one illumination pattern for illu-
mination of the object, wherein the illumination pattern comprises at least one pattern selected
from the group consisting of: at least one point pattern, in particular a pseudo-random point pat-
tern or a random point pattern; at least one Sobol pattern; at least one quasiperiodic pattern; at
least one pattern comprising at least one pre-known feature; at least one regular pattern; at
least one triangular pattern; at least one hexagonal pattern, in particular a rotated hexagonal
pattern and/or a displaced hexagonal pattern; at least one rectangular pattern at least one pat-
tern comprising convex uniform tilings.

Embodiment 35: The detector according to the preceding embodiment, wherein the optical sen-
sors are adapted to determine at least one reflection pattern, wherein the evaluation device is
adapted to select at least one feature of the reflection pattern and to determine the longitudinal
coordinate z of the selected feature of the reflection pattern by evaluating the combined signal
Q.

Embodiment 36: The detector according to any one of the preceding embodiments, wherein the
detector further comprises at least one transfer device, the transfer device being adapted to
guide the light beam onto the optical sensors.

Embodiment 37: The detector according to the preceding embodiment, wherein the transfer
device comprises one or more of: at least one lens, for example at least one lens selected from
the group consisting of at least one focus-tunable lens, at least one aspheric lens, at least one
spheric lens, at least one Fresnel lens; at least one diffractive optical element; at least one con-
cave mirror; at least one beam deflection element, preferably at least one mirror; at least one
beam splitting element, preferably at least one of a beam splitting cube or a beam splitting mir-
ror; at least one multi-lens system.

Embodiment 38: The detector according to any one of the preceding embodiments, wherein the
evaluation device is further configured for determining at least one transversal coordinate of the
object by evaluating a transversal position of the at least one optical sensor having the highest
sensor signal.

Embodiment 39: The detector according to any one of the preceding embodiments, wherein the
evaluation device is configured for distinguishing different light beams having different modula-
tions.
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Embodiment 40: The detector according to any one of the preceding embodiments, wherein the
detector comprises at least one illumination source, wherein the illumination source is adapted
to illuminate the object with at least one illumination light beam, wherein the illumination source
is arranged such that a direction of propagation of the illumination light beam is essentially par-
allel to the optical axis.

Embodiment 41: The detector according to any one of the preceding embodiments, wherein the
detector comprises the at least one illumination source, wherein the illumination source and the
optical axis are separated by a small baseline.

Embodiment 42: A detector system for determining a position of at least one object, the detector
system comprising at least one detector according to any one of the preceding embodiments,
the detector system further comprising at least one beacon device adapted to direct at least one
light beam towards the detector, wherein the beacon device is at least one of attachable to the
object, holdable by the object and integratable into the object.

Embodiment 43: A human-machine interface for exchanging at least one item of information
between a user and a machine, wherein the human-machine interface comprises at least one
detector system according to the preceding embodiment, wherein the at least one beacon de-
vice is adapted to be at least one of directly or indirectly attached to the user and held by the
user, wherein the human-machine interface is designed to determine at least one position of the
user by means of the detector system, wherein the human-machine interface is designed to
assign to the position at least one item of information.

Embodiment 44: An entertainment device for carrying out at least one entertainment function,
wherein the entertainment device comprises at least one human-machine interface according to
the preceding embodiment, wherein the entertainment device is designed to enable at least one
item of information to be input by a player by means of the human-machine interface, wherein
the entertainment device is designed to vary the entertainment function in accordance with the
information.

Embodiment 45: A tracking system for tracking a position of at least one movable object, the
tracking system comprising at least one detector system according to any one of the preceding
embodiments referring to a detector system, the tracking system further comprising at least one
track controller, wherein the track controller is adapted to track a series of positions of the object
at specific points in time.

Embodiment 46: A scanning system for determining a depth profile of a scenery, the scanning
system comprising at least one detector according to any of the preceding embodiments refer-
ring to a detector, the scanning system further comprising at least one illumination source
adapted to scan the scenery with at least one light beam.

Embodiment 47: A camera for imaging at least one object, the camera comprising at least one
detector according to any one of the preceding embodiments referring to a detector.
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Embodiment 48: An inertial measurement unit for use in an electronic device, wherein the iner-
tial measurement unit is adapted to receive data determined by at least one detector according
to any one of the preceding embodiment referring to a detector, wherein the inertial measure-
ment unit further is adapted to receive data determined by at least one further sensor selected
from the group consisting of: a wheel speed sensor, a turn rate sensor, an inclination sensor, an
orientation sensor, a motion sensor, a magneto hydro dynamic sensor, a force sensor, an angu-
lar sensor, an angular rate sensor, a magnetic field sensor, a magnetometer, an accelerometer;
a gyroscope, wherein the inertial measurement unit is adapted to determine by evaluating the
data from the detector and the at least one further sensor at least one property of the electronic
device selected from the group consisting of: position in space, relative or absolute motion, rota-
tion, acceleration, orientation, angle position, inclination, turn rate, speed.

Embodiment 49: A method for determining a position of at least one object by using at least one
detector, the method comprising the following steps:

- illuminating at least one sensor element of the detector with at least one light beam prop-
agating from the object to the detector, the detector having a matrix of optical sensors, the opti-
cal sensors each having a light-sensitive area, wherein each optical sensor generates at least
one sensor signal in response to the illumination;

- evaluating the sensor signals, by

a) determining at least one optical sensor having the highest sensor signal and forming at
least one center signal,

b) evaluating the sensor signals of the optical sensors of the matrix and forming at least one
sum signal,

c) determining at least one combined signal by combining the center signal and the sum
signal; and

d) determining at least one longitudinal coordinate z of the object by evaluating the combined
signal.

Embodiment 50: The method according to the preceding embodiment, wherein the combined
signal is a combined signal Q, derived by one or more of: forming a quotient of the center signal
and the sum signal or vice versa; forming a quotient of a multiple of the center signal and a mul-
tiple of the sum signal or vice versa; forming a quotient of a linear combination of the center
signal and a linear combination of the sum signal or vice versa; forming a quotient of a first line-
ar combination of the center signal and the sum signal and a second linear combination of the
center signal and the sum signal.

Embodiment 51: The method according to the preceding embodiment, wherein the determining
the longitudinal coordinate comprises evaluating the combined signal Q, wherein the evaluating
the combined signal comprises using at least one predetermined relationship between the com-
bined signal Q and the longitudinal coordinate for determining the longitudinal coordinate.

Embodiment 52: The method according to any one of the preceding method embodiments,
wherein the method comprises using the detector according to any one of the preceding claims
referring to a detector.
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Embodiment 53: A use of the detector according to any one of the preceding embodiments re-
lating to a detector, for a purpose of use, selected from the group consisting of: a position
measurement in traffic technology; an entertainment application; a security application; a sur-
veillance application; a safety application; a human-machine interface application; a tracking
application; a photography application; a logistics application; a machine vision application; a
robotics application; a quality control application; a manufacturing application.

Brief description of the figures

Further optional details and features of the invention are evident from the description of pre-
ferred exemplary embodiments which follows in conjunction with the dependent claims. In this
context, the particular features may be implemented in an isolated fashion or in combination
with other features. The invention is not restricted to the exemplary embodiments. The exempla-
ry embodiments are shown schematically in the figures. Identical reference numerals in the in-
dividual figures refer to identical elements or elements with identical function, or elements which
correspond to one another with regard to their functions.

Specifically, in the figures:

Figures 1 and 2 show different embodiments of a detector according to the present invention;

Figure 3  shows an example of a light spot on a matrix of optical sensors and the evaluation
thereof;

Figure 4  shows an exemplary embodiment of a detector according to the present invention; a
detector system, a human machine interface, an entertainment device, a tracking system, a
scanning system and a camera;

Figure 5 shows an exemplary embodiment of a combined signal Q as a function of a longitu-
dinal coordinate z, for various illumination intensities; and

Figures 6A and 6B show a modification of the embodiment of Figure 2, with an off-axis illu-
mination light beam;

Figures 6C and 6D show a comparison of two experimental setups using a detector setup
according to Figure 6A with a Bi-cell as optical sensors and experimental results;

Figures 7A and 7B show a further exemplary embodiment of a detector according to the
present invention with a small baseline;

Figure 8 shows an embodiment of determining a longitudinal coordinate z using a line pat-
tern;
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Figures 9A and B show a defocused beam profile subdivided into cross-sections along
lines of a certain angle 8 and with a distance w from the origin of ordinates and Radon trans-
formation different image regions on a matrix of optical sensors;

Figures 10A to C show three embodiments of a hexagonal illumination pattern; and

Figure 11 shows an embodiment of a scanning device.

Detailed description of the embodiments

In Figure 1, a schematic view of an embodiment of a detector 110 for determining a position of
at least one object 112 is depicted. In this case, the object 112 comprises a beacon device 114,
from which a light beam 116 propagates towards a sensor element 118. The sensor element
118 comprises a matrix 120 of optical sensors 122, each optical sensor 122 having a light-
sensitive area 124 facing the object 112. The light beam 116, as an example, may propagate
along an optical axis 126 of the detector 110. Other embodiments, however, are feasible. The
optical detector 110, further, may comprise at least one transfer device 128, such as at least
one lens and/or at least one lens system, specifically for beam shaping. Consequently, the light
beam 116 may be focused, such as in one or more focal points 130, and a beam width of the
light beam 116 may depend on a longitudinal coordinate z of the object 112, such as on a dis-
tance between the detector 110 and the beacon device 114 and/or the object 112. For details of
this beam width dependency on the longitudinal coordinate, reference may be made to one or
more of the above-mentioned prior art documents, such as to one or more of WO 2012/110924
A1 and/or WO 2014/097181 A1.

As can be seen in Figure 1, the light beam 116 generates a light spot 132 on the matrix 120. In
Figure 3, an exemplary view of the light spot 132 on the matrix 120 is shown. As can be seen, in
this exemplary embodiment, the matrix 120 specifically may be a rectangular matrix, with rows
numbered by "i", from 1 to n, and with columns, denoted by "j", from 1 to m, with n, m being in-
tegers. The center of the light spot 132, in this exemplary embodiment, is located in the sensor
element denoted by i*, j*. The optical sensors 122 may provide sensor signals s; to an evalua-
tion device 134 which, out of the sensor signals, determines at least one center signal, denoted
symbolically by si. As outlined in further detail above, for generating the center signal, the
evaluation device 134 may comprise at least one center detector 136. As an example, the cen-
ter detector simply may determine the maximum sensor signal out of the plurality of sensor sig-
nals generated by the optical sensors 122. Alternative methods are feasible. Thus, as an exam-
ple, instead of determining a single maximum optical sensor signal, a plurality of sensor signals
may be used for generating the center signal. Thus, as an example, neighboring optical sensors
which are adjacent to the optical sensor i*, j* may contribute to the center signal, such as optical
sensors with the coordinates i*-1, ..., i*+1 and j*-1, ..., j*+1. These coordinates, in the simple
exemplary embodiment, may form a square around the optical sensor i*, j*. Instead of a square
having a side length of 3, as in this embodiment, other environments around the optical sensor
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having the highest sensor signal may be used. Further, additionally or alternatively, the center
signal may be generated by adding up and/or averaging over sensor signals within a certain
range from the maximum sensor signal which may for example be beneficial to the measure-
ment precision concerning noise such as pixel noise. Further, additionally or alternatively, for
the determination of the center signal or sum signal, image processing technigues such as sub-
pixel processing, interpolation, normalization or the like may be employed. Other alternatives
are feasible. For example, the beam profile may be a trapezoid beam profile and the evaluation
device 134 may be adapted to determine an integral of the trapezoid, in particular of a plateau
of the trapezoid. Further, when trapezoid beam profiles may be assumed, the evaluation device
134 may be adopted to determine the sum and center signals by equivalent evaluations making
use of properties of the trapezoid beam profile such as determination of the slope and position
of the edges and of the height of the central plateau and deriving edge and center signals by
geometric considerations.

Further, the evaluation device 134 is configured for determining at least one sum signal out of
the sensor signals of the matrix 120. For this purpose, the evaluation device 134 may comprise
at least one summing device 138. The summing device 138 may be configured for adding up,
integrating or averaging over the sensor signals of the entire matrix 120, of a region of interest
within the matrix 120, each option with or without the optical sensors from which the center sig-
nal is generated. Thus, in the exemplary embodiment shown in Figure 3, the summing device is
simply configured for summing over the sensor signals s; of the entire matrix 120, except for the
center optical detector with the coordinates i*, j*. Other options, however, are feasible.

The evaluation device 134 further is configured for forming at least one combined signal out of
the center signal and the sum signal. For this purpose, the evaluation device 134, as an exam-
ple, may comprise at least one combining device 140, such as at least one divider 142. As a
very simple embodiment, a quotient Q may be formed, by dividing the center signal by the sum
signal or vice versa. Other options are feasible and are given above.

Finally, the evaluation device 134 is configured for determining at least one longitudinal coordi-
nate z of the object by evaluating the combined signal. For this purpose, the evaluation device
may comprise at least one further component, such as at least one evaluation component,
which is not depicted in the figures. It shall be noted that the components of the evaluation de-
vice 134 shown in Figure 3 may fully or partially be embodied in hardware and/or software. Fur-
ther, the components may fully or partially be embodied as independent or separate compo-
nents, and/or may fully or partially be embodied as components which are integrated into the
sensor element 118.

The embodiment of Figure 3 further shows that, in addition to the longitudinal coordinate z, at
least one item of information on a transversal coordinate of the object 112 and/or the beacon
device 114 may be generated. Thus, the coordinates i* and j* provide additional items of infor-
mation on a transversal position of the object 112 and/or the beacon device 114. In the setup of
Figure 1, the beacon device 114, for the sake of simplicity, is positioned in the center, i.e. on the
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optical axis 126. In this case, the light spot 132 is likely to be centered in the middle of the ma-
trix 120. In the embodiment shown in Figure 3, however, as can easily be detected, the light
spot 132 is off-centered. This off-centering is characterized by the coordinates i*, j*. By using
known optical relationships between this off-centering and a transversal position of the object
112 and/or the beacon device 114, such as by using the lens equation, at least one transversal
coordinate of the object 112 and/or the beacon device 114 may be generated. This option is
also shown in the exemplary embodiment of Figure 3.

In Figure 2, a modification of the embodiment of Figure 1 is shown, which forms an alternative
detector 110. The alternative embodiment of the detector 110 widely corresponds to the embo-
diment shown in Figure 1. Instead of using an active beacon device 114 with light-emitting
properties for generating the light beam 116, however, the detector 110 itself comprises at least
one illumination source 144. The illumination source 144, as an example, may comprise at least
one laser, whereas, in Figure 1, as an example, the beacon device 114 may comprise a light-
emitting diode (LED). Other embodiments, however, are feasible. The illumination source 144
may be configured for generating at least one illumination light beam 146 for fully or partially
illuminating the object 112. The illumination light beam 146 is fully or partially reflected by the
object 112 and travels back towards the detector 110, thereby forming the light beam 116.

As shown in Figure 2, as an example, the illumination light beam 146 may be parallel to the op-
tical axis 126 of the detector 110. Other embodiments, i.e. off-axis illumination and/or illumina-
tion at an angle, are feasible, too, as will be shown in the context of Fig. 6A and 6B below. In
order to provide an on-axis illumination, as shown in Figure 2, as an example, one or more re-
flective elements 148 may be used, such as one or more prisms and/or mirrors, such as dichro-
itic mirrors, such as movable mirrors or movable prisms.

Apart from these modifications, the setup of the embodiment in Figure 2 corresponds to the set-
up in Figure 1. Thus, again, an evaluation device 134 may be used, having e.g. at least one
divider 142 for forming the combined signal Q, and, as an example, at least one position evalua-
tion device 143, for deriving the at least one longitudinal coordinate z from the combined signal
Q and/or another type of combined signal. It shall be noted that the evaluation device 134,
again, may fully or partially be embodied in hardware and/or software. Thus, as an example,
one or more of components 136, 138, 140, 142, 143 may fully or partially be embodied by ap-
propriate software components and/or may fully or partially be embodied by hardware compo-
nents.

The optical sensors 122 of the matrix 120, as an example, may be pixels of a pixelated optical
sensor, such as a CCD and/or a CMOS sensor chip. Thus, as an example, the optical sensors
122 may have a side length and/or an equivalent diameter in the range of a few micrometers to
several hundred micrometers. It shall be noted, however, that larger pixels or optical sensors
122 may be used. Further, instead of using an integrated sensor element 118 such as a CCD
and/or CMOS sensor chip, non-integrated matrices may be used.
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Figure 4 shows, in a highly schematic illustration, an exemplary embodiment of a detector 110,
e.g. according to the embodiments in Figures 1 or 2. The detector 110, specifically, may be em-
bodied as a camera 149 and/or may be part of a camera 149. The camera 149 may be made
for imaging, specifically for 3D imaging, and may be made for acquiring standstill images and/or
image sequences such as digital video clips. Other embodiments are feasible.

Figure 4 further shows an embodiment of a detector system 150, which, besides the at least
one detector 110, comprises one or more beacon devices 114, which, in this example, may be
attached to and/or integrated into an object 112, the position of which shall be detected by using
the detector 110. Figure 4 further shows an exemplary embodiment of a human-machine inter-
face 151, which comprises the at least one detector system 150 and, further, an entertainment
device 152, which comprises the human-machine interface 151. The figure further shows an
embodiment of a tracking system 153 for tracking a position of the object 112, which comprises
the detector system 150. The components of the devices and systems shall be explained in
further detail below.

Figure 4 further shows an exemplary embodiment of a scanning system 154 for scanning a
scenery comprising the at least one object 112, such as for scanning the object 112 and/or for
determining at least one position of the at least one object 112. The scanning system 154 com-
prises the at least one detector 110 and, further, optionally, the at least one illumination source
136 as well as, optionally, at least one further illumination source 136, which is not shown. The
illumination source 136, generally, may be configured to emit the at least one illumination light
beam 138, such as for illumination of at least one dot, e.g. a dot located on one or more of the
positions of the beacon devices 114 and/or on a surface of the object 112. It shall be noted,
however, that an active beacon device, as e.g. shown in the setup of Figure 1, may also be
used, and, thus, that setups with no integrated illumination source 136 are also feasible. The
scanning system 134 may be designed to generate a profile of the scenery including the object
112 and/or a profile of the object 112 and/or may be designed to generate at least one item of
information about the distance between the at least one dot and the scanning system 154, spe-
cifically the detector 110, by using the at least one detector 110.

As outlined above, an exemplary embodiment of the detector 110 which may be used in the
setup of Figure 4 is shown in Figures 1 and 2. Thus, the detector 110, besides the sensor ele-
ment 118, comprises the at least one evaluation device 134, having, e.g., the at least one cen-
ter detector 136, the at least one summing device 138, the at least one combining device 140,
the at least one divider 142, the at least one position evaluation device 143 and/or combinations
thereof. These components, which may optionally be present, are symbolically depicted in Fi-
gure 4. The components of the evaluation device 134 may fully or partially be integrated into a
distinct device and/or may fully or partially be integrated into other components of the detector
110. Besides the possibility of fully or partially combining two or more components, one or more
of the components of the evaluation device 134 and one or more of the components of the sen-
sor element 118 may be interconnected by one or more connectors 156 and/or by one or more
interfaces, as symbolically depicted in Figure 4. Further, the one or more connectors 156 may
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comprise one or more drivers and/or one or more devices for modifying or preprocessing sensor
signals. Further, instead of using the at least one optional connector 156, the evaluation device
134 may fully or partially be integrated into one or both of the sensor element 118 and/or into a
housing 158 of the detector 110. Additionally or alternatively, the evaluation device 134 may
fully or partially be designed as a separate device.

In this exemplary embodiment, the object 112, the position of which may be detected, may be
designed as an article of sports equipment and/or may form a control element or a control de-
vice 160, the position of which may be manipulated by a user 162. As an example, the object
112 may be or may comprise a bat, a racket, a club or any other article of sports equipment
and/or fake sports equipment. Other types of objects 112 are possible. Further, the user 162
himself or herself may be considered as the object 112, the position of which shall be detected.

As outlined above, the detector 110 comprises at least the sensor element 118. The sensor
118, wherein one or more of the sensor elements 118 may be provided, may be located inside
the housing 158 of the detector 110. Further, the at least one transfer device 128 may be com-
prised, such as one or more optical systems, preferably comprising one or more lenses.

An opening 164 inside the housing 158, which, preferably, is located concentrically with regard
to the optical axis 126 of the detector 110, preferably defines a direction of view 166 of the de-
tector 110. A coordinate system 168 may be defined, in which a direction parallel or antiparallel
to the optical axis 126, such as parallel or antiparallel to the direction of view 166, may be de-
fined as a transversal direction. In the coordinate system 168, symbolically depicted in Figure 4,
a longitudinal direction is denoted by z, and transversal directions are denoted by x and vy, re-
spectively. Other types of coordinate systems 168 are feasible, such as non-Cartesian coordi-
nate systems.

The detector 110 may comprise the sensor element 118 as well as, optionally, one or more fur-
ther optical sensors. A non-branched beam path may be used or, alternatively, a branched
beam path may be possible, with, e.g., additional optical sensors in one or more additional
beam paths, such as by branching off a beam path for at least one transversal detector or
transversal sensor for determining the transversal coordinates of the object 112 and/or parts
thereof. As outlined above, however, in the context of Figure 3, the at least one transversal
coordinate may also be determined by the sensor element 118 itself, such as by determining
the transversal coordinates of the center of the light spot 132.

One or more light beams 116 are propagating from the object 112 and/or from one or more of
the beacon devices 114, towards the detector 110. The detector 110 is configured for determi-
ning a position of the at least one object 112. For this purpose, as outlined above in the context
of Figures 1 to 3, the evaluation device 134 may be configured to evaluate the sensor signals
provided by the optical sensors 122 of the matrix 120 of the sensor element 118. The detector
110 is adapted to determine a position of the object 112, and the optical sensors 122 are
adapted to detect the light beam 116 propagating from the object 112 towards the detector 110,
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specifically from one or more of the beacon devices 114. In case no illumination source 136 is
used, the beacon devices 114 and/or at least one of these beacon devices 114 may comprise
active beacon devices with an integrated illumination source such as light-emitting diodes. In
case the illumination source 136 is used, the beacon devices do not necessarily have to be ac-
tive beacon devices. Contrarily, a reflective surface of the object 112 may be used, such as in-
tegrated reflective beacon devices 114 having at least one reflective surface. The light beam
116, directly and/or after being modified by the transfer device 128, such as being focused by
one or more lenses, illuminates the sensor element 118. For details of the evaluation, reference
may be made to Figures 1 to 3 above.

As outlined above, the determination of the position of the object 112 and/or a part thereof by
using the detector 110 may be used for providing a human-machine interface 151, in order to
provide at least one item of information to a machine 170. In the embodiments schematically
depicted in Figure 4, the machine 170 may be a computer and/or may comprise a computer.
Other embodiments are feasible. The evaluation device 134 may even be fully or partially inte-
grated into the machine 170, such as into the computer.

As outlined above, Figure 4 also depicts an example of a tracking system 153, configured for
tracking the position of the at least one object 112 and/or of parts thereof. The tracking system
153 comprises the detector 110 and at least one track controller 172. The track controller 172
may be adapted to track a series of positions of the object 112 at specific points in time. The
track controller 172 may be an independent device and/or may fully or partially be integrated
into the machine 170, specifically the computer, as indicated in Figure 4, and/or into the evalua-
tion device 134.

Similarly, as outlined above, the human-machine interface 151 may form part of an entertain-
ment device 152. The machine 170, specifically the computer, may also form part of the enter-
tainment device 152. Thus, by means of the user 162 functioning as the object 112 and/or by
means of the user 162 handling a control device 160 functioning as the object 112, the user 162
may input at least one item of information, such as at least one control command, into the com-
puter, thereby varying the entertainment functions, such as controlling the course of a computer
game.

In Figure 5, experimental data are shown which demonstrate an exemplary embodiment of the
present invention in terms of measurement data. The figure shows a combined signal Q as a
function of a longitudinal coordinate z, given in millimeters, for various illumination intensities.

In order to gain the experimental data shown in Figure 5, an experimental setup was used with
a sensor element 118 formed by a Basler AC 1920-40GC camera, with a transfer device 128
formed by a Nikkor 50 mm lens.

As a beacon device 114, a light-emitting diode (LED) was used, having a central nominal wave-
length of 532 nm. A diffusor was used in front of the LED and a diaphragm, in order to provide a
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well-defined light-emitting area having a diameter of 5 mm. The intensity of the LED was varied,
by varying a drive current of the LED between 5 mA and 150 mA.

In the experiments, the distance z between the LED and the lens was varied from 300 mm to
1700 mm. The signal of the Basler AC 1920-40GC camera was evaluated by the following pro-
cedure. As a center signal, an accumulated signal of an inner circle having a radius of 15 pixels
around the optical axis was determined, with the light spot centered at the optical axis. As a
sum signal, the sum of the signals of all pixels of the camera within the light spot was generat-
ed. A combined signal was formed, by dividing the sum signal by the center signal.

In Figure 5, the solid curves, overlapping, show the combined signal curves for LED currents of
150 mA, 125 mA, 100 mA and 50 mA. As can be seen, there are basically no differences be-
tween these curves, within the whole measurement range. This experiment clearly shows that
the combined signal is widely independent on the total power of the light beam. Only at lower
intensities, the curves may be distinguished. Thus, the dotted curve shows measurements at an
LED current of 25 mA, the dashed-dotted line at an LED current of 10 mA, and the dashed line
at an LED current of 5 mA. Still, even at these low intensities, the measurement curves are very
close to the solid curves, which shows the high tolerances of the measurement.

In Fig. 6A and 6B, an alternative embodiment of the detector 110 is shown which is a modifica-
tion of the setup shown in Fig. 2. Thus, for most elements and optional details as well as further
elements not shown in the schematic Figures 6A and 6B, reference may be made to the de-
scription of Fig. 2 above.

In Figure 2, the illumination light beam 146, as discussed above, preferably travels along the
optical axis 126, i.e. parallel to the optical axis 126 or even on the optical axis 126. In the setup,
the position of the center of the light spot 132 typically does not depend on the z-coordinate of
the object 112, such as on a distance between the object 112 and the detector 110. In other
words, the diameter or equivalent diameter of the light spot 132 changes with the distance be-
tween the object 112 and the detector 110 whereas, typically, the position of the light spot 132
on the matrix 120 does not.

Contrarily, in Fig. 6A and 6B, a setup of the detector 110 is shown in which an illumination light
beam 146 travels off-axis, i.e. one or both of at an angle other than 0° with the optical axis 126
or parallel to the optical axis 126 but shifted from the optical axis 126. This embodiment, as will
be discussed in further detail below, demonstrates that the method according to the present
invention can be further enhanced by increasing the z-dependency of a combined sensor sig-
nal. Thus, in Fig. 6A, a side view is shown with two different positions of the object 112, i.e. a
first position at z4, drawn in solid lines, and a second position at z,, drawn in dashed lines. As
can be seen, the illumination light beam 146 which, as an example, propagates at an angle of 5
°to 30°, e.g. 10° to 20°, with the optical axis 126, hits the object 112 in both cases at different
positions. From these points of the object 112 illuminated by the illumination light beam 146,
light beams 116 propagate towards the detector 110, wherein, again, the light beam 116 for the
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object 112 being located at position z4 is drawn in solid lines, wherein the light beam 116 for the
object 112 being located at position z; is drawn in dashed lines.

In Fig. 6B, the matrix 120 is shown in an enlarged fashion. As can be seen in this setup, the
position of the light spot 132 moves with the longitudinal position z of the object 112. Thus, not
only is the size of the light spot 132 affected by the longitudinal position z but also is the position
on the matrix 120 of the light spot 132 changed. In Fig. 6B, this movement of the light spot 132
is denoted by arrow z.

Consequently, by this movement of the light spot 132, the z-dependency of a combined signal
taking into account at least two sensor signals of the optical sensor 122 may be increased.

In the situation shown in Fig. 2, the position of the light spot 132 does not depend on z. With a
change in z, depending on the optical situation, the spot will become larger or smaller, such as
by becoming more diffuse or more focused. In case the spot size increases and the spot be-
comes more diffuse such that the combined signal Q =Scenter/Ssum decreases.

Contrarily, in the situation of Fig. 6A, both the size and the position of the light spot 132 are de-
pendent on the z-coordinate. Thus, the tendency of the z-dependency of the combined signal
such as the combined signal Q will be increased. In the situation of Figure 2, depending on the
z-coordinate, the sensor signal of at least one optical sensor of the matrix will increase and sim-
ultaneously the sensor signal of at least one different sensor will decrease, resulting in the z-
dependent combined signal Q. In the situation of Fig. 6A, the position dependency of the light
spot 132 can result in three different situations depending on the relative position of light source,
optical axis, and sensor, especially in case the center signal and sum signal are determined
from one or more optical sensors, whereas the optical sensors used for determining the center
signal and sum signal are kept fixed, independent of the z-coordinate and/or position of the light
spot: Firstly, the position dependency of the light spot may result in a further decrease of the at
least one decreasing sensor signal depending on the z-coordinate, while, simultaneously, the
position dependency of the light spot may result in a further increase of the at least one de-
creasing sensor signal depending on the z-coordinate compared to the situation in Figure 2.
Secondly, the position dependency of the light spot may result in a reduced decrease or even
increase of the at least one decreasing sensor signal depending on the z-coordinate, while,
simultaneously, the position dependency of the light spot may result in a reduced increase or
even decrease of the at least one decreasing sensor signal depending on the z-coordinate
compared to the situation in Figure 2. Thirdly, the position dependency of the light spot may be
as such that the z-dependence of the sensor signals is largely unchanged compared to the situ-
ation in Figure 2. However, according to the present invention, object distance is not determined
from the position of the light spot on a sensor as done in triangulation methods. Instead, move-
ment of the light spot 132 on the matrix 120 may be used to enhance dynamic of the sensor
signals and or the resulting combined signal Q which may result in an enhanced dynamic of the
z-dependency.
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Figure 6C shows a comparison of two experimental setups using a detector setup according to
Figure 6A with a Bi-cell as optical sensors 120 with two light sensitive areas. In a first experi-
mental setup, depending on the relative position of the illumination light source, the optical axis
and the sensor, the light spot 132 may move in parallel to the linear boundary of the two optical
sensors 120 of the Bi-cell along a direction of movement 174 in dependence of the object dis-
tance. Since the direction of movement 174 of the light spot 132 is in parallel to the linear
boundary of the two light sensitive areas in dependence of the object distance, the resulting
sensor signals are identical to a situation with no movement of the light spot 132 depending on
object distance as shown in Figure 2. In a second experimental setup, depending on the relative
position of the illumination light source, the optical axis and the sensor, the light spot 132 may
move as such that the distance of the center of the light spot 132 to the boundary of the two
optical sensors 120 of the Bi-cell changes in dependence of the object distance such as a
movement orthogonal to the boundary of the two optical sensors 120 such as a movement
along a direction of movement 176 in dependence of the object distance. The detector setup
allowing movement of the light spot 132 may be a modification of the setup shown in Figure 6A.
Thus, for most elements and optional details as well as further elements, reference may be
made to the description of Fig. 6A above. In Figure 6C, the optical sensors 120 may be 1x2 ma-
trix.

Figure 6D shows experimental results of the comparison of the two experimental setups using a
detector setup according to Figure 6A, allowing movement of the light spot 132 according to
Figure 6C with movement of the light spot depending on the object distance along directions of
movement 174 and 176. Curve 178 shows the dependency of quotient Q on the longitudinal
coordinate z for the detector setup allowing movement of the light spot 132 along a direction of
movement 174 as shown in Figure 6C which is in parallel to the boundary of the optical sensors
of the Bi-Cell and, which is a situation equivalent to Figure 2 without a movement of the light
spot depending on the object distance. Curve 180 shows the dependency of quotient Q on the
longitudinal coordinate z for the detector setup according to Figure 6A and using a detector set-
up allowing movement of the light spot 186 with movement of the light spot 132 according to
Figure 6C with movement of the light spot depending on the object distance along a direction of
movement 176. The experimental setup was as follows: The optical sensors 122 may be a 1x2
matrix, in particular a Si-Bi-Cell. The illumination source 144 may be a 950 nm laser with a spot
size of 4 mm. The transfer device 128 may have a focal length of 20 mm, e.g. a lens available
as Thorlabs Asphere, f= 20 mm. The distance of the object 112 was varied from 0 to 3000 mm.
Determination of the longitudinal coordinate z may be possible without allowing movement of
the light spot 132. In particular, according to the present invention, movement of the light spot
may not be essential for determination of the longitudinal coordinate z. With the detector setup
allowing movement of the light spot 132 along a direction 174 or without any movement deter-
mination of object distance is possible at very small distance, whereas with movement along a
direction 176 determination of object distance is possible for object distance such as distances
greater than 500mm.



10

15

20

25

30

35

40

WO 2018/091649 PCT/EP2017/079577
86

Figures 7A and 7B show an exemplary embodiment of a detector 110 with a small baseline 182.
Figure 7A shows a side view of the detector 110. The detector 110 may comprise the at least
one illumination source 144. The illumination source 144 may be adapted to illuminate the ob-
ject 112 with at least one illumination light beam 146. The illumination light beam 146 may be
fully or partially reflected by the object and may travel back towards the optical sensor 122. The
illumination source 144 may be arranged such that a direction of propagation of the illumination
light beam is essentially parallel to the optical axis 126. The illumination source 144 may be
arranged such that a line running in the direction of propagation of the illumination light beam
and the optical axis 126 do not intersect in space. The illumination source 144 and the optical
axis 126 may be separated by a small baseline 182. The illumination source 144 may be
spaced apart from the optical axis 126 by a minimum distance. The minimum distance from the
optical axis may be defined by further detector elements such as size and position of the optical
sensors and transfer device. Figure 7B shows a front view on the illumination light beam 144
and the transfer device 128. The baseline may be less than 0,1 m, preferably less than 0,05 m,
more preferably less than 0,025 m. For example, the detector 110 may be a compact device
without further optical elements, wherein the illumination source 144 may be placed as close as
possible to an edge of the transfer device 128. Thus, the baseline 182 may be close to half a
diameter of the transfer device 128, in particular the lens diameter and housings of lens and
light source. The illumination source 144 may be arranged such that the baseline 182 is as
small as possible. For example, a distance from the center of the transfer device 128 to the il-
lumination source 144, in particular along a connecting line from the center of the transfer de-
vice 128 to the illumination source 144, may be preferably less than 2.5 times a distance from
the center of the transfer device 128 to an edge if the transfer device 128, more preferably less
than 1.5 times the distance center to edge of the transfer device 128, and most preferably less 1
times the distance center to edge of the transfer device 128.

Referring to Figure 8, the detector 110 such as the detector as described with respect to Fig-
ures 1 to 7 may be adapted to determine depth information, in particular absolute depth infor-
mation, from a radiance ratio of at least two asymmetric regions of a light beam profile on the at
least two optical sensors 122. For example, the detector 110 may comprise a plurality of optical
sensors arranged in the matrix 120. The detector 110 may be adapted to determine depth in-
formation from a radiance ratio of at least two asymmetric regions within an enclosed, in particu-
lar, defocused beam profile captured by a single matrix of optical sensors such as a CMOS de-
tector. In particular, the detector 110 may be adapted to determine the depth information using
the radiance ratio independent of a certain object size range. As outlined above, this principle is
called Distance by Photon Ratio (DPR). In one embodiment, the light beam 116 may illuminate
the sensor element with at least one pattern comprising at least one feature point. The feature
point may be selected from the group consisting of: at least one point, at least one line, at least
one edge. The pattern may be generated by the object, for example, in response to an illumina-
tion by the at least one light source with an illumination pattern comprising the at least one pat-
tern. The evaluation device 134 may be configured for deriving the combined signal Q by
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“ E(x,y;z,)dxdy

wherein x and y are transversal coordinates, A1 and A2 are areas of the beam profile at the
sensor position, and E(x,y,zo) denotes the beam profile given at the object distance zo. A1 may
correspond to a full or complete area of a feature point on the optical sensors. A2 may be a cen-
tral area of the feature point on the optical sensors. The central area may be a constant value.
The central area may be smaller compared to the full area of the feature point. For example, in
case of a circular feature point, the central area may have a radius from 0.1 to 0.9 of a full radi-
us of the feature point, preferably from 0.4 to 0.6 of the full radius.

In the embodiment shown in Figure 8, the light beam 116 propagating from the object 112 to the
detector 110 may illuminate the matrix 120 with at least one line pattern 184. The line pattern
184 may be generated by the object 112 for example in response to an illumination by the at
least one illumination source 144 with an illumination pattern comprising at least one illumina-
tion line pattern. A1 may correspond to an area with a full line width of the line pattern 184 in the
matrix 120. The line pattern 184 in the matrix 120 may be widened and/or displaced compared
to the line pattern of the illumination pattern such that a line width in the matrix 120 is increased.
In particular, the line width of the line pattern 184 in the matrix 120 may change from one col-
umn to another column. A2 may be a central area of the line pattern 184 in the matrix 120. The
line width of the central area may be a constant value, and may in particular correspond to the
line width in the illumination pattern. The central area may have a smaller line width compared
to the full line width. For example, the central area may have a line width from 0.1 to 0.9 of the
full line width, preferably from 0.4 to 0.6 of the full line width. The line pattern 184 may be seg-
mented in the matrix 120. Each of the columns may comprise center information of intensity in
the central area of the line pattern 184 and edge information of intensity from regions extending
further outwards from the central area to edge regions of the line pattern 184.

Referring to Figures 9A and 9B, as outlined above, the detector 110 may comprise the at least
one matrix 120 of optical sensors 122. With the aid of such a pixelated imaging device, a defo-
cused beam profile may be subdivided into cross-sections along lines of a certain angle 8 and
with a distance w from the origin of ordinates as shown in Figure 9A. Accordingly, the parame-
terization of a single line would be given by w = x cos(8) + y sin(@). The integration of the in-
tensity along parallel lines can be mathematically described by an integral projection R{-} of the
well-known Radon transform which reads

R (o} = [[ FG1)5G cos@) +ysin(6) - w) dx dy

where § denotes the Dirac delta fun?:i[)ioon and f(x, y) is the intensity of an enclosed defocused
beam profile. The photon ratio R for a given angle 8 and projection width w is then given by

~ Rewe)lf (x,¥)}
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with f'(x, y) as the overshined image region highlighted in Fig. 9. The variation of 8 may yield
different ratios R for skewed object surfaces at a certain distance. It is sufficient to let 8 vary in
the following interval {8 € R, ,0 < m}.

Figures 10A to 10C show three embodiments of a hexagonal illumination pattern. The illumina-
tion source 144 may be adapted to generate at least one illumination pattern for illuminating the
object 112. Additionally or alternatively, the illumination pattern may be generated by at least
one ambient light source. Specifically, the illumination source 144 may comprise at least one
laser and/or laser source. Various types of lasers may be employed, such as semiconductor
lasers. Additionally or alternatively, non-laser light sources may be used, such as LEDs and/or
light bulbs. The illumination pattern may comprise at least one feature such as a point or sym-
bol. The illumination pattern may comprise a plurality of features. The illumination pattern may
comprise an arrangement of periodic or non-periodic features. The illumination pattern may be
generated by ambient light, such as by at least one ambient light source, or by the at least one
illumination source. The illumination pattern may comprise at least one pattern selected from
the group consisting of: at least one point pattern, in particular a pseudo-random point pattern, a
random point pattern or a quasi random pattern; at least one Sobol pattern; at least one qua-
siperiodic pattern; at least one pattern comprising at least one pre-known feature; at least one
regular pattern; at least one triangular pattern; at least one hexagonal pattern; at least one rec-
tangular pattern at least one pattern comprising convex uniform tilings; at least one line pattern
comprising at least one line; at least one line pattern comprising at least two lines such as paral-
lel or crossing lines; at least one fringe pattern. For example, the illumination source may be
adapted to generate and/or to project a cloud of points. The illumination pattern may comprise
regular and/or constant and/or periodic pattern such as a triangular pattern, a rectangular pat-
tern, a hexagonal pattern, or a pattern comprising further convex tilings. The illumination pattern
may comprise as much as possible features per area such that hexagonal pattern may be pre-
ferred. A distance between two features of the illumination pattern and/or an area of the at least
one illumination feature may depend on the circle of confusion in the image.

The illumination features of the illumination pattern may be arranged such that only few refer-
ence features are positioned on an epipolar line. As shown in Figure 10A, the illumination pat-
tern may comprise at least one hexagonal pattern, wherein the individual points are positioned
on epipolar lines 186. As shown in Figure 10B, the illumination pattern may comprise at least
one hexagonal pattern, wherein the pattern is rotated relative to the baseline. Such a positioning
of the illumination features allows enhancing distance between the individual points on each
epipolar line. For example as shown in Figure 10C, the illumination pattern may comprise at
least one displaced hexagonal pattern, wherein individual points of the hexagonal pattern are
displaced by a random distance from the regular position, for example orthogonal to the epipo-
lar line of the point. The displacement of the individual points may be smaller than half of the
distance between two parallel epipolar lines, preferably smaller than one fourth of the distance
between two parallel epipolar lines. The displacement of the individual points may be as such
that two points are not displaced above each other. Such a positioning allows to enhance the
number of possible features per area.
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Figure 11 shows an embodiment of a scanning system 154.The scanning system 154 may be
adapted as a line scanning device. In particular, the scanning system 154 may comprise at least
one sensor line or row of optical sensors 113. Furthermore, the scanning system may comprise
the at least one transfer device 128 and the at least one illumination source 144. Triangulation
systems require a sufficient baseline, however due to the baseline in the near filed no detection
may be possible. Near field detection may be possible if the light spot is tilted in direction of the
transfer device. However, the tilting leads to that the light spot will move out of the field of view
which limits detection in far field regions. Thus, in triangulation systems, the non-zero baseline
will always lead to a substantial reduction in the measurement range, in the near field, and/or in
the far field. Reducing the baseline as possible with the detector according to the present inven-
tion will thus always increase the measurement range. Further, these near field and far field
problems can be overcome by using the scanning system 154 of Figure 11. The scanning sys-
tem 154 may be adapted to detect a plurality of light beams 116 propagating from the object
112 to the scanning device 154 on the CMOS line. The light beams 116 may be generated at
different position on the object 112 or by movement of the object 112. The scanning system 154
may be adapted to determine at least one longitudinal coordinate for each of the light points by
determining the combined signal Q as described above.



WO 2018/091649

List of reference numbers

110  detector

112  object

114  beacon device

116  light beam

118 sensor element

120  matrix

122  optical sensor
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172  track controller
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Patent claims

1. Adetector (110) for determining a position of at least one object (112), the detector (110)
having

- at least one sensor element (118) having a matrix (120) of optical sensors (122), the opti-
cal sensors (122) each having a light-sensitive area (124), wherein each optical sensor (122) is
configured to generate at least one sensor signal in response to an illumination of the light-
sensitive area (124) by at least one light beam (116) propagating from the object (112) to the
detector (110);

- at least one evaluation device (134) configured for evaluating the sensor signals, by

a) determining at least one optical sensor (122) having the highest sensor signal and forming
at least one center signal;

b)  evaluating the sensor signals of the optical sensors (122) of the matrix (120) and forming
at least one sum signal;

C) determining at least one combined signal by combining the center signal and the sum
signal; and

d) determining at least one longitudinal coordinate z of the object (112) by evaluating the
combined signal.

2. The detector (110) according to the preceding claim, wherein the center signal is selected
from the group consisting of: the highest sensor signal; an average of a group of sensor signals
being within a predetermined range of tolerance from the highest sensor signal; an average of
sensor signals from a group of optical sensors (122) containing the optical sensor (122) having
the highest sensor signal and a predetermined group of neighboring optical sensors (122); a
sum of sensor signals from a group of optical sensors (122) containing the optical sensor (122)
having the highest sensor signal and a predetermined group of neighboring optical sensors
(122); a sum of a group of sensor signals being within a predetermined range of tolerance from
the highest sensor signal; an average of a group of sensor signals being above a predetermined
threshold; a sum of a group of sensor signals being above a predetermined threshold; an inte-
gral of sensor signals from a group of optical sensors (122) containing the optical sensor (122)
having the highest sensor signal and a predetermined group of neighboring optical sensors
(122); an integral of a group of sensor signals being within a predetermined range of tolerance
from the highest sensor signal; an integral of a group of sensor signals being above a prede-
termined threshold.

3.  The detector (110) according to any one of the preceding claims, wherein the sum signal
is selected from the group consisting of: an average over all sensor signals of the matrix (120);
a sum of all sensor signals of the matrix (120); an integral of all sensor signals of the matrix
(120)an average over all sensor signals of the matrix (120) except for sensor signals from those
optical sensors (122) contributing to the center signal; a sum of all sensor signals of the matrix
(120) except for sensor signals from those optical sensors (122) contributing to the center sig-
nal; an integral of all sensor signals of the matrix (120) except for sensor signals from those
optical sensors (122) contributing to the center signal; a sum of sensor signals of optical sen-
sors (122) within a predetermined range from the optical sensor (122) having the highest sensor
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signal; an integral of sensor signals of optical sensors (122) within a predetermined range from
the optical sensor (122) having the highest sensor signal; a sum of sensor signals above a cer-
tain threshold of optical sensors (122) being located within a predetermined range from the opti-
cal sensor (122) having the highest sensor signal; an integral of sensor signals above a certain
threshold of optical sensors (122) being located within a predetermined range from the optical
sensor (122) having the highest sensor signal.

4.  The detector (110) according to any one of the preceding claims, wherein the combined
signal is a combined signal Q, derived by one or more of: forming a quotient of the center signal
and the sum signal or vice versa; forming a quotient of a multiple of the center signal and a mul-
tiple of the sum signal or vice versa; forming a quotient of a linear combination of the center
signal and a linear combination of the sum signal or vice versa; forming a quotient of a first line-
ar combination of the center signal and the sum signal and a second linear combination of the
center signal and the sum signal.

5.  The detector (110) according to the preceding claim, wherein the evaluation device (134)
is configured for using at least one predetermined relationship between the combined signal Q
and the longitudinal coordinate for determining the longitudinal coordinate.

6. The detector (110) according to any one of the two preceding claims, wherein the evalua-
tion device (134) comprises at least one divider (142), wherein the divider (142) is configured for
deriving the combined signal.

7.  The detector (110) according to any one of the preceding claims, wherein the evaluation
device (134) is further configured for determining at least one transversal coordinate of the ob-
ject (112) by evaluating a transversal position of the at least one optical sensor (122) having the
highest sensor signal.

8.  The detector (110) according to any one of the preceding claims, wherein the detector
(110) comprises at least one illumination source (144), wherein the illumination source (144) is
adapted to illuminate the object (112) with at least one illumination light beam, wherein the illu-
mination source (144) is arranged such that a direction of propagation of the illumination light
beam is essentially parallel to the optical axis (126).

9.  The detector (110) according to any one of the preceding claims, wherein the detector
(110) comprises the at least one illumination source (144), wherein the illumination source (144)
and the optical axis (126) are separated by a small baseline (182).

10. A detector system (150) for determining a position of at least one object (112), the detec-
tor system (150) comprising at least one detector (110) according to any one of the preceding
claims, the detector system (150) further comprising at least one beacon device (114) adapted
to direct at least one light beam (116) towards the detector (110), wherein the beacon device
(114) is at least one of attachable to the object (112), holdable by the object (112) and integrat-
able into the object (112).
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11. A human-machine interface (151) for exchanging at least one item of information between
a user (162) and a machine (170), wherein the human-machine interface (151) comprises at
least one detector system (150) according to the preceding claim, wherein the at least one bea-
con device (114) is adapted to be at least one of directly or indirectly attached to the user (162)
and held by the user (162), wherein the human-machine interface (151) is designed to deter-
mine at least one position of the user (162) by means of the detector system (150), wherein the
human-machine interface (151) is designed to assign to the position at least one item of infor-
mation.

12.  An entertainment device (152) for carrying out at least one entertainment function, where-
in the entertainment device (152) comprises at least one human-machine interface (151) ac-
cording to the preceding claim, wherein the entertainment device (152) is designed to enable at
least one item of information to be input by a player by means of the human-machine interface
(151), wherein the entertainment device (152) is designed to vary the entertainment function in
accordance with the information.

13. A tracking system (153) for tracking a position of at least one movable object (112), the
tracking system (153) comprising at least one detector system (150) according to any one of the
preceding claims referring to a detector system (150), the tracking system (153) further compris-
ing at least one track controller (172), wherein the track controller (172) is adapted to track a
series of positions of the object (112) at specific points in time.

14. A scanning system (154) for determining a depth profile of a scenery, the scanning sys-
tem (154) comprising at least one detector (110) according to any of the preceding claims refer-
ring to a detector (110), the scanning system (154) further comprising at least one illumination
source (144) adapted to scan the scenery with at least one light beam (146, 116).

15. A camera (149) for imaging at least one object (112), the camera (149) comprising at least
one detector (110) according to any one of the preceding claims referring to a detector (110).

16. A method for determining a position of at least one object (112) by using at least one de-
tector (110), the method comprising the following steps:

- illuminating at least one sensor element (118) of the detector (110) with at least one light
beam (116) propagating from the object (112) to the detector (110), the detector (110) having a
matrix (120) of optical sensors (122), the optical sensors (122) each having a light-sensitive
area (124), wherein each optical sensor (122) generates at least one sensor signal in response
to the illumination;

- evaluating the sensor signals, by

a) determining at least one optical sensor (122) having the highest sensor signal and forming
at least one center signal;

b)  evaluating the sensor signals of the optical sensors (122) of the matrix (120) and forming
at least one sum signal;

c) determining at least one combined signal by combining the center signal and the sum
signal; and
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d) determining at least one longitudinal coordinate z of the object (112) by evaluating the
combined signal.

17. The method according to the preceding claim, wherein the combined signal is a combined
signal Q, derived by one or more of: forming a quotient of the center signal and the sum signal
or vice versa; forming a quotient of a multiple of the center signal and a multiple of the sum sig-
nal or vice versa; forming a quotient of a linear combination of the center signal and a linear
combination of the sum signal or vice versa.

18. A use of the detector (110) according to any one of the preceding claims relating to a de-
tector (110), for a purpose of use, selected from the group consisting of: a position mea-
surement in traffic technology; an entertainment application; a security application; a surveil-
lance application; a safety application; a human-machine interface (151) application; a tracking
application; a photography application; a logistics application; a machine vision application; a
robotics application; a quality control application; a manufacturing application.
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