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DESCRIPTION

RELATED APPLICATIONS

[0001] This application is related to and claims priority to U.S. Provisional Patent Application
Serial No. 61/767,431 filed February 21, 2013, for "SYSTEMS AND METHODS FOR
CORRECTING A POTENTIAL LINE SPECTRAL FREQUENCY INSTABILITY."

TECHNICAL FIELD

[0002] The present disclosure relates generally to electronic devices. More specifically, the
present disclosure relates to systems and methods for mitigating potential frame instability.

BACKGROUND

[0003] In the last several decades, the use of electronic devices has become common. In
particular, advances in electronic technology have reduced the cost of increasingly complex
and useful electronic devices. Cost reduction and consumer demand have proliferated the use
of electronic devices such that they are practically ubiquitous in modern society. As the use of
electronic devices has expanded, so has the demand for new and improved features of
electronic devices. More specifically, electronic devices that perform new functions and/or that
perform functions faster, more efficiently or with higher quality are often sought after.

[0004] Some electronic devices (e.g., cellular phones, smartphones, audio recorders,
camcorders, computers, etc.) utilize audio signals. These electronic devices may encode, store
and/or transmit the audio signals. For example, a smartphone may obtain, encode and
transmit a speech signal for a phone call, while another smartphone may receive and decode
the speech signal.

[0005] However, particular challenges arise in encoding, transmitting and decoding of audio
signals. For example, an audio signal may be encoded in order to reduce the amount of
bandwidth required to transmit the audio signal. When a portion of the audio signal is lost in
transmission, it may be difficult to present an accurately decoded audio signal. As can be
observed from this discussion, systems and methods that improve decoding may be beneficial.

[0006] EP O 577 488 discloses a vector quantisation method which reduces the effects of
coding errors detected in a LSP code vector, by reducing the ratio of the weighted mean of the

LSP vectors incorporating the errors.

[0007] US 2004/002856 discloses another vector quantisataion method in which LSFs are



DK/EP 2959478 T3

quantized by a hybrid scalar-vector quantisation scheme.

SUMMARY

[0008] The present invention is defined by the claims. A method for mitigating potential frame
instability by an electronic device is described. The method includes obtaining a frame
subsequent in time to an erased frame. The method also includes determining whether the
frame is potentially unstable. The method further includes applying a substitute weighting value
to generate a stable frame parameter if the frame is potentially unstable. The frame parameter
is a frame mid line spectral frequency vector. The method includes applying a received
weighting vector to generate a current frame mid line spectral frequency vector.

[0009] The substitute weighting value is greater than 0 and less than 1. Generating the stable
frame parameter includes applying the substitute weighting value to a current frame end line
spectral frequency vector and a previous frame end line spectral frequency vector. Generating
the stable frame parameter may include determining a substitute current frame mid line
spectral frequency vector that is equal to a product of a current frame end line spectral
frequency vector and the substitute weighting value plus a product of a previous frame end line
spectral frequency vector and a difference of one and the substitute weighting value. The
substitute weighting value may be selected based on at least one of a classification of two
frames and a line spectral frequency difference between the two frames.

[0010] Determining whether the frame is potentially unstable may be based on whether a
current frame mid line spectral frequency is ordered in accordance with a rule before any
reordering. Determining whether the frame is potentially unstable may be based on whether
the frame is within a threshold number of frames after the erased frame. Determining whether
the frame is potentially unstable may be based on whether any frame between the frame and
the erased frame utilizes non-predictive quantization.

[0011] An electronic device for mitigating potential frame instability is also described. The
electronic device includes frame parameter determination circuitry that obtains a frame
subsequent in time to an erased frame. The electronic device also includes stability
determination circuitry coupled to the frame parameter determination circuitry. The stability
determination circuitry determines whether the frame is potentially unstable. The electronic
device further includes weighting value substitution circuitry coupled to the stability
determination circuitry. The weighting value substitution circuitry applies a substitute weighting
value to generate a stable frame parameter if the frame is potentially unstable.

[0012] A computer-program product for mitigating potential frame instability is also described.
The computer-program product includes a non-transitory tangible computer-readable medium
with instructions. The instructions include code for causing an electronic device to obtain a
frame subsequent in time to an erased frame. The instructions also include code for causing
the electronic device to determine whether the frame is potentially unstable. The instructions
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further include code for causing the electronic device to apply a substitute weighting value to
generate a stable frame parameter if the frame is potentially unstable.

[0013] An apparatus for mitigating potential frame instability is also described. The apparatus
includes means for obtaining a frame subsequent in time to an erased frame. The apparatus
also includes means for determining whether the frame is potentially unstable. The apparatus
further includes means for applying a substitute weighting value to generate a stable frame
parameter if the frame is potentially unstable.

BRIEF DESCRIPTION OF THE DRAWINGS

[0014]
Figure 1 is a block diagram illustrating a general example of an encoder and a decoder;

Figure 2 is a block diagram illustrating an example of a basic implementation of an encoder
and a decoder;

Figure 3 is a block diagram illustrating an example of a wideband speech encoder and a
wideband speech decoder;

Figure 4 is a block diagram illustrating a more specific example of an encoder;
Figure 5 is a diagram illustrating an example of frames over time;

Figure 6 is a flow diagram illustrating one configuration of a method for encoding a speech
signal by an encoder;

Figure 7 is a diagram illustrating an example of line spectral frequency (LSF) vector
determination;

Figure 8 includes two diagrams illustrating examples of LSF interpolation and extrapolation;

Figure 9 is a flow diagram illustrating one configuration of a method for decoding an encoded
speech signal by a decoder,;

Figure 10 is a diagram illustrating one example of clustered LSF dimensions;
Figure 11 is a graph illustrating an example of artifacts due to clustered LSF dimensions;

Figure 12 is a block diagram illustrating one configuration of an electronic device configured for
mitigating potential frame instability;

Figure 13 is a flow diagram illustrating one configuration of a method for mitigating potential
frame instability;

Figure 14 is a flow diagram illustrating a more specific configuration of a method for mitigating
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potential frame instability;

Figure 15 is a flow diagram illustrating another more specific configuration of a method for
mitigating potential frame instability;

Figure 16 is a flow diagram illustrating another more specific configuration of a method for
mitigating potential frame instability;

Figure 17 is a graph illustrating an example of a synthesized speech signal;

Figure 18 is a block diagram illustrating one configuration of a wireless communication device
in which systems and methods for mitigating potential frame instability may be implemented;
and

Figure 19 illustrates various components that may be utilized in an electronic device.

DETAILED DESCRIPTION

[0015] Various configurations are now described with reference to the Figures, where like
reference numbers may indicate functionally similar elements. The systems and methods as
generally described and illustrated in the Figures herein could be arranged and designed in a
wide variety of different configurations. Thus, the following more detailed description of several
configurations, as represented in the Figures, is not intended to limit scope, as claimed, but is
merely representative of the systems and methods.

[0016] Figure 1 is a block diagram illustrating a general example of an encoder 104 and a
decoder 108. The encoder 104 receives a speech signal 102. The speech signal 102 may be a
speech signal in any frequency range. For example, the speech signal 102 may be a full band
signal with an approximate frequency range of 0-24 kilohertz (kHz), a superwideband signal
with an approximate frequency range of 0-16 kHz, a wideband signal with an approximate
frequency range of 0-8 kHz, a narrowband signal with an approximate frequency range of 0-4
kHz, a lowband signal with an approximate frequency range of 50-300 hertz (Hz) or a
highband signal with an approximate frequency range of 4-8 kHz. Other possible frequency
ranges for the speech signal 102 include 300-3400 Hz (e.g., the frequency range of the Public
Switched Telephone Network (PSTN)), 14-20 kHz, 16-20 kHz and 16-32 kHz. In some
configurations, the speech signal 102 may be sampled at 16 kHz and may have an
approximate frequency range of 0-8 kHz.

[0017] The encoder 104 encodes the speech signal 102 to produce an encoded speech signal
106. In general, the encoded speech signal 106 includes one or more parameters that
represent the speech signal 102. One or more of the parameters may be quantized. Examples
of the one or more parameters include filter parameters (e.g., weighting factors, line spectral
frequencies (LSFs), line spectral pairs (LSPs), immittance spectral frequencies (ISFs),
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immittance spectral pairs (ISPs), partial correlation (PARCOR) coefficients, reflection
coefficients and/or log-area-ratio values, etc.) and parameters included in an encoded
excitation signal (e.g., gain factors, adaptive codebook indices, adaptive codebook gains, fixed
codebook indices and/or fixed codebook gains, etc.). The parameters may correspond to one
or more frequency bands. The decoder 108 decodes the encoded speech signal 106 to
produce a decoded speech signal 110. For example, the decoder 108 constructs the decoded
speech signal 110 based on the one or more parameters included in the encoded speech
signal 106. The decoded speech signal 110 may be an approximate reproduction of the
original speech signal 102.

[0018] The encoder 104 may be implemented in hardware (e.g., circuitry), software or a
combination of both. For example, the encoder 104 may be implemented as an application-
specific integrated circuit (ASIC) or as a processor with instructions. Similarly, the decoder 108
may be implemented in hardware (e.g., circuitry), software or a combination of both. For
example, the decoder 108 may be implemented as an application-specific integrated circuit
(ASIC) or as a processor with instructions. The encoder 104 and the decoder 108 may be
implemented on separate electronic devices or on the same electronic device.

[0019] Figure 2 is a block diagram illustrating an example of a basic implementation of an
encoder 204 and a decoder 208. The encoder 204 may be one example of the encoder 104
described in connection with Figure 1. The encoder 204 may include an analysis module 212,
a coefficient transform 214, quantizer A 216, inverse quantizer A 218, inverse coefficient
transform A 220, an analysis filter 222 and quantizer B 224. One or more of the components of
the encoder 204 and/or decoder 208 may be implemented in hardware (e.g., circuitry),
software or a combination of both.

[0020] The encoder 204 receives a speech signal 202. It should be noted that the speech
signal 202 may include any frequency range as described above in connection with Figure 1
(e.g., an entire band of speech frequencies or a subband of speech frequencies).

[0021] In this example, the analysis module 212 encodes the spectral envelope of a speech
signal 202 as a set of linear prediction (LP) coefficients (e.g., analysis filter coefficients A(z),
which may be applied to produce an all-pole synthesis filter 1/A(z), where z is a complex
number). The analysis module 212 typically processes the input signal as a series of non-
overlapping frames of the speech signal 202, with a new set of coefficients being calculated for
each frame or subframe. In some configurations, the frame period may be a period over which
the speech signal 202 may be expected to be locally stationary. One common example of the
frame period is 20 milliseconds (ms) (equivalent to 160 samples at a sampling rate of 8 kHz,
for example). In one example, the analysis module 212 is configured to calculate a set of ten
linear prediction coefficients to characterize the formant structure of each 20-ms frame. It is
also possible to implement the analysis module 212 to process the speech signal 202 as a
series of overlapping frames.

[0022] The analysis module 212 may be configured to analyze the samples of each frame
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directly, or the samples may be weighted first according to a windowing function (e.g., a
Hamming window). The analysis may also be performed over a window that is larger than the
frame, such as a 30-ms window. This window may be symmetric (e.g., 5-20-5, such that it
includes the 5 milliseconds immediately before and after the 20-milisecond frame) or
asymmetric (e.g., 10-20, such that it includes the last 10 milliseconds of the preceding frame).
The analysis module 212 is typically configured to calculate the linear prediction coefficients
using a Levinson-Durbin recursion or the Leroux-Gueguen algorithm. In another
implementation, the analysis module may be configured to calculate a set of cepstral
coefficients for each frame instead of a set of linear prediction coefficients.

[0023] The output rate of the encoder 204 may be reduced significantly, with relatively little
effect on reproduction quality, by quantizing the coefficients. Linear prediction coefficients are
difficult to quantize efficiently and are usually mapped into another representation, such as
LSFs for quantization and/or entropy encoding. In the example of Figure 2, the coefficient
transform 214 transforms the set of coefficients into a corresponding LSF vector (e.g., set of
LSF dimensions). Other one-to-one representations of coefficients include LSPs, PARCOR
coefficients, reflection coefficients, log-area-ratio values, ISPs and ISFs. For example, ISFs
may be used in the GSM (Global System for Mobile Communications) AMR-WB (Adaptive
Multirate-Wideband) codec. For convenience, the term "line spectral frequencies," "LSF
dimensions," "LSF vectors" and related terms may be used to refer to one or more of LSFs,
LSPs, ISFs, ISPs, PARCOR coefficients, reflection coefficients and log-area-ratio values.
Typically, a transform between a set of coefficients and a corresponding LSF vector is
reversible, but some configurations may include implementations of the encoder 204 in which
the transform is not reversible without error.

[0024] Quantizer A 216 is configured to quantize the LSF vector (or other coefficient
representation). The encoder 204 may output the result of this quantization as filter
parameters 228. Quantizer A 216 typically includes a vector quantizer that encodes the input
vector (e.g., the LSF vector) as an index to a corresponding vector entry in a table or
codebook.

[0025] As seen in Figure 2, the encoder 204 also generates a residual signal by passing the
speech signal 202 through an analysis filter 222 (also called a whitening or prediction error
filter) that is configured according to the set of coefficients. The analysis filter 222 may be
implemented as a finite impulse response (FIR) filter or an infinite impulse response (IIR) filter.
This residual signal will typically contain perceptually important information of the speech
frame, such as long-term structure relating to pitch, that is not represented in the filter
parameters 228. Quantizer B 224 is configured to calculate a quantized representation of this
residual signal for output as an encoded excitation signal 226. In some configurations,
quantizer B 224 includes a vector quantizer that encodes the input vector as an index to a
corresponding vector entry in a table or codebook. Additionally or alternatively, quantizer B 224
may be configured to send one or more parameters from which the vector may be generated
dynamically at the decoder, rather than retrieved from storage, as in a sparse codebook
method. Such a method is used in coding schemes such as algebraic CELP (code-excited
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linear prediction) and codecs such as 3GPP2 (Third Generation Partnership 2) EVRC
(Enhanced Variable Rate Codec). In some configurations, the encoded excitation signal 226
and the filter parameters 228 may be included in an encoded speech signal 106.

[0026] It may be beneficial for the encoder 204 to generate the encoded excitation signal 226
according to the same filter parameter values that will be available to the corresponding
decoder 208. In this manner, the resulting encoded excitation signal 226 may already account
to some extent for non-idealities in those parameter values, such as quantization error.
Accordingly, it may be beneficial to configure the analysis filter 222 using the same coefficient
values that will be available at the decoder 208. In the basic example of the encoder 204 as
illustrated in Figure 2, inverse quantizer A 218 dequantizes the filter parameters 228. Inverse
coefficient transform A 220 maps the resulting values back to a corresponding set of
coefficients. This set of coefficients is used to configure the analysis filter 222 to generate the
residual signal that is quantized by quantizer B 224.

[0027] Some implementations of the encoder 204 are configured to calculate the encoded
excitation signal 226 by identifying one among a set of codebook vectors that best matches the
residual signal. It is noted, however, that the encoder 204 may also be implemented to
calculate a quantized representation of the residual signal without actually generating the
residual signal. For example, the encoder 204 may be configured to use a number of
codebook vectors to generate corresponding synthesized signals (according to a current set of
fiter parameters, for example) and to select the codebook vector associated with the
generated signal that best matches the original speech signal 202 in a perceptually weighted
domain.

[0028] The decoder 208 may include inverse quantizer B 230, inverse quantizer C 236,
inverse coefficient transform B 238 and a synthesis filter 234. Inverse quantizer C 236
dequantizes the filter parameters 228 (an LSF vector, for example), and inverse coefficient
transform B 238 transforms the LSF vector into a set of coefficients (for example, as described
above with reference to inverse quantizer A 218 and inverse coefficient transform A 220 of the
encoder 204). Inverse quantizer B 230 dequantizes the encoded excitation signal 226 to
produce an excitation signal 232. Based on the coefficients and the excitation signal 232, the
synthesis filter 234 synthesizes a decoded speech signal 210. In other words, the synthesis
fiter 234 is configured to spectrally shape the excitation signal 232 according to the
dequantized coefficients to produce the decoded speech signal 210. In some configurations,
the decoder 208 may also provide the excitation signal 232 to another decoder, which may use
the excitation signal 232 to derive an excitation signal of another frequency band (e.g., a
highband). In some implementations, the decoder 208 may be configured to provide additional
information to another decoder that relates to the excitation signal 232, such as spectral tilt,
pitch gain and lag and speech mode.

[0029] The system of the encoder 204 and the decoder 208 is a basic example of an analysis-
by-synthesis speech codec. Codebook excitation linear prediction coding is one popular family
of analysis-by-synthesis coding. Implementations of such coders may perform waveform
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encoding of the residual, including such operations as selection of entries from fixed and
adaptive codebooks, error minimization operations and/or perceptual weighting operations.
Other implementations of analysis-by-synthesis coding include mixed excitation linear
prediction (MELP), algebraic CELP (ACELP), relaxation CELP (RCELP), regular pulse
excitation (RPE), multi-pulse excitation (MPE), multi-pulse CELP (MP-CELP) and vector-sum
excited linear prediction (VSELP) coding. Related coding methods include multi-band excitation
(MBE) and prototype waveform interpolation (PWI) coding. Examples of standardized analysis-
by-synthesis speech codecs include the ETSI (European Telecommunications Standards
Institute)-GSM full rate codec (GSM 06.10) (which uses residual excited linear prediction
(RELP)), the GSM enhanced full rate codec (ETSI-GSM 06.60), the ITU (International
Telecommunication Union) standard 11.8 kilobits per second (kbps) G.729 Annex E coder, the
IS (Interim Standard)-641 codecs for 1S-136 (a time-division multiple access scheme), the
GSM adaptive multirate (GSM-AMR) codecs and the 4GV™ (Fourth-Generation Vocoder™)
codec (QUALCOMM

[0030] Incorporated, San Diego, Calif.). The encoder 204 and corresponding decoder 208 may
be implemented according to any of these technologies, or any other speech coding
technology (whether known or to be developed) that represents a speech signal as (A) a set of
parameters that describe a filter and (B) an excitation signal used to drive the described filter to
reproduce the speech signal.

[0031] Even after the analysis filter 222 has removed the coarse spectral envelope from the
speech signal 202, a considerable amount of fine harmonic structure may remain, especially
for voiced speech. Periodic structure is related to pitch, and different voiced sounds spoken by
the same speaker may have different formant structures but similar pitch structures.

[0032] Coding efficiency and/or speech quality may be increased by using one or more
parameter values to encode characteristics of the pitch structure. One important characteristic
of the pitch structure is the frequency of the first harmonic (also called the fundamental
frequency), which is typically in the range of 60 to 400 hertz (Hz). This characteristic is typically
encoded as the inverse of the fundamental frequency, also called the pitch lag. The pitch lag
indicates the number of samples in one pitch period and may be encoded as one or more
codebook indices. Speech signals from male speakers tend to have larger pitch lags than
speech signals from female speakers.

[0033] Another signal characteristic relating to the pitch structure is periodicity, which indicates
the strength of the harmonic structure or, in other words, the degree to which the signal is
harmonic or non-harmonic. Two typical indicators of periodicity are zero crossings and
normalized autocorrelation functions (NACFs). Periodicity may also be indicated by the pitch
gain, which is commonly encoded as a codebook gain (e.g., a quantized adaptive codebook

gain).

[0034] The encoder 204 may include one or more modules configured to encode the long-
term harmonic structure of the speech signal 202. In some approaches to CELP encoding, the
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encoder 204 includes an open-loop linear predictive coding (LPC) analysis module, which
encodes the short-term characteristics or coarse spectral envelope, followed by a closed-loop
long-term prediction analysis stage, which encodes the fine pitch or harmonic structure. The
short-term characteristics are encoded as coefficients (e.g., filter parameters 228), and the
long-term characteristics are encoded as values for parameters such as pitch lag and pitch
gain. For example, the encoder 204 may be configured to output the encoded excitation signal
226 in a form that includes one or more codebook indices (e.g., a fixed codebook index and an
adaptive codebook index) and corresponding gain values. Calculation of this quantized
representation of the residual signal (e.g., by quantizer B 224) may include selecting such
indices and calculating such values. Encoding of the pitch structure may also include
interpolation of a pitch prototype waveform, which operation may include calculating a
difference between successive pitch pulses. Modeling of the long-term structure may be
disabled for frames corresponding to unvoiced speech, which is typically noise-like and
unstructured.

[0035] Some implementations of the decoder 208 may be configured to output the excitation
signal 232 to another decoder (e.g., a highband decoder) after the long-term structure (pitch or
harmonic structure) has been restored. For example, such a decoder may be configured to
output the excitation signal 232 as a dequantized version of the encoded excitation signal 226.
Of course, it is also possible to implement the decoder 208 such that the other decoder
performs dequantization of the encoded excitation signal 226 to obtain the excitation signal
232.

[0036] Figure 3 is a block diagram illustrating an example of a wideband speech encoder 342
and a wideband speech decoder 358. One or more components of the wideband speech
encoder 342 and/or the wideband speech decoder 358 may be implemented in hardware (e.g.,
circuitry), software or a combination of both. The wideband speech encoder 342 and the
wideband speech decoder 358 may be implemented on separate electronic devices or on the
same electronic device.

[0037] The wideband speech encoder 342 includes filter bank A 344, a first band encoder 348
and a second band encoder 350. Filter bank A 344 is configured to filter a wideband speech
signal 340 to produce a first band signal 346a (e.g., a narrowband signal) and a second band
signal 346b (e.g., a highband signal).

[0038] The first band encoder 348 is configured to encode the first band signal 346a to
produce filter parameters 352 (e.g., narrowband (NB) filter parameters) and an encoded
excitation signal 354 (e.g., an encoded narrowband excitation signal). In some configurations,
the first band encoder 348 may produce the filter parameters 352 and the encoded excitation
signal 354 as codebook indices or in another quantized form. In some configurations, the first
band encoder 348 may be implemented in accordance with the encoder 204 described in
connection with Figure 2.

[0039] The second band encoder 350 is configured to encode the second band signal 346b
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(e.g., a highband signal) according to information in the encoded excitation signal 354 to
produce second band coding parameters 356 (e.g., highband coding parameters). The second
band encoder 350 may be configured to produce second band coding parameters 356 as
codebook indices or in another quantized form. One particular example of a wideband speech
encoder 342 is configured to encode the wideband speech signal 340 at a rate of about 8.55
kbps, with about 7.55 kbps being used for the filter parameters 352 and encoded excitation
signal 354, and about 1 kbps being used for the second band coding parameters 356. In some
implementations, the filter parameters 352, the encoded excitation signal 354 and the second
band coding parameters 356 may be included in an encoded speech signal 106.

[0040] In some configurations, the second band encoder 350 may be implemented similar to
the encoder 204 described in connection with Figure 2. For example, the second band
encoder 350 may produce second band filter parameters (as part of the second band coding
parameters 356, for instance) as described in connection with the encoder 204 described in
connection with Figure 2. However, the second band encoder 350 may differ in some respects.
For example, the second band encoder 350 may include a second band excitation generator,
which may generate a second band excitation signal based on the encoded excitation signal
354. The second band encoder 350 may utilize the second band excitation signal to produce a
synthesized second band signal and to determine a second band gain factor. In some
configurations, the second band encoder 350 may quantize the second band gain factor.
Accordingly, examples of the second band coding parameters 356 include second band filter
parameters and a quantized second band gain factor.

[0041] It may be beneficial to combine the filter parameters 352, the encoded excitation signal
354 and the second band coding parameters 356 into a single bitstream. For example, it may
be beneficial to multiplex the encoded signals together for transmission (e.g., over a wired,
optical, or wireless transmission channel) or for storage, as an encoded wideband speech
signal. In some configurations, the wideband speech encoder 342 includes a multiplexer (not
shown) configured to combine the filter parameters 352, encoded excitation signal 354 and
second band coding parameters 356 into a multiplexed signal. The filter parameters 352, the
encoded excitation signal 354 and the second band coding parameters 356 may be examples
of parameters included in an encoded speech signal 106 as described in connection with
Figure 1.

[0042] In some implementations, an electronic device that includes the wideband speech
encoder 342 may also include circuitry configured to transmit the multiplexed signal into a
transmission channel such as a wired, optical or wireless channel. Such an electronic device
may also be configured to perform one or more channel encoding operations on the signal,
such as error correction encoding (e.g., rate-compatible convolutional encoding) and/or error
detection encoding (e.g., cyclic redundancy encoding), and/or one or more layers of network
protocol encoding (e.g., Ethernet, Transmission Control Protocol/Internet Protocol (TCP/IP),
cdma2000, etc.).

[0043] It may be beneficial for the multiplexer to be configured to embed the filter parameters
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352 and the encoded excitation signal 354 as a separable substream of the multiplexed signal,
such that the filter parameters 352 and encoded excitation signal 354 may be recovered and
decoded independently of another portion of the multiplexed signal such as a highband and/or
lowband signal. For example, the multiplexed signal may be arranged such that the filter
parameters 352 and encoded excitation signal 354 may be recovered by stripping away the
second band coding parameters 356. One potential advantage of such a feature is to avoid the
need for transcoding the second band coding parameters 356 before passing it to a system
that supports decoding of the filter parameters 352 and encoded excitation signal 354 but does
not support decoding of the second band coding parameters 356.

[0044] The wideband speech decoder 358 may include a first band decoder 360, a second
band decoder 366 and filter bank B 368. The first band decoder 360 (e.g., a narrowband
decoder) is configured to decode the filter parameters 352 and encoded excitation signal 354
to produce a decoded first band signal 362a (e.g., a decoded narrowband signal). The second
band decoder 366 is configured to decode the second band coding parameters 356 according
to an excitation signal 364 (e.g., a narrowband excitation signal), based on the encoded
excitation signal 354, to produce a decoded second band signal 362b (e.g., a decoded
highband signal). In this example, the first band decoder 360 is configured to provide the
excitation signal 364 to the second band decoder 366. The filter bank 368 is configured to
combine the decoded first band signal 362a and the decoded second band signal 362b to
produce a decoded wideband speech signal 370.

[0045] Some implementations of the wideband speech decoder 358 may include a
demultiplexer (not shown) configured to produce the filter parameters 352, the encoded
excitation signal 354 and the second band coding parameters 356 from a multiplexed signal.
An electronic device including the wideband speech decoder 358 may include circuitry
configured to receive the multiplexed signal from a transmission channel such as a wired,
optical or wireless channel. Such an electronic device may also be configured to perform one
or more channel decoding operations on the signal, such as error correction decoding (e.g.,
rate-compatible convolutional decoding) and/or error detection decoding (e.g., cyclic
redundancy decoding), and/or one or more layers of network protocol decoding (e.g., Ethernet,
TCP/IP, cdma2000).

[0046] Filter bank A 344 in the wideband speech encoder 342 is configured to filter an input
signal according to a split-band scheme to produce a first band signal 346a (e.g., a
narrowband or low-frequency subband signal) and a second band signal 346b (e.g., a
highband or high-frequency subband signal). Depending on the design criteria for the
particular application, the output subbands may have equal or unequal bandwidths and may be
overlapping or nonoverlapping. A configuration of filter bank A 344 that produces more than
two subbands is also possible. For example, filter bank A 344 may be configured to produce
one or more lowband signals that include components in a frequency range below that of the
first band signal 346a (such as the range of 50-300 hertz (Hz), for example). It is also possible
for filter bank A 344 to be configured to produce one or more additional highband signals that
include components in a frequency range above that of the second band signal 346b (such as
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a range of 14-20, 16-20 or 16-32 kilohertz (kHz), for example). In such a configuration, the
wideband speech encoder 342 may be implemented to encode the signal or signals separately
and a multiplexer may be configured to include the additional encoded signal or signals in a
multiplexed signal (as one or more separable portions, for example).

[0047] Figure 4 is a block diagram illustrating a more specific example of an encoder 404. In
particular, Figure 4 illustrates a CELP analysis-by-synthesis architecture for low bit rate speech
encoding. In this example, the encoder 404 includes a framing a preprocessing module 472,
an analysis module 476, a coefficient transform 478, a quantizer 480, a synthesis filter 484, a
summer 488, a perceptual weighting filter and error minimization module 492 and an excitation
estimation module 494. It should be noted that the encoder 404 and one or more of the
components of the encoder 404 may be implemented in hardware (e.g., circuitry), software or
a combination of both.

[0048] The speech signal 402 (e.g., input speech s) may be an electronic signal that contains
speech information. For example, an acoustic speech signal may be captured by a microphone
and sampled to produce the speech signal 402. In some configurations, the speech signal 402
may be sampled at 16 kHz. The speech signal 402 may comprise a range of frequencies as
described above in connection with Figure 1.

[0049] The speech signal 402 may be provided to the framing and preprocessing module 472.
The framing and preprocessing module 472 may divide the speech signal 402 into a series of
frames. Each frame may be a particular time period. For example, each frame may correspond
to 20 ms of the speech signal 402. The framing and preprocessing module 472 may perform
other operations on the speech signal, such as filtering (e.g., one or more of low-pass, high-
pass and band-pass filtering). Accordingly, the framing and preprocessing module 472 may
produce a preprocessed speech signal 474 (e.g., S(/), where I is a sample number) based on
the speech signal 402.

[0050] The analysis module 476 may determine a set of coefficients (e.g., linear prediction
analysis filter A(z)). For example, the analysis module 476 may encode the spectral envelope
of the preprocessed speech signal 474 as a set of coefficients as described in connection with
Figure 2.

[0051] The coefficients may be provided to the coefficient transform 478. The coefficient
transform 478 transforms the set of coefficients into a corresponding LSF vector (e.g., LSFs,
LSPs, ISFs, ISPs, etc.) as described above in connection with Figure 2.

[0052] The LSF vector is provided to the quantizer 480. The quantizer 480 quantizes the LSF
vector into a quantized LSF vector 482. For example, the quantizer 480 may perform vector
quantization on the LSF vector to yield the quantized LSF vector 482. In some configurations,
LSF vectors may be generated and/or quantized on a subframe basis. In these configurations,
only quantized LSF vectors corresponding to certain subframes (e.g., the last or end subframe
of each frame) may be sent to a speech decoder. In these configurations, the quantizer 480
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may also determine a quantized weighting vector 441. Weighting vectors are used to quantize
LSF vectors (e.g., mid LSF vectors) between LSF vectors corresponding to the subframes that
are sent. The weighting vectors may be quantized. For example, the quantizer 480 may
determine an index of a codebook or lookup table corresponding to a weighting vector that
best matches the actual weighting vector. The quantized weighting vectors 441 (e.g., the
indices) may be sent to a speech decoder. The quantized weighting vector 441 and the
quantized LSF vector 482 may be examples of the filter parameters 228 described above in
connection with Figure 2.

[0053] The quantizer 480 may produce a prediction mode indicator 481 that indicates the
prediction mode for each frame. The prediction mode indicator 481 may be sent to a decoder.
In some configurations, the prediction mode indicator 481 may indicate one of two prediction
modes (e.g., whether predictive quantization or non-predictive quantization is utilized) for a
frame. For example, the prediction mode indicator 481 may indicate whether a frame is
quantized based on a foregoing frame (e.g., predictive) or not (e.g., non-predictive). The
prediction mode indicator 481 may indicate the prediction mode of the current frame. In some
configurations, the prediction mode indicator 481 may be a bit that is sent to a decoder that
indicates whether the frame is quantized with predictive or non-predictive quantization.

[0054] The quantized LSF vector 482 is provided to the synthesis filter 484. The synthesis filter
484 produces a synthesized speech signal 486 (e.g., reconstructed speech §(/), where / is a
sample number) based on the LSF vector 482 (e.g., quantized coefficients) and an excitation
signal 496. For example, the synthesis filter 484 filters the excitation signal 496 based on the
quantized LSF vector 482 (e.g., 1/A(2)).

[0055] The synthesized speech signal 486 is subtracted from the preprocessed speech signal
474 by the summer 488 to yield an error signal 490 (also referred to as a prediction error
signal). The error signal 490 is provided to the perceptual weighting filter and error
minimization module 492.

[0056] The perceptual weighting filter and error minimization module 492 produces a weighted
error signal 493 based on the error signal 490. For example, not all of the components (e.g.,
frequency components) of the error signal 490 impact the perceptual quality of a synthesized
speech signal equally. Error in some frequency bands has a larger impact on the speech
quality than error in other frequency bands. The perceptual weighting filter and error
minimization module 492 may produce a weighted error signal 493 that reduces error in
frequency components with a greater impact on speech quality and distributes more error in
other frequency components with a lesser impact on speech quality.

[0057] The excitation estimation module 494 generates an excitation signal 496 and an
encoded excitation signal 498 based on the output of the perceptual weighting filter and error
minimization module 492. For example, the excitation estimation module 494 estimates one or
more parameters that characterize the error signal 490 (e.g., the weighted error signal 493).
The encoded excitation signal 498 may include the one or more parameters and may be sent
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to a decoder. In a CELP approach, for example, the excitation estimation module 494 may
determine parameters such as an adaptive (or pitch) codebook index, an adaptive (or pitch)
codebook gain, a fixed codebook index and a fixed codebook gain that characterize the error
signal 490 (e.g., the weighted erro<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>