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(57) Abstract: A routing system utilizes a layer 2 switch (100) interconnecting several routers to intelligently forward mullticast
packets throughout an internet exchange carrying multicast content. The layer 2 switch (100) performs protocol snooping to extract
a lookup key is uniquely formulated to support either shared or explicit source distribution trees. The lookup key is used to query
a forwarding memory that returns an outgoing port index. The outgoing port index points to one or more outgoing ports (102) that
are eligible to receive the multicast packet. The outgoing ports are also connected to the neighboring device(s) that are designated to
receive the multicast packet. The routing system also supports real time maintenance and updating of the forwarding memory (106)
based on the periodic exchange of control messages. The routing system is configured to support PIM routers operating in PIM SM
or PIM SSM modes. However, the routing system can also support other multicast protocols and/or standards.
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METHOD AND SYSTEM FOR INTELLIGENTLY FORWARDING
MULTICAST PACKETS

BACKGROUND OF THE INVENTION

Field of the Invention

The present invention relates generally to communication
internetworking, and more specifically, to forwarding signals within a

communications network.
Related Art

With the advent of the World Wide Web (WWW), global computer
networks have quickly become cost-effective and reliable mediums for the
exchange and management of information within an extensive array of
computers and smaller computer networks. The computer networks vary in
size and type such as, local internets, corporate intranets, local area networks
(LAN), wide area networks (WAN), private enterprise networks, and the like.
The global Internet is the most commonly known global computer network.

The evolution of global computer networks and supporting
technologies have made it possible for government officials, educational
institutions, businesses, nonprofit organizations, and individuals to
communicate with the local networks or personal computers of other persons
or organizations. The recreational and entertainment industries are also using
global computer networks to expand their potential customer bases. As a
result, more individuals and companies are using the Internet, for example, to
transmit and/or multicast content for a variety of personal and business
reasons. For example, a recording company may broadcast a live concert over
the Internet to subscribers. As another example, a television production
company may multicast a televised show over the Internet to a group of

subscribers.
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As more individuals and/or organizations take advantage of global
computer networks to multicast content to a group of subscribers, greater
emphasis must be placed on designing a distribution network capable of
handling periods of heavy traffic. In a conventional multicast internet
exchange, a network of routers are provided to transport the multicast content
from a host-server to the client members of a group. Typically, the multicast
packets are transmitted to every available router within a virtual local area
network (VLAN). Upon receipt of the multicast packets, the routers must
determine the destination and forward the packets downstream to the next
router or client end station.

Flooding multicast traffic to every port within a VLAN is not the most
efficient or cost-effective way to forward multicasts. As such, some multicast
protocols have been developed to limit the multicast traffic to a few select
ports within a VLAN. The ports are selected by determining whether the port
communicates directly of‘ indirectly with a client group member. An example
of such a limited multicast protocol is described in Experimental Internet
Protocol Standard, Request for Comments (RFC) 2362 (Internet Architecture
Board) as Protocol Independent Multicast (PIM) Sparse Mode (SM).

However, even with a limited multicast protocol, there exists no
conventional method for quickly, efficiently, and inexpensively forwarding a
multicast packet by a layer 2 switch. The term "layer" is used herein to refer
to, for example, a layer of the Open Systems Interconnection (OSI) seven-
layer Reference Model. As apparent to one skilled in the relevant art(s), a
layer 2 switch operates at the data link layer or layer 2 as defined by the OSI
Reference Model. At layer 3 or network layer, as defined by the OSI
Reference Model, forwarding activity is performed by a router.

Commercially available switches, such as those available from Cisco
Systems, Inc., create a special label or tag for multicast packets. Although tag
switching enables a router to read the tag and forward the packet, the router
must be specially configured to be able to interpret the tag. A hub, a

commonly used layer 2 device, broadcasts traffic to all interfaces. This is
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expensive in terms of bandwidth usage, and inefficient as traffic is sent
unnecessarily to interfaces or networks that may not require the traffic, thereby
wasting network and CPU resources.

Other conventional network devices, such as routers, -use the network
layer to route and forward multicasts. Layer 3 processing requires additional
processing time and memory. As such, like tag switching, the routing device
must be specially configured to implement these processing requirements.

Therefore, a method and system are needed to address the above
problems, and provide layer 2 processing to forward multicast packets

efficiently and quickly.

SUMMARY OF THE INVENTION

The present invention solves the above problems by providing a
method and system for intelligently forwarding multicast packets by a layer 2
switch. A switch is provided to implement layer 2 switching among a plurality
of input/output ports that are connected to neighboring devices. The
neighboring devices include other routers, end stations, and/or like network
devices.

A packet processor is connected to the input/output ports and receiyes
all content packets. The packet processor extracts a lookup key that is based
on the destination address of the content packet. The switch of the present
invention supports content packets from shared and explicit sources. As such,
for shared source distributions, the packet processor derives a destination
MAC address as the lookup key. For explicit source distributions, the packet
processor derives a lookup key that is based on a source address, a destination
address, a protocol type, and an incoming port, all associated with the content
packet.

The lookup key is used to query a forwarding memory that contains a
source-group table. The source-group table includes a listing of all multicast

groups that are being serviced by the switch. For shared source distributions,
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the forwarding memory also includes a forwarding table. Each entry in the
forwarding table records a destination MAC address for a group and a
corresponding outgoing port index. Similarly, for explicit source distributions,
the forwarding memory also includes a session table. Each entry in the session
table records, for each group, a source address, a destination address, a
protocol type, an incoming port, and a corresponding outgoing port index.

Accordingly, packet processor queries forwarding memory which
returns an outgoing port index. The outgoing port index serves as a lookup key
to an outgoing port lookup table. The result of a lookup in the outgoing port
lookup table is a list of outgoing port(s) that currently services the neighboring
device(s) designated for the content packet.

The switch also receives and processes control messages that are used
to configure (including, create, maintain and update) the forwarding memory
and outgoing port lookup table. For instance, neighboring routers periodically
exchange join/prune messages. Upon receipt, the switch of the present
invention processes the join/prune messages to update the group lists stored or
referenced in the forwarding memory and outgoing port lookup table.
Neighboring routers also periodically exchange “hello” messages to announce
their presence to each other. The switch processes the hello messages to build
a neighbor list. The neighbor list specifies a source address and the incoming
port that is connected to the source router of the hello message. This
information is used to determine an outgoing port for a subsequent packet

destined for that particular router.

BRIEF DESCRIPTION OF THE DRAWINGS/FIGURES

The accompanying drawings, which are incorporated herein and form
part of the specification, illustrate the present invention and, together with the
description, further serve to explain the principles of the invention and to
enable a person skilled in the pertinent art(s) to make and use the invention. In

the drawings, like reference numbers indicate identical or functionally similar
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elements. Additionally, the leftmost digit(s) of a reference number identifies
the drawing in which the reference number first appears.

FIG. 1 illustrates a layer 2 switch according to an embodiment of the
present invention.

FIG. 2 illustrates an operational flow diagram for processing control
packets according to an embodiment of the present invention.

FIG. 3 illustrates an operational flow diagram for intelligently
forwarding a multicast packet according to an embodiment of the present

invention.

DETAILED DESCRIPTION OF THE INVENTION

1. Introduction

The method and system of the present invention provides protocol
snooping to intelligently forward multicast packets to those ports of a switch
that are connected to a neighboring device that directly or indirectly services
the members of a multicast group. In an embodiment, the protocol type is
Protocol Independent Multicast (PIM). However the present invention
supports other multicast protocols and/or standards.

Protocol snooping limits the multicast content to only those routers,
within a VLAN domain, that require the content. Therefore, multicast traffic is
not required to be seen by all multicast routers in the VLAN. As a result, the
present invention can be implemented to conserve bandwidth on the VLAN
because not all receivers are required to see the multicast traffic. The switch of
the present invention also is not required to be configured for any special
tagging technique because intelligent forwarding is based on information

learned from control messages exchanged between the multicast routers.
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IL. System Overview

FIG. 1 illustrates a switch 100 according to an embodiment of the
present invention. Switch 100 includes a plurality of input/output (I/O)
physical ports 102a-102n, a plurality of packet processors 104a-104n, a
forwarding content addressable memory (CAM) 106, an outgoing port lookup
table (LUT) 108, a discovery list 110, a central processor (CPU) 112, a switch
fabric 114, a shared memory buffer 116, a forwarding engine 118, and one or
more neighboring switch interfaces (I/F) 120. The I/O physical ports 102a-
102n (collectively referred to herein as I/O ports 102) serve as a physical layer
interface supporting bi-directional communication between switch 100 and
another neighboring device, such as an end station, a router, and/or like
network device. Each individual I/O port 102 is connected to one or more
neighboring devices. The connection between each I/O port 102 and the
neighboring device(s) comprises wired, wireless, or both transmission media,
including satellite, terrestrial (e.g., fiber optic, copper, coaxial, hybrid fiber-
coaxial (HFC), or the like), radio, microwave, and/or any other form or
method of transmission.

The I/O ports 102 are connected to packet processors 104a-104n
(collectively referred to herein as packet processors 104). Each I/O port 102
exchanges packetized signals (e.g., electronic, electromagnetic, optical, or the
like), demodulates the packetized signals, and delivers the packets to a packet
processor 104. Each packet processor 104 parses and examines the packets for
further processing. Further processing depends on whether the packets contain
a control message and/or content payload(s).

If a packet contains content payload(s) (e.g., voice, data, and/or other
forms of media, multimedia, or the like), packet processor 104 examines the
packet to determine forwarding information (FID) regarding the disposition of
the packet. The FID includes a destination port, port mirror requirement,
packet type, VLAN handling, prioritization, multicast group membership,
and/or like features. The destination port indicates which of the plurality of

PCT/US02/33267
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I/O ports 102 will receive the packet. As described in greater detail below,
packet processor 104 interacts with forwarding CAM 106, outgoing port LUT
108, and/or CPU 112 to determine the FID. Packet processor 104 postpends
the FID to the packet before the packet is forwarded to switch fabric 114.

Forwarding engine 118 communicates with each packet processor 104,
switch fabric 114, CPU 112, and other components of switch 100, as required.
Forwarding engine 118 uses the FID, or the like, to direct traffic from one
location to the next.

Switch fabric 114 is connected to shared memory buffer 116 and
neighboring switch interface(s) 120. Switch fabric 114 stores packets in shared
memory buffer 116. Shared memory buffer 116 assigns a shared memory
location identifier (SMID) to each received packet, and stores the SMID in a
priority queue located in the shared memory buffer 116. The priority queue is
associated with the I/0 port(s) 102 and/or neighboring switch interface(s) 120
designated in the FID. When the SMID reaches the front of the queue, the
priority queue is emptied on a FIFO basis and the associated packet is
forwarded to the associated I/0 port(s) 102 and/or neighboring switch
interface(s) 120. I/O port(s) 102 and/or neighboring switch interface(s) 120
operate to modulate packets and send packetized signals to a designated
device(s).

In regards to I/O port(s) 102, the designated device(s) can be a
neighboring end station, a router, and/or like network device, as described
above. In regards to neighboring switch interface(s) 120, the designated
device(s) is one or more neighboring switches, such as another switch 100, or
like switching device(s). As described with respect to /O ports 102, the
connection between neighboring switch interface(s) 120 and a neighboring
switch(es) comprises wired, wireless, or both transmission media, including
satellite, terrestrial (e.g., fiber optic, copper, coaxial, hybrid fiber-coaxial
(HFC), or the like), radio, microwave, and/or any other form or method of

transmission.
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On the other hand, if a packet received at packet processor 104 is a
control message or if a content packet contains a control message (for
example, in a header frame), packet processor 104 forwards the control
message to discovery list 110 or CPU 112, as described in greater detail
below. The present invention supports two types of control messages for
determining FID: a hello message and a join/prune message. Both control
message types are defined in Experimental Internet Protocol Standard,
Request for Comments (RFC) 2362 (Internet Architecture Board). However
the present invention includes any similar control messages created and/or
exchanged to provide the functions described herein.

Accordingly, a neighboring router periodically transmits a hello
message to switch 100 to announce its presence to switch 100 and/or other
upstream designated router(s). Packet processor 104 forwards the hello
message to discovery list 110. Discovery list 110 stores the hello message
until it is retrieved by CPU 112, as described in greater detail below.

The second type of control message is a join/prune message. A
neighboring router periodically exchanges join/prune messages with switch
100 and/or other neighboring router(s) to designate group memberships for a
multicast. A join/prune message contains both a join set and a prune set. The
join set lists the groups that receivers‘ have requested, and the prune set lists
the groups that are not required by receivers. Packet processor 104 forwards
the join/prune message to CPU 112 for further processing, as described in
greater detail below.

FIG. 1 is a conceptual illustration of switch 100 that facilitates
explanation of the present invention. It would be apparent to one skilled in the
relevant art(s) that one or more of the blocks can be performed by the same
piece of hardware, module of software, or a combination thereof. It should
also be understood that embodiments of the present invention can be
implemented in hardware, software, or a combination thereof. In such an
embodiment, the various components and steps would be implemented in

hardware and/or software to perform the functions of the present invention. It
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should be understood that either of discovery list 110, forwarding CAM 106,
and outgoing port LUT 108 can be any type of memory, including RAM,
SDRAM, or the like.

III.  Constructing and Updating Forwarding Information

As described in reference to FIG. 1, packet processor 104 examines
each content packet to determine its FID. The FID is postpended to the content
packet, and switch 100 subsequently uses the FID to handle the disposition of
the content packet. To determine the FID, packet processdr 104 interacts with
other system components to query one or more FID tables stored in the system
memories (i.e., forwarding CAM 106, outgoing LUT 108, and/or discovery
list 110). The FID tables are periodically populated and refreshed by control
messages exchanged by the neighboring routers.

Referring to FIG. 2, flowchart 200 represents the general operational
flow of an embodiment of the present invention. More specifically, flowchart
200 shows an example of a control flow for processing control messages to
create or update forwarding information for multicasts.

The control flow of flowchart 200 begins at step 201 and passes
immediately to step 203. At step 203, an I/O port 102 receives a packetized
signal having a control message from a neighboring device. The physical form
of the signal can be electronic, electromagnetic, optical, or the like. The signal
is demodulated and delivered to packet processor 104.

At step 206, packet processor 104 determines the type of control
message. As described above, in an embodiment, the control message is either
a hello message or a join/prune message. If a hello message is detected,
forwarding engine 118 sends the hello message to CPU 112, or stores the
control packet in discovery list 110. Afterwards, the control passes to step 209.

At step 209, CPU 112 processes the hello message to create or update a
neighbor list. The neighbor list identifies the neighboring router that sent the
hello message, the address (e.g., IP address) of the neighboring router, the

PCT/US02/33267
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incoming 1/O port 102 that received the hello message, and the like. As such,
switch 100 is able to track and update a list of IP addresses and I/O port(s) 102
that are associated with a neighboring router that transmits a hello message.

If the hello message is received from neighboring switch interface(s)
120, CPU 112 makes note that the corresponding router(s) is being serviced by
a neighboring switch. Therefore, the incoming neighboring switch interface(s)
120 is noted in the neighbor list instead of noting an incoming I/O port 102.

On the contrary, if at step 206, a join/prune message is detected, the
control passes to step 212. At step 212, the multicast mode of operation is
considered. In an embodiment, switch 100 supports two operational modes for
multicasting: shared source distribution multicasting and single source
distribution multicasting. In an embodiment, shared ‘source distribution
multicasting is defined by protocol independent multicasting (PIM) sparse
mode (SM) operational mode, and explicit source distribution multicasting is
defined by PIM single source multicasting (SSM) operational mode. In an

~embodiment, the operational mode is established manually by a systems
operator. In another embodiment, the operational mode is set and/or altered by
CPU 112 and/or another application software in communication with CPU
112.

It should be understood, however, that the present invention supports
other multicast protocols in addition to PIM SM and PIM SSM, as would be
apparent to one skilled in the relevant art(s). For example, the switch of the
present invention can be configured to support the Multiprotocol Label
Switching (MPLS) standards defined by the Internet Engineering Task Force,
the Point-to-Point Protocol (PPP) defined in Internet Protocol Standard (STD)
51, Request for Comments (RFC) 1661 (Internet Architecture Board), and/or
like standards and/or protocols governing layer 2 switching.

Therefore, referring back to FIG. 2, the control passes to step 215 if the
control message establishes shared source distribution trees (e.g., PIM SM

operational mode), and the control passes to step 218 if the control message

PCT/US02/33267



10

15

20

25

30

WO 03/036503

-11 -

establishes explicit source distribution trees (e.g., PIM SSM operational
mode).

At step 215, forwarding engine 118 transfers the join/prune message
from packet processor 104 to CPU 112. In turn, CPU 112 processes the
join/prune message to construct or update one or more FID tables within
forwarding CAM 106. Generally, the FID tables include a source-group table
and a forwarding table and/or a session table. With respect to step 215, the
FID tables include a source-group table and a forwarding table. The source-
group table includes various data about the members of a multicast group.
Such data includes, but is not limited to, a source address, destination address,
and an outgoing port index associated with the source and/or destination
address. The source address can be undefined or a wildcard since a multicast
packet may have multiple sources. Accordingly, CPU 112 processes the
join/prune message to update the aforementioned entries in the source-group
table. CPU 112 also notes the incoming I/O port 102 that received the
join/prune message and add an outgoing port index to the source-group table
that identifies the incoming I/0 port 102. Thereafter, CPU 112 also creates an
entry in outgoing port LUT 108 to associate the outgoing port index to the
receiving incoming I/O port 102.

Another FID table residing in forwarding CAM 106 is a forwarding
table. Forwarding table comprises one or more forwarding entries that include
a destination MAC address and an outgoing port index. Accordingly, CPU 112
updates the forwarding entries if the join/prune message is related to an
existing destination MAC address.

Specifically, CPU 112 extracts multicast group information from the
join/prune message to derive the destination MAC address. As described, the
join list identifies the network addresses for neighboring routers that have
been added to a distribution tree to support multicasts from the request group.
The prune list, conversely, identifies the network addresses for the

neighboring routers that will be removed from a distribution tree. Thus, the
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prune list specifies a holdover period stipulating a time for discontinuing the
memb|ership of a neighboring router from a distribution tree.

Thus the multicast group information, extracted by CPU 112, includes
network addresses (e.g., destination IP addresses) for designated neighboring
routers. CPU 112 derives a destination MAC address from this multicast group
information. In an embodiment, the MAC address is derived by reading the
first three octets (bytes) of the multicast group address (e.g., IP address). As
known to one skilled in the relevant art(s), the first three bytes of any multicast
address are 01:00:5¢e. These three bytes are used as the first three octets in the
MAC address. Next, the remaining three octets are constructed from the
multicast group address which has 32 bits. Only the lower 23 bits of the
multicast group address is used to construct the multicast MAC address.

Once constructed, the destination MAC address serves as a shared
source lookup key. Accordingly, when packet processor 104 receives a
multicast content packet, the destination MAC address is used as the lookup
key to determine an outgoing port index for the received packet. The outgoing
port index serves as a lookup key into outgoing port LUT 108. As such,
outgoing port LUT 108 specifies one or more “outgoing” I/O ports 102 (and/or
neighboring switch interface(s) 120) for each outgoing port index. When
queried, outgoing port LUT 108 returns the outgoing I/O port(s) 102 (and/or
neighboring switch interface(s) 120) to packet processor 104 to identify the
destination neighboring device(s). Packet processor 104 postpends this
forwarding information to the packet and forwards the packet to switch fabric
114, as described in greater detail below.

Therefore, after deriving the destination MAC address for the group,
CPU 112 searches for a forwarding entry having a matching destination MAC
address, and updates the forwarding table in forwarding CAM 106. This is
accomplished by CPU 112 retrieving the associated outgoing port index.
Thereafter, CPU 112 utilizes the outgoing port index to query the associated
tuple in outgoing port LUT 108. CPU 112 then updates the tuple by revising
the associated outgoing ports (i.e., I/O port(s) 102 and/or neighboring switch
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interface(s) 120) according to the designated routers and/or other device(s) in
the new group.

As the multicast group information comprises network addresses, CPU
112 performs layer 3 processing to derive the MAC address. CPU 112 thus
populates forwarding CAM 106 with the layer 3 information. Therefore, when
packet processor 104 queries forwarding CAM 106, packet processor 104, in
essence, utilizes information derived from layer 3 processing (i.e., protocol
type and network address) to intelligently forward a packet during layer 2
processing.

As described, the present invention supports both shared trees and
explicit source trees. For shared trees, forwarding is based on the MAC
destination address lookup described in reference to step 215. However, for a
source specific tree, a session lookup methodology is implemented as
described with respect to step 218.

At step 218, the join/prune message has specified an explicit source
distribution tree (e.g., PIM SSM operational mode). Hence, forwarding engine
118 transfers the join/prune message from packet processor 104 to CPU 112.
In turn, CPU 112 processes the join/prune message to construct or update the
FID table(s). With respect to step 218, the FID tables include a source-group
table and a session table. The source-group table includes various data about
the members of a multicast group, as described above in reference to step 215.
The session table includes a session entry comprising a multicast source IP
address, a destination IP address, an incoming port (i.e., /O port 102 or
neighboring switch interface 120), and protocol type as part of the explicit
source lookup key, and outgoing port index being the result of lookup. The
incoming port is used to specify which I/O port(s) 102 (and/or neighboring
switch interface(s) 120) are eligible for a session match once a packet arrives
on an I/0 port 102. ‘

Therefore, when processing a join/prune message, CPU 112 derives
the explicit source lookup key information from the control message, and

searches for a matching session entry. If an matching entry is determined,
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CPU 112 retrieves the associated outgoing port index. Thereafter, CPU 112
utilizes the outgoing port index to query the associated tuple in outgoing port
LUT 108. CPU 112 then updates the tuple by revising the associated outgoing
ports (i.e., /O port(s) 102 and/or neighboring switch interface(s) 120)
according to the designated routers and/or other device(s) in the new group.

As described in detail below, a session entry is queried, or created if
necessary, when a multicast content packet is received by packet processor
104 and forwarded to CPU 112. The outgoing port index, resulting from a
lookup in the session table, serves as a lookup key into outgoing port LUT
108. The list of outgoing ports (i.e., I/O port(s) 102 and/or neighboring switch
interface(s) 120) are constructed and maintained according to join/prune
messages as described above.

Once discovery list 110, forwarding CAM 106, and/or outgoing port
LUT 108 have been properly constructed or updated, the control passes to step
221. At step 221, CPU 112, interacting with forwarding engine 118, either
returns the hello message or join/prune message to packet processor 104, or
forwards the control message to switch fabric 114. If the control message is
destined for another router within the VLAN domain, the control message is
associated with a SMID, queued according to the designated neighboring
router, and forwarded to the router so that the neighboring router can update
its forwarding table or neighbor list. After the packet has been transmitted to
the designated neighboring router(s), the control flow ends as indicated by step
295.

IV. Intelligent Forwarding Shared and Explicit Source Multicasts

Referring to FIG. 3, flowchart 300 represents the general operational
flow of an embodiment of the present invention. More specifically, flowchart
300 shows an example of a control flow for intelligently forwarding multicast
content packets in shared source distribution multicast operational mode or

explicit source distribution multicast operational mode.
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The control flow of flowchart 300 begins at step 301 and passes
immediately to step 303. At step 303, an I/O port 102 receives a packetized
content signal from a neighboring device. The physical form of the signal can
be electronic, electromagnetic, optical, or the like. The signal is demodulated
and delivered to packet processor 104.

At step 306, packet processor 104 determines whether the signal
comprises a unicast content packet or a multicast content packet. In an
embodiment, packet processor 104 examines the destination address to
determine if the packet is a unicast packet or a multicast packet. For instance,
a multicast content packet has a Class D IP destination address ranging from
“224.1.0.0” to “239.255.255.255.” If packet processor 104 detects a unicast
packet, the control flow passes immediately to step 321, as described below.
Otherwise, the control flow passes to step 309 for multicast processing.

At step 309, packet processor 104 derives or reads a lookup key. As
described in reference to FIG. 2, switch 100 supports two modes of operation:
shared source distribution multicasting and explicit source distribution
multicasting.

Referring back to step 309, if switch 100 is operating with shared
source distributions (e.g., PIM SM), packet processor 104 extracts a shared
source lookup key. Packet processor 104 reads or derives a destination MAC
address from the content packet, and the destination MAC address is used as
the shared source lookup key. In an embodiment, the destination MAC address
is derived by reading the first thee octets and constructing the remaining three
octets from the multicast group address, as described above in reference to
step 215 in FIG. 2.

On the other hand, if, at step 309, switch 100 is operating with explicit
source distributions (e.g., PIM SSM), packet processor 104 extracts an explicit
source lookup key from the content packet. The explicit source lookup key is
based on the source IP address, destination IP address, protocol type derived
from the multicast packet, and the incoming I/O port 102 that received the
packet.
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At step 312, packet processor 104 utilizes the lookup key to query a
FID table stored in forwarding CAM 106. More specifically, for shared source
distributions, packet processor 104 utilizes the destination MAC address as the
lookup key to query a forwarding table located in forwarding CAM 106. For
explicit source distributions, packet processor 104 utilizes the explicit source
Jookup key to query a session table located in forwarding CAM 106. If a
match is found, the control flow passes immediately to step 321, as described
below. Otherwise, the control flow passes to step 315.

At step 315, the content packet is delivered to CPU 112 for further
processing since no match exists for the extracted lookup key. Using other
information extracted from the content packet, CPU 112 queries the source-
group table residing in forwarding CAM 106. In an embodiment, CPU 112
uses the destination group address and, if available, the destination source
address(es) to locate a matching entry. If a match is determined, CPU reads
the corresponding outgoing port index, and control passes to step 318.

At step 318, CPU 112 creates a new entry in either the forwarding
table or session table. For shared source distributions, a new forwarding entry
is added to the forwarding table based on the derived destination MAC
address. For explicit source distributions, a new session entry is added to the
session table based on the session lookup key. From the information returned
from the source-group table, CPU 112 adds the returned outgoing port index
to the forwarding entry or session entry.

However, if a match is not determined at step 315, control passes to
step 317. At step 317, CPU 112 identifies the outgoing I/O port(s) 102 (and/or
neighboring switch interface(s) 120) that currently services the destination
router(s) or other network device(s) associated with the destination address
from the content packet. To identify the outgoing I/O port(s) 102 (and/or
neighboring switch interface(s) 120), CPU 112 queries discovery list 110 to
determine if a hello message has been received from the destination router(s).

If a hello message has been received, CPU 112 reads the outgoing I/O port(s)
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102 (and/or neighboring switch interface(s) 120) from the neighbor list.
Thereafter, control passes to step 321.

If no hello message has been received from the destination router(s),
the packet is dropped for that router(s), and the control flow passes
immediately to step 395. However, in an alternative embodiment, the packet is
multicast to all routers within the VLAN if no hello message has been
received from the destination router(s). As such, CPU 112 would identify all
outgoing I/O port(s) 102 (and/or neighboring switch interface(s) 120) that
service each router within the VLAN. In this embodiment, the control flow
would then pass to step 321.

At step 321, packet processor 104 receives the outgoing I/O port(s) 102
and/or neighboring switch interface(s) 120 for the content packet. More
specifically, if a lookup match is found at step 312, forwarding CAM 106
returns the outgoing port index corresponding to the lookup key (ie.,
destination MAC address or explicit source lookup key). Subsequently,
outgoing port LUT 108 is queried to identify the outgoing I/O port(s) 102
and/or neighboring switch interface(s) 120 corresponding to the outgoing port
index. The corresponding list of outgoing I/O port(s) 102 and/or neighboring
switch interface(s)120 is sent to packet processor 104.

However, if a new table entry is created at step 318, the corresponding
outgoing I/O port(s) 102 and/or neighboring switch interface(s) 120 are
retrieved from outgoing port LUT 108 based on the outgoing port index
returned from the source-group table. Additionally, if the corresponding
outgoing I/O port(s) 102 and/or neighboring switch interface(s) 120 are
determined from the neighbor list as described at step 317, the corresponding
list is simply forwarded to packet processor 104.

If a unicast packet is detected at step 306, then, at step 321, forwarding
CAM 106 returns the FID for the packet. The FID includes the outgoing I/O
port(s) 102 or neighboring switch interface(s) 120 for the destination
neighboring device. The FID is sent to packet processor 104, and the control
flow passes to step 324.
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At step 324, packet processor 104 receives the list of outgoing /O
port(s) 102 and/or neighboring switch interface(s) 120 corresponding to the
content packet. Packet processor 104 postpends the list to the packet.

At step 327, forwarding engine 118 interacts with packet processor 104
to forward the packet to switch fabric 114. At step 330, switch fabric 114
creates a SMID for the packet, and stores the packet in shared memory buffer
116. Switch fabric 114 also stores the corresponding SMID in a priority queue
also located in shared memory buffer 116. At step 333, switch fabric 114
sends the packet to the outgoing I/O port(s) 102 and/or neighboring switch
interface(s)120 linked to the designated neighboring device(s). The outgoing
I/O port(s) 102 and/or neighboring switch interface(s)120 modulate  the
packetized signal and transmit the signal to the designated neighboring
device(s). After the packet has been transmitted to the designated neighboring
device(s), the control flow ends as indicated by step 395.

V. Conclusion

FIGs. 1-3 are conceptual illustrations that facilitates explanation of the
present invention. It will be apparent to one skilled in the relevant art(s) that
the same piece of hardware or module of software can perform one or more of
the blocks. It should also be understood that embodiments of the present
invention could be implemented in hardware, software, or a combination
thereof, In such an embodiment, the various components and steps would be
implemented in hardware and/or software to perform the functions of the
present invention.

While various embodiments of the present invention have been
described above, it should be understood that they have been presented by way
of example, and not limitation. It will be apparent to persons skilled in the
relevant art(s) that various changes in form and detail can be made therein
without departing from the spirit and scope of the invention. Moreover, it

should be understood that the method and system of the present invention
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should not be limited to a network with one layer 2 switch. The present
invention can be implemented in any network of routers interconnected via
several layer 2 switches in the core. Thus, the present invention should not be
limited by any of the above-described exemplary embodiments, but should be

defined only in accordance with the following claims and their equivalents.
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WHAT IS CLAIMED IS:

1. In an internet exchange carrying multicast content, a method
for intelligently forwarding a content packet received at a layer 2 switch, the
method comprising the steps of:

receiving the content packet at the layer 2 switch;
determining whether a multicast indicator is present in a
destination address included in the content packet; and
if said multicast indicator is present, then
querying a forwarding memory based on a lookup key,
determining an outgoing port for the content packet
based on the result of said querying of said forwarding memory, and
forwarding the content packet to said outgoing port for

subsequent delivery to a destination device.

2. The method of claim 1, further comprising the step of:
deriving a destination MAC address from the content packet,
wherein said destination MAC address serves as said lookup key to query said

forwarding memory.

3. The method of claim 2, further comprising the step of:
querying a forwarding table within said forwarding memory
based on said lookup key, wherein said forwarding table comprises at least
one outgoing port index corresponding to one or more destination MAC

addresses.

4. The method of claim 1, further comprising the step of:
extracting a source address, a destination address, a protocol

type, and an incoming port from the content packet to derive an explicit source
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lookup key, wherein said explicit source lookup key serves as said lookup key

to query said forwarding memory.

5. The method of claim 4, further comprising the step of:
querying a session table within said forwarding memory based
on said lookup key, wherein said session table comprises one or more session
entries, each session entry comprising a source address, a destination address,

protocol type, an incoming port, and an outgoing port index.

6. The method of claim 1, further comprising the step of:
creating a new entry in said forwarding memory if the result of
said querying of said forwarding memory returns no match for said lookup
key, wherein said new entry includes a cross-reference to said outgoing port

for subsequent queries.

7. The method of claim 6, further comprising the step of:
processing a neighbor list to determine said outgoing port from

a destination address indicated in the content packet in response to the result.

8. The method of claim 1, further comprising the steps of:
returning an outgoing port index as the result of said querying
of said forwarding memory; and
querying an outgoing port lookup table to determine said

outgoing port.

9. The method of claim 8, further comprising the step of:
receiving a control packet at the layer 2 switch, wherein said

control packet includes at least one of a join set and a prune set for a multicast

group.

10.  The method of claim 9, further comprising the step of:
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modifying at least one of said forwarding memory and said
outgoing port lookup table in response to said control packet.
11. A layer 2 switch for intelligently forwarding a content packet
carrying multicast content, comprising:
5 means for determining whether a multicast indicator is present
in a destination address included in the content packet;
means for querying a forwarding memory based on a lookup
key;
means for determining an outgoing port for the content packet
10 based on the result of said querying of said forwarding memory; and
means for forwarding the content packet to said outgoing port

for subsequent delivery to a destination device.



PCT/US02/33267

WO 03/036503

1/3

(s)eaineq BuuoqybileN wol4/o],

\\

aoroU|

youmsg
BuuoqybienN

ocl

layng
Aowsy

peieys

} -
f A 0 S
cmof & ﬁ \\QNS k \.\mmo_ youms
uod Hod Hod
[eoisAud o0 feoisfud 1eoisAyd
ndinonduj 1ndino/andu indino/nduy 80l 904
R R e e S
= N7
NVO
10ss9901d 108890014 1088900id uod
109)08d oo 18YoRd 1908d Buobino Bupsemiod
auibug »
Buipsemio
~ oLge- YouMS
181
8Lt \.\ Kianoosig
149"
Nndo

43

\u\

0Ll

\.\

0ot

v

LUoUMg BunoqubieN woi4/0],




WO 03/036503

PCT/US02/33267
2/3

201

N
o
o

BEGIN

Receive Control Packet

203

% 206

Hello or Join/

|

Create or Update

Prune Message

212

Neighbor List Shared or
Single Source 218
Configure 215 Configure
Source-Group / Source-Group
Table and/or Table and/or
Forwarding Session Entry
Entry l
Y v
‘ 221
Forward Control Packet
to its domain
295
END

FIG. 2



WO 03/036503 PCT/US02/33267
3/3

301

:
303
/

Receive Content Packet

o

306

Unicast
or Multicast
Packet?

"To 321"

Extract Lookup Key

312

Query
CAM for
Match?

317

Query
Source-Group
Table for
Match ?

Query
Neighbor List

for Maich
?

"To Step 321
or Step 395"

Create New
CAM Entry

\d 321
Determine Outgoing Port(s)

v 324

Postpend outgoing ports to packet
v 327

Forward packet to Switch Fabric
v 330

Queue packet 395
‘ 333

— END

Transmit packet to downstream device(s)

FIG. 3




INTERNATIONAL SEARCH REPORT

International application No.

PCT/US02/33267

A. CLASSIFICATION OF SUBJECT MATTER
IPC(7) GO6F 15/173
USCL 709/238; 370/395.52, 395.53

According to International Patent Classification (IPC) or to both natlonal classification and IPC

B. FIELDS SEARCHED

U.S. : 709/238; 370/395.52, 395.53

Minimum documentation searched (classification system followed by classification symbols)

NONE

Documentation searched other than minimum docurmentation to the extent that such documents are included in the fields searched

EAST

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

C. _ DOCUMENTS CONSIDERED TO BE RELEVANT

Category *

Citation of document, with indication, where appropriate, of the relevant passages

Relevant to claim No.

column 16, lines 3-6.

Y US 6,094,435 A (HOFFMAN et. al.) 25 July 2000, column, 5, lines 2-5, and lines 4-45,
column 3, lines 5-57, column 4, lines 58-60, Fig. 7, steps 200, and 208, column 7, line 58
to column 8, line 3, column 8, lines 50-55, column 10, lines 62-67, column 11, lines 39-
47, column 9, lines 38-48, column 10, lines 25-39, column 11, line 12 to column 12, line 6,

Y US 5,938,736 (MULLER et. al.) 17 August 1999, column 4, line 66 to column 5, line 15,
column 6, lines 47-62, column 7, lines 34-43, column 8, lines 1-20.

1-11

Further documents are listed in the continuation of Box C.

L]

See patent family annex.

* Special categories of cited documents:

“A”  document defining the general state of the art which is not considered to be
of particular relevance

“E™  earlier application or patent published on or after the international filing date

“L™  document which may throw doubts on pnonty claim(s) or which is cited to
establish the publication date of another citation or other special reason (as
specified)

“O”  document referring to an oral disclosure, use, exhibition or other means

“P"  document published prior to the international filing date but later than the
priority date claimed

“T” later document published after the international filing date or priority
date and not in conflict with the apphcauon but cited to understand the
principle or theory underlying the invention

.4 document of particular relevance; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive step
when the document is taken alone

“yr document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents, such combination
being obvious to a person skilled in the art

“&” document member of the same patent family

Date of the actual completion of the international search

30 November 2002 (30.11.2002)

Date of mailing of the international search report

1 2DEG 2002

Name and mailing address of the ISA/US
Commissioner of Patents and Trademarks
Box PCT
Washington, D.C. 20231

Facsimile No. (703)305-3230

Authorized officer f

MARK R. POWELL
Telephone No. (703) 305-9605

Form PCT/ISA/210 (second sheet) (July 1998)




	Abstract
	Bibliographic
	Description
	Claims
	Drawings
	Search_Report

