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REDUCING AUTHENTICATION CONFIDENCE OVER TIME BASED ON USER HISTORY

RELATED APPLICATIONS


TECHNICAL FIELD

[0002] This disclosure relates in general to the field of computer security, and more particularly, to reducing authentication confidence over time based on user history.

BACKGROUND

[0003] The field of computer security has become increasingly important in today's society. Client-based user authentication can be implemented in client platforms in virtually every computing environment. User authentication is typically employed to prevent unauthorized persons from accessing a client platform. Client platforms configured in any type of network, as well as stand-alone client platforms (e.g., an individual's personal mobile
device) may use some type of authentication to prevent unauthorized access to confidential work or personal information, and to prevent unauthorized use of the clients. A common approach to client-based user authentication involves a password or personal identification number (PIN) that may or may not need to be accompanied by a username. Nevertheless, some malicious users may still attempt to subvert user authentication by gaining access to a client platform after a user has been authenticated on the client platform. Thus, network security administrators and individuals alike face significant challenges in protecting computers from malicious persons who seek to gain unauthorized access to client platforms.

BRIEF DESCRIPTION OF THE DRAWINGS

[0004] To provide a more complete understanding of the present disclosure and features and advantages thereof, reference is made to the following description, taken in conjunction with the accompanying figures, wherein like reference numerals represent like parts, in which:

[0005] FIGURE 1 is a simplified block diagram of a client platform with an authentication system in accordance with an embodiment of the present disclosure;

[0006] FIGURE 2 is a simplified flowchart illustrating potential operations associated with the authentication system in accordance with an embodiment;

[0007] FIGURE 3 is a graph illustrating an example user session length probability distribution in accordance with an embodiment;

[0008] FIGURE 4 is a graph illustrating an example percentage of active user sessions at time $t$ in accordance with an embodiment;

[0009] FIGURE 5 is a graph illustrating an example decay rate per second for an authentication confidence score in accordance with an embodiment;

[0010] FIGURES 6 is a block diagram of a memory coupled to an example processor according to an embodiment;

[0011] FIGURE 7 is a block diagram of an example mobile device according to an embodiment; and

[0012] FIGURE 8 is a block diagram of an example computing system that is arranged in a point-to-point (PtP) configuration according to an embodiment.
DETAILED DESCRIPTION OF EXAMPLE EMBODIMENTS

EXAMPLE EMBODIMENTS

[0013] FIGURE 1 is a simplified block diagram of a client platform 100 in which an authentication system 160 based on a continuous authentication model is implemented. Client platform 100 (also referred to herein as 'client') can include hardware 110 and an operating system 120. A user session control 122 may be provided in operating system 120 to control active user sessions and provide notifications when user sessions begin and end. Hardware 110 may include, but is not limited to, one or more processors 112, memory elements 114, and network interface devices 114. Additionally, hardware 110 may include a user interface 118 through which a user can interact with client 100. In at least one embodiment, authentication system 160 may be implemented in client 100 in the form of an authentication engine 130 and a decay agent 140, which enable reducing authentication confidence over time based on user history. Authentication engine 130 can include score update module 132. Data representing a current authentication confidence score 134 of a currently active user session may be determined by authentication engine 130 and may be stored in client 100. In at least one embodiment, authentication engine 130 may also include a session length update module 136 for updating session length mapping 150 with new session length data when user sessions on client 100 terminate. Session length mapping 150 may be contained in any suitable storage structure of client 100, or in another device accessible to client 100. Decay agent 140 may use session length mapping 150 to determine a decay rate for authentication confidence score 134. Decay agent 140 may communicate the decay rate to authentication engine 130 to enable score update module 132 to update authentication confidence score 134, if needed.

[0014] One or more network interfaces 116 of client platform 100 may be configured to enable wireless or wire line communication between client platform 100 and other client platforms, network elements, electronic devices, and networks via one or more networks, such as network 105. Additionally, radio signal communications over a cellular network may also be provided in network 105. Suitable interfaces and infrastructure may be provided to enable communication with the cellular network.
[0015] For purposes of illustrating certain example techniques of authentication system 160, it is important to understand the activities that may be occurring in the computing environment. The following foundational information may be viewed as a basis from which the present disclosure may be properly explained.

[0016] Client platforms are typically protected by some type of user authentication to prevent unauthorized users from gaining access to the devices. Client platforms used by employees of an enterprise, government, or other entity, for example, may contain confidential or sensitive information that could cause considerable damage to the organization or associated individuals if stolen or accessed without permission. In addition, individuals may have personal and other confidential data on their client platforms that needs protection.

[0017] Typically, a time-out mechanism is configured on a client with client-based user authentication to require re-authentication by the user after a predetermined period of inactivity on the client. The time-out mechanism can protect a client when a user inadvertently leaves the client unattended without logging off from an authorized session. The usefulness of a time-out mechanism, however, can be offset by the inconvenience to the user. Generally, the shorter the time-out is configured, the more effective the time-out can be at preventing unauthorized access to the client. When a time-out is too short, however, it can result in a user needing to login frequently due to unnecessary time-outs, thus becoming a nuisance. Conversely, a longer time-out increases the risk of unauthorized access of the client.

[0018] One technique that has addressed these issues to some extent is a continuous authentication technique. Continuous authentication may be used with behavioral analysis of keyboard and mouse dynamics, for example, and may continuously perform checks to determine whether the user is still present at the client. Continuous authentication models typically involve an authentication confidence score (also referred to herein as 'confidence score' and 'score'). In an example scenario, an initial authentication of a user may be used to establish an authentication confidence score. Subsequently, various events can either cause the score to increase or to decrease. As used herein, a 'restored authentication' is intended to mean an authentication confidence score that has been increased based on at least one event. Also as used herein, 'decayed authentication' is intended to mean an authentication
confidence score that has been decreased (or decayed) based on at least one event. If the score is decayed below a certain defined threshold, then appropriate action may be taken, such as terminating the user session.

[0019] The passage of time is a particularly common event that can cause an authentication confidence score to decay. Generally, an authentication credential is considered valid for some limited, defined time period. Methods used to determine how and when to decay a score based on time, however, are generally not based on real world activities. Rather, scores may be decayed based on randomly generated rates of decay, or rates of decay derived from equations (e.g., polynomials) that are not necessarily based on real world events.

[0020] An authentication system in a computing environment, as outlined in FIGURE 1 can resolve these issues and others. In authentication system 160 of FIGURE 1, an algorithm is implemented to reduce an authentication confidence score on a client in accordance with actual user behavior associated with the client. Actual user behavior or habits associated with a client can be determined based on historical session length data, which may be updated in a session length mapping each time a user ends a session on the client. The session length mapping maps time since a start of a session (referred to as 'absolute session time') to a value that represents prior user sessions that ran for at least the same amount of time.

[0021] The session length history data contained in the session length mapping can be used to determine the probability that if a user was on a client at session time \( t_0 \), that the user is still on the client at time \( t_i \). This probability is also referred to herein as a 'decay rate' and can be used to reduce an authentication confidence score when the absolute session time of the active user session passes a typical time when the user completes certain tasks. Over time, as more and more session length data is provided to the session length mapping, the authentication system can begin to more accurately identify certain lengths of absolute session time that correspond to the actual things the user does with the client. Therefore, the authentication confidence score can be reduced in accordance with the actual user behavior.

[0022] Turning again to FIGURE 1, authentication system 160, implemented in client platform 100, can reduce an authentication confidence score for a user session based on user
history. Before discussing potential flows associated with the architecture of FIGURE 1, a
brief discussion is provided about some of the possible components and infrastructure that
may be associated with client platform 100.

[0023] Generally, client platform 100 can be implemented in any type or topology of
networks, indicated by network 105. Network 105 represents a series of points or nodes of
interconnected communication paths for receiving and sending network communications
that propagate through network 105. Network 105 offers a communicative interface
between nodes, and may be configured as any local area network (LAN), virtual local area
network (VLAN), wide area network (WAN), wireless local area network (WLAN),
metropolitan area network (MAN), Intranet, Extranet, virtual private network (VPN), and any
other appropriate architecture or system that facilitates communications in a network
environment, or any suitable combination thereof, including wireless (e.g., 3G/4G/5G/nG
network, WiFi, Institute of Electrical and Electronics Engineers (IEEE) Std 802.11™-2012,
published March 29, 2012, WiMax, IEEE Std 802.16™-2012, published August 17, 2012, Radio-
frequency Identification (RFID), Near Field Communication (NFC), Bluetooth™, etc.) and/or
wire line (e.g., Ethernet, etc.) communication.

[0024] Network communications, which can be inclusive of packets, frames, signals,
data, etc., can be sent and received according to any suitable communication messaging
protocols. Suitable communication messaging protocols can include a multi-layered scheme
such as Open Systems Interconnection (OSI) model, or any derivations or variants thereof
(e.g., Transmission Control Protocol/Internet Protocol (TCP/IP), user datagram protocol/IP
(UDP/IP)). The term ‘data’ as used herein, refers to any type of binary, numeric, voice, video,
textual, or script data, or any type of source or object code, or any other suitable information
in any appropriate format that may be communicated from one point to another in
computing devices (e.g., clients) and/or networks.

[0025] Client platforms, such as client 100, can include any type of computing device
that permits user interaction via a user interface including, but not limited to, workstations,
terminals, laptops, desktops, tablets, gaming systems, any mobile device, and smartphones.
Regarding the internal structure associated with client 100, client 100 can include volatile
and/or nonvolatile memory elements (e.g., memory element 114) for storing data and
information, including instructions, logic, and/or code, to be used in the operations outlined
herein. Client 100 may keep data and information in any suitable memory element (e.g., random access memory (RAM), read-only memory (ROM), programmable ROM (PROM), erasable PROM (EPROM), electrically EPROM (EEPROM), a disk drive, a floppy disk, a compact disk ROM (CD-ROM), a digital versatile disk (DVD), flash memory, a magneto-optical disk, an application specific integrated circuit (ASIC), or other types of nonvolatile machine-readable media that are capable of storing data and information), software, hardware, firmware, or in any other suitable component, device, element, or object where appropriate and based on particular needs. Any of the memory items discussed herein (e.g., memory element 114) should be construed as being encompassed within the broad term 'memory element.' Moreover, the information being used, tracked, sent, or received in client 100 could be provided in any storage structure including, but not limited to, a repository, database, register, queue, table, cache, control list, or Bayesian network with a Gaussian mixture node, all of which could be referenced at any suitable timeframe. Any such storage structures (e.g., storage structure containing session length mapping 150) may also be included within the broad term 'memory element' as used herein.

[0026] In an example implementation, client 100 may include software modules (e.g., decay agent 140, authentication engine 130, score update module 132, session length update module 136) to achieve, or to foster, operations as outlined herein. These modules may be suitably combined or partitioned in any appropriate manner, which may be based on particular configuration and/or provisioning needs. In some embodiments, one or more of such operations may be carried out by hardware and/or firmware, implemented externally to these elements, or included in some other computing device to achieve the intended functionality. These elements may also include software (or reciprocating software) that can coordinate with other computing devices in order to achieve the operations, as outlined herein.

[0027] In certain example implementations, the functions outlined herein may be implemented by logic encoded in one or more tangible media (e.g., embedded logic provided in an ASIC, digital signal processor (DSP) instructions, software (potentially inclusive of object code and source code) to be executed by a processor, or other similar machine, etc.), which may be inclusive of non-transitory computer-readable media. Client 100 may include one or more processors (e.g., processor 112) that can execute logic or an algorithm to perform
activities as discussed herein. A processor can execute any type of instructions associated
with the data to achieve the operations detailed herein. In one example, the processors
could transform an element or an article (e.g., data) from one state or thing to another state
or thing. In another example, the activities outlined herein may be implemented with fixed
logic or programmable logic (e.g., software/computer instructions executed by a processor)
and the elements identified herein could be some type of a programmable processor,
programmable digital logic (e.g., a field programmable gate array (FPGA), an EPROM, an
EEPROM) or an ASIC that includes digital logic, software, code, electronic instructions, or any
suitable combination thereof. Any of the potential processing elements, modules, and
machines described herein should be construed as being encompassed within the broad term
'processor.'

[0028] Operating system 120 of client platform 100 can be provided to manage the
hardware and software resources of client platform 100. In particular, operating system 120
may be configured with user session control 122 to manage user sessions on client 100. As
used herein, a 'user session' is intended to mean an enabled interactive information exchange
between a client and a user. A user session can be established at a point in time when a user
is authenticated to a client platform. Authentication is a process for verifying the identity of a
user and it may be achieved using any number of known techniques. For example,
authentication techniques could include, but are not limited to, a simple logon (e.g.,
username and password supplied by a user), tokens, public key certificates, or biometrics. The
established user session remains active until it is terminated. The user session can be
terminated when a user logs off of the client, when user session control 122 terminates the
user session (e.g., due to a time-out mechanism or other authentication event), or when
power is interrupted on the client. The amount of time between a start time and an end time
of a user session is referred to herein as 'session length.'

[0029] Authentication system 160 may be implemented in client platform 100, and in
at least one embodiment, may include authentication engine 130, decay agent 140, and
session length mapping 150. In at least one embodiment, session length mapping 150 may be
updated with new session length data each time a user session on client 100 ends.

[0030] In an embodiment, session length mapping 150 includes session length data of
all prior user sessions on client 100. In at least one other embodiment, session length
mapping 150 includes session length data of all prior user sessions identified in system logs (e.g., syslog files) of client 100. In some embodiments, session length mapping 150 includes session length data of selected prior user sessions. For example, prior user sessions from particular time periods (e.g., during the last year) or prior user sessions associated with a particular user when multiple users share a client.

[0031] In some instances, for at least some period of time, session length mapping 150 may include session length data that is not based on prior user sessions of client 100. For example, one or more session length templates may be used to configure session length mapping 150 in order to allow authentication system 160 to be implemented with a default user profile having a pre-configured session length mapping as a starting point. This template may be used at least until authentication system 160 learns the actual user patterns based on actual user sessions established by the user. Moreover, such templates may be customized based on particular users, groups of users, departments within an organization, etc.

[0032] In order to create these universal profiles, session length data for clients of various device types could be generated from a selected group of devices. The data may be generated, for example, from system log files of the devices. Additionally, a tool could be deployed on the devices to generate the data. Any type of authentication mechanism could be used on the devices from which the user session length data is generated. Furthermore, statistical analysis may be performed on the extracted user session length data to determine profile types.

[0033] Numerous other techniques may also be used to provide a starting point for session length mapping 150, at least until the client learns the user's patterns. In one example, a selected polynomial may be used to provide session length data. However, a polynomial could result in numbers with little or no correlation to real world user activities. In another example, historical records of the client (e.g., system log files) may be processed to build session length mapping 150 when authentication system 160 is implemented in the client, or at any other time if needed. Additionally, if a user acquires a new client platform, session length mapping 150 from the old client platform may be transferred or copied to the new client platform.

[0034] In at least one embodiment, session length mapping 150 contains absolute session times and session length data associated with a set of prior user sessions. As used
herein, 'absolute session time' is intended to refer to time relative to the start of a session. Session length mapping 150 can be configured to map an absolute session time to a value that represents a subset of the set of prior user sessions, where each of the prior user sessions of the subset were active for at least as long as the absolute session time. When session length mapping 150 contains values and times based on actual prior user sessions of the set, this mapping may be repeated for each absolute session time, using any time format (e.g., seconds, minutes, etc.), of a session length of the longest prior user session of the set of prior user sessions. Furthermore, session length mapping 150 could contain mappings for additional absolute session times of session lengths longer than the longest prior user session of the set. Such additional mappings could be based on predictions of likelihoods of sessions longer than any previous session, data from prior user sessions from other clients, etc.

[0035] For illustration purposes, assume a simplistic set of 250 prior user sessions, with only 20 of the 250 prior user sessions lasting 30 minutes or more. In this example illustration, an absolute session time t, which equals 30 minutes, can be mapped to a value representing the subset (i.e., the 20 prior user sessions) that ran at least as long as time t when they were active sessions. In at least one embodiment, the value mapped to an absolute session time could be a percentage, represented by the subset, of the set of prior user sessions. Accordingly, in the example illustration, the value mapped to t could be 8%. In another embodiment, the value mapped to an absolute session time could be an absolute number of the one or more prior user sessions of the subset associated with that session time. Accordingly, in the example illustration, the value mapped to t could be 20. Other values that provide the same ratio may also be used to represent the subsets at various absolute session times.

[0036] The mapping described with reference to session length mapping 150, may be achieved using any suitable mapping, marking, or linking technique (e.g., pointers, indexes, file names, relational databases, hash table, etc.), or any other technique that represents a relation, connection, or link between the 'mapped' items. For example, a simple table configuration, which is generally a data structure used to organize electronic information, is one possible way to implement session length mapping 150, as previously described. It will be appreciated, however, that session length mapping 150 could be modeled in various other
ways, such as a Gaussian mixture. Such an implementation may be desirable in certain
embodiments due to system space limitations, for example.

[0037] In at least one embodiment, session length mapping 150 contains absolute
session times, and two or more sets of session length data, which are associated with two or
more sets of prior user sessions, respectively. In this embodiment, the two or more sets of
prior user sessions are distinguished by context attributes, or a combination of context
attributes. Context attributes can include any detectable condition under which user session
lengths may vary. Examples of context attributes can include, but are not limited to, time of
day (e.g., exact such as 8:15am or course such as 'morning'), day of a selected period of days
(e.g. day of week, day of year, day of month, day of quarter, etc.), location of the client (e.g.,
Global Positioning System (GPS), WiFi triangulation, home, work, park, commute, etc.),
position of client (e.g., pocket, hand, backpack, purse, table, normal to the earth, etc.),
position or activity of user (e.g., walking, running, sitting, etc.), a type of document being
accessed (e.g., work documents, personal documents, pictures, etc.), a type of application
being executed (e.g., word processing, browser, video games, social media, etc.), weather,
ambient light, a network to which the client is connected, and a device to which the client is
connected.

[0038] The use of multiple tables is one possible way to implement session length
mapping 150 with two or more sets of session length data. When context attributes are
involved, session length mapping 150 may be configured to maintain a separate context-
based mapping group (of absolute session times mapped to values, as previously described
herein) for each set of session length data. Accordingly, a separate table could be configured
for each context-based mapping group.

[0039] In another example, session length mapping 150 could be configured, at least
in part, to accommodate the potentially enormous amount of data that could be collected
when session length data is grouped according to context attributes. Known machine
learning techniques may be used to filter session length data of prior user sessions based on
different context attributes or combinations of context attributes. Such machine learning
techniques could include a decision tree or Bayesian Network. A possible implementation of
a model that incorporates context attributes and different sets of session length data could
be a Bayesian network with discrete nodes for the context attributes with one Gaussian mixture node representing the sets of session length data.

[0040] In at least one embodiment, session length mapping 150 could be updated with new session length data each time a session ends. Thus, session length mapping 150 may be changed with each session and improved to more precisely represent the particular user's behavior patterns. An example pseudo-code representation of an algorithm to achieve these updates could be the following:

```
OnSessionEnd(current_time, session_length_mapping)
    for i = 0 to current_time
        session_length_mapping[i]++
```

In this pseudo-code, the variables are the following:

- `current_time` = absolute session time that the user session ended
- `session_length_mapping` = session length mapping 150

[0041] In an algorithm represented by the above pseudo-code, each time a user session ends, the portion of session length mapping 150 that corresponds to how long the user session lasted is increased. For example, if the user session lasted 30 seconds, then all of the absolute session times from 0 to 30 seconds, in session length mapping 150, would be increased. In one embodiment, an absolute number of sessions may be increased for each absolute session time from 0 to 30 seconds. In other embodiments, different values could be increased. For example, if percentages are used, then for each absolute session time from 0 to 30, the corresponding percentage could be appropriately increased based on one additional user session lasting at least that long.

[0042] Other known machine learning may also be implemented in at least one embodiment. For example, a recovery algorithm may be provided to detect when the user's behavior has dramatically changed, for example, due to a lifestyle change (e.g., new job, retirement, etc.). In this scenario, old session length data may be deleted and new session length data may be used to rebuild session length mapping 150 to accurately represent the user's new use patterns.

[0043] In at least one embodiment, updating session length mapping 150 may be achieved by session length update module 136 of authentication engine 130. Session length
update module 130 could have a hook from operating system 120 to enable it to receive a notification each time a user session ends. It will be apparent, however, that any component authorized to receive such notifications could be configured to update session length mapping 150. For example, decay agent 140 may be configured to receive notifications and update the data. In other examples, a service provider may send these notifications through network 105 and network interface 116. In other examples, notifications may be provided from several sources (e.g., operating system 120, a service provider, etc.) to an entity such as authentication engine 130. The various notifications may be aggregated and used to update session length mapping 150.

[0044] In an embodiment, authentication engine 130 may also include score update module 132 for reducing (or decaying) an authentication confidence score of an active user session. Authentication confidence score 134 represents a current authentication confidence score of an active user session. A score may be created when a user session is established and it may be stored and updated at least as long as the user session is active. Once the user session ends, in at least some embodiments, the score may be deleted. Generally, an authentication confidence score can be configured as a numerical representation of a confidence level of whether the authorized user is still present at client 100. As time passes, the confidence level may be reduced absent other evidence that can restore authentication.

[0045] In one example, authentication engine 130 may request a new decay rate from decay agent 140 each time it is determined that the authentication confidence score needs to be updated. Decay agent 140 can be configured to pull data from session length mapping 150 to calculate a decay rate. In at least some embodiments, a decay rate is the probability that, if the user was on the system at a first session time \((t_0)\), the user is still on the system at a later session time \((t_1)\). The following variables may be used when calculating a decay rate and an updated authentication confidence score at \(t_1\) based on the decay rate:

\[
\begin{align*}
    t_0 &= \text{Session time of last positive authentication} \\
    v_0 &= \text{Value of prior user sessions that lasted until at least } t_0 \\
    s_0 &= \text{Authentication confidence score at } t_0 \\
    t_1 &= \text{Session time for which a decay rate is desired (e.g., current or future session time)} \\
    v_1 &= \text{Value of prior user sessions that lasted until at least } t_1 \\
    s_1 &= \text{Authentication confidence score at } t_1
\end{align*}
\]
P = Probability based on user history that if the user was on the system at session time \( t_0 \), the user is still on the system at time \( t_i \).

[0046] In an embodiment, the time values, \( t_0 \) and \( t_i \) may be provided to decay agent 140 by authentication engine 130. The time values, \( t_0 \) and \( t_i \), may be beginning and ending times, respectively, of an interval of an active user session. A decay rate may be requested based on an interval where the beginning time \( (t_0) \) is the absolute session time of the last positive authentication and the ending time \( (t_i) \) is the current absolute session time. In an example, the last positive authentication could be the last session time for which a decay rate was calculated and applied to the authentication confidence score. The last positive authentication could also be the last time the authentication confidence score was restored either fully or partially by other evidence that the user is present.

[0047] Decay agent 140 can obtain values, \( v_0 \) and \( v_i \), from session length mapping 150. Time \( t_0 \) is an absolute session time mapped to a value (e.g., a percentage, an absolute number) that represents one or more prior user sessions that lasted at least as long as time \( t_0 \) when they were active sessions. Similarly, time \( t_i \) is an absolute session time mapped to a value (e.g., a percentage, an absolute number) that represents one or more prior user sessions that lasted at least as long as time \( t_i \) when they were active sessions. Thus, decay agent 140 could use times \( t_0 \) and \( t_i \) to query session length mapping 150 for the corresponding values \( v_0 \) and \( v_i \). The one or more prior user sessions mapped to \( t_0 \) and the one or more prior user sessions mapped to \( t_i \) could be subsets of a set of prior user sessions represented in session length mapping 150.

[0048] Probability \( P \), based on times \( t_0 \) and \( t_i \), can be calculated as follows:

\[
P = \frac{v_i}{v_0}
\]

Decay agent 140 can provide the probability to authentication engine 130. Score update module 132 can calculate the updated authentication confidence score as follows:

\[
s_{i} = s_{0} * P
\]

Authentication confidence score 134 may be replaced with the updated (and possibly reduced) authentication confidence score, \( s_i \). It will be apparent that decay agent 140 and authentication engine 130 may be divided or partitioned in any desired manner and that a single computation may be performed to update the authentication confidence score 134:

\[
s_{i} = s_{0} * \frac{v_i}{v_0}
\]
By way of example, this calculation effectively determines that if 50% of prior user sessions lasted until time $t_0$, but only 25% of prior user sessions lasted until time $t_i$, then based on this user history, the user is half as likely to be on the system at time $t_i$ as time $t_0$. An example pseudo-code representation of an algorithm to determine the updated (and possibly reduced) authentication confidence score could be the following:

```python
GetDecayedScore(auth_score, auth_time, current_time, session_length_mapping)
    return auth_score * session_length_mapping [current_time] / session_length_mapping [auth_time]
```

In this pseudo-code, the variables are the following:

- `auth_score` = authentication confidence score
- `current_time` = $t_i$
- `auth_time` = $t_0$
- `session_length_mapping` = session length mapping 150

In at least one embodiment, this algorithm results in an authentication confidence score dropping (or decaying) when a session time passes a typical time when the user completes certain tasks. For example, consider a mobile phone user with the following behavior patterns for the absolute session times indicated:

- 30 seconds - checks email messages
- 2 minutes - reads email messages
- 5 minutes - writes email messages
- 10 minutes - browses favorite websites

In this scenario, accurate drops in confidence could occur every time the session passes one of these typical behaviors. After 30 seconds of session time, the user may be done and thus the confidence score can be reduced to reflect this. However, if other factors restore the authentication confidence score (e.g., user provided additional authentication evidence, authentication engine 140 gathered additional authentication evidence), for example, at time 6 minutes, then the typical pattern is that the user could be on the system for another 4 minutes at least. This is the case because the next typical session ending is not until absolute session time 10 minutes.

In some cases, certain platforms may have similar behavior patterns. A mobile phone, for example, may have behavior patterns that typically involve quick checks and some
sustained activity at certain times throughout the day. Work stations (e.g., at an office) may have behavior patterns that correspond to work hours, bathroom breaks, and lunch breaks. Notebooks may have behavior patterns that correspond to meetings, etc. These examples are intended as illustrations only, and are not intended to be limiting. It will be appreciated that behavior patterns on any particular platform depends upon its user and purpose.

[0052] Embodiments disclosed herein provide the advantage of decaying an authentication confidence score according to real world user behavior patterns, and by a value that is based on real probabilities learned from observing a user. Additionally, embodiments disclosed herein are based on absolute session time, which is a session time relative to the start of a session. Thus, in a scenario in which a user often works 10 hours a day, the decay in the score between the 8th and 9th hours should be minimal to the decay in confidence in the first hour of a session. Furthermore, by reflecting actual use models (e.g., checking mail, browsing the web, etc.) the values have a basis in logic and real world activities. For example, if a user authenticated his notebook at 35 minutes, the authentication confidence score may not be reduced until about 60 minutes, when the user is typically done with a one hour meeting. Thus, the actual user behavior drives the authentication confidence score.

[0053] Turning to FIGURE 2, an example flowchart illustrates a possible flow 200 of operations that may be associated with embodiments described herein. In at least one embodiment, a set of operations corresponds to activities of FIGURE 2. Client 100, or a portion thereof, may utilize the set of operations. Client 100 may comprise means such as processor 112, for performing the operations. In an embodiment, one or more operations of flow 200 may be performed by session length update module 136, score update module 132, and/or decay agent 140.

[0054] Flow 200 may begin at 202, where a triggering event is detected. A triggering event could be detected, for example, by decay module 140 when authentication engine 130 requests a new decay rate based on certain session times. Another triggering event could be the expiration of a predetermined interval of time after which a new decay rate is to be calculated. Yet another triggering event could be the end of a user session.

[0055] If the triggering event is the need for a new decay rate, then at 204, a beginning time \( t_0 \) and an ending time \( t_1 \) of a selected interval of an active user session are
identified, in absolute session time. In one example, authentication agent 140 may provide one or both of times t₀ and t₁ to decay agent 140. In this instance, t₁ could be the current absolute session time of the active user session, or even a possible future absolute session time, if such a calculation is needed. The beginning time t₀ could be an absolute session time of the last positive authentication, which may be the last time that the decay rate was calculated. In another example, decay agent 140, or some other entity accessible to decay agent 140, may keep track of the session time of the last positive authentication. In this instance, the absolute session time of the last positive authentication and the current absolute session time of the active user session may be used as beginning time t₀ and ending time ti, respectively.

[0056] In another scenario, ending time t₁ could be a future absolute session time if such a calculation is desired. For example, authentication engine 130 may be configured to update authentication confidence score 134 on an as needed basis. One possible approach for this configuration includes authentication engine 130 determining the next possible session time (in the future) of the user session when a typical user activity should end, based on the historical session length data. This future session time may coincide with a reduction in authentication confidence. Therefore, authentication engine may 'go to sleep' until the future session time arrives. At that point, authentication engine could 'wake up' and request a decay rate from decay agent 140.

[0057] Once times t₀ and ti have been identified, at 206, decay agent 140 can obtain values that are mapped to times t₀ and t₁ in session length mapping 150. One value can represent one or more prior user sessions that lasted at least as long as time t₀ and another value can represent one or more prior user sessions that lasted at least as long as ti.

[0058] At 208, decay agent 140 may calculate a decay rate, which is the probability that, if a user was on a session at t₀, then the user is on the same session at ti, using an equation such as: \( P = \frac{v_{t_i}}{v_0} \). Once the probability is calculated, decay agent 140 can provide this value to authentication engine 130. At 210, a variable (s₀) that represents the authentication confidence score at time t₀ may be set to the current authentication confidence score. At 212, score update module 132 can update authentication confidence score for ti, which is represented by variable sᵢ. The following equation is one example of an equation that could be used to determine the authentication confidence score: \( s_i = s_0 \cdot P \). This
new authentication confidence score for the active user session can be stored as authentication confidence score 134. It should be noted that the equations provided herein are for illustrative purposes only, and that any number of different equations may be used to determine an authentication confidence score.

[0059] With reference again to 202, if the detected triggering event is the termination of a user session, then flow may pass to 214. At 214, session length update module 136 may update session length mapping 150 with session length data associated with the terminated user session. In one example, the portion of session length mapping 150 that corresponds to how long the user session lasted is increased.

[0060] FIGURES 3-6 are graphs representing a possible scenario of an example user, context attributes, and a client, in accordance with embodiments disclosed herein. In this example scenario, the client is a mobile phone, such as a smart phone, and the user is at home in the morning. For the given context attributes (e.g., time of day, location) typical behavior of this user can include checking for urgent emails, reading urgent emails, writing reply emails if needed, placing phone calls in some in certain cases.

[0061] FIGURE 3 is a graph 300 illustrating the probability distribution of user session length on the mobile phone. The percentages of time a user session lasts 310 are shown on a y-axis of graph 300, and time t 312 is shown on an x-axis of graph 300. The user’s past sessions are charted in graph 300, where for each activity (e.g., 301, 302, 303, 304), a curve 305 shows the probability of that activity taking that specific amount of time. An area under the curve shows the probability of that particular activity.

[0062] Example curve 305 shows that checking email 301 typically takes the user a few seconds and does not vary much in length. If the user chooses to read email, then the activity of reading email 302 is longer than simply checking email 301 and varies in the time taken to finish the activity. Curve 305 illustrates that the session can range over a long period of time when the user chooses to write an email 303. Similarly, curve 305 also illustrates that the session time can be significant if the user chooses to make a phone call 304.

[0063] Thus, curve 305 represents the probability distribution function over the user’s session lengths on the mobile phone for these context attributes (e.g., at home in the morning). Authentication system 160 can then determine the percentage of user sessions
that last for a given time period. This can be determined by a cumulative distribution of
graph 300, inverted (i.e., 1-cumulative distribution function (session length)).

[0064] FIGURE 4 is a graph 400 illustrating the percentage of user sessions 410, on the
client that are still active at time \( t_{All} \). The percentage of user sessions 410 are shown on a
y-axis of graph 400, and time \( t_{All} \) is shown on an x-axis of graph 400. Graph 400 is a
cumulative distribution function of graph 300, inverted. Curve 405 represents percentages of
activities 401, 402, 403, and 404 that are still active at time \( t \). Activities 401-404 correlate to
activities 301-304, respectively, of probability distribution graph 300 of FIGURE 3.

[0065] Using graph 400, a probability that a user session will be active at a given time
(e.g., \( t_i \)) can be calculated if the user session was active at a previous time (e.g., \( t_0 \)). By way of
illustration, if a user session is active at \( t_0 \) then a probability \( (P) \) that the user session will still
be active at \( t_1 \) can be calculated using the following equation, as previously discussed herein:

\[
P = \frac{P_t}{P_0}
\]

\( P_0 \) = percentage of past user sessions that lasted at least until time \( t_0 \)
\( P_t \) = percentage of past user sessions that lasted at least until time \( t_1 \)

[0066] Thus, for the example \( t_0 \) and \( t_1 \) shown in FIGURE 4, the probability that the
user session is still active at \( t_i \) is: \( P = \frac{P_0}{P_1} = 0.24 / 0.56 = 0.43 \). This probability value can be
used as a decay rate over the time interval \([t_0, t_1]\). Consequently, decay rates are based on
the actual user behavior associated with the detected context attributes over that absolute
session time interval.

[0067] An updated (and possibly reduced) authentication confidence score \( (s_i) \) can
then be calculated using the following formula: \( s_i = s_0 \cdot \frac{P_0}{P_1} \). Thus, for the example \( t_0 \) and \( t_1 \)
shown in FIGURE 4, the updated authentication confidence score at \( t_i \) is: \( s_i = s_0 \cdot \frac{P_0}{P_1} = s_0 \cdot 0.43 \).

[0068] FIGURE 5 is a graph 500 illustrating the actual decay rate per second to be
applied to an authentication confidence score. More specifically, graph 500 illustrates a
percentage 510 for an authentication confidence score of a user session to be reduced at
particular times \( t \) 512 when the user session is still active. In this example, a curve 505
represents the decay rate per second and appears to follow a similar pattern as the user
session length probability distribution graph 300. If a user session often ends at a particular
given time, then the decay rate should cause the authentication confidence score to decay
rapidly. Conversely, if a user session rarely ends at a given time, then the decay rate should cause the authentication confidence score to decay slowly.

[0069] FIGURES 6-8 are block diagrams of exemplary computer architectures that may be used in accordance with embodiments disclosed herein. Other computer architecture designs known in the art for processors, mobile devices, and computing devices, and network elements may also be used. Generally, suitable computer architectures for embodiments disclosed herein can include, but are not limited to, configurations illustrated in FIGURES 6-8.

[0070] FIGURE 6 is an example illustration of a processor according to an embodiment. Processor 600 is one embodiment of processor 112 of client platform 100.

[0071] Processor 600 may be any type of processor, such as a microprocessor, an embedded processor, a digital signal processor (DSP), a network processor, a multi-core processor, a single core processor, or other device to execute code. Although only one processor 600 is illustrated in FIGURE 6, a processing element may alternatively include more than one of processor 600 illustrated in FIGURE 6. Processor 600 may be a single-threaded core or, for at least one embodiment, the processor 600 may be multi-threaded in that it may include more than one hardware thread context (or "logical processor") per core.

[0072] FIGURE 6 also illustrates a memory 602 coupled to processor 600 in accordance with an embodiment. Memory 602 is one embodiment of memory element 114 of client platform 100. Memory 602 may be any of a wide variety of memories (including various layers of memory hierarchy) as are known or otherwise available to those of skill in the art. Such memory elements can include, but are not limited to, random access memory (RAM), read only memory (ROM), logic blocks of a field programmable gate array (FPGA), erasable programmable read only memory (EPROM), and electrically erasable programmable ROM (EEPROM).

[0073] Code 604, which may be one or more instructions to be executed by processor 600, may be stored in memory 602. Code 604 can include instructions of various modules (e.g., decay agent 140, score update module 132, session length update module 136, user-session control 122) that may be stored in software, hardware, firmware, or any suitable combination thereof, or in any other internal or external component, device, element, or object where appropriate and based on particular needs. In one example, processor 600 can follow a program sequence of instructions indicated by code 604. Each instruction enters a
front-end logic 606 and is processed by one or more decoders 608. The decoder may generate, as its output, a micro operation such as a fixed width micro operation in a predefined format, or may generate other instructions, microinstructions, or control signals that reflect the original code instruction. Front-end logic 606 also includes register renaming logic 610 and scheduling logic 612, which generally allocate resources and queue the operation corresponding to the instruction for execution.

[0074] Processor 600 can also include execution logic 614 having a set of execution units 616i through 616m. Some embodiments may include a number of execution units dedicated to specific functions or sets of functions. Other embodiments may include only one execution unit or one execution unit that can perform a particular function. Execution logic 614 can perform the operations specified by code instructions.

[0075] After completion of execution of the operations specified by the code instructions, back-end logic 618 can retire the instructions of code 604. In one embodiment, processor 600 allows out of order execution but requires in order retirement of instructions. Retirement logic 620 may take a variety of known forms (e.g., re-order buffers or the like). In this manner, processor 600 is transformed during execution of code 604, at least in terms of the output generated by the decoder, hardware registers and tables utilized by register renaming logic 610, and any registers (not shown) modified by execution logic 614.

[0076] Although not shown in FIGURE 6, a processing element may include other elements on a chip with processor 600. For example, a processing element may include memory control logic along with processor 600. The processing element may include I/O control logic and/or may include I/O control logic integrated with memory control logic. The processing element may also include one or more caches. In some embodiments, non-volatile memory (such as flash memory or fuses) may also be included on the chip with processor 600.

[0077] Referring now to FIGURE 7, a block diagram is illustrated of an example mobile device 700. Mobile device 700 is one example of a client platform, such as client platform 100 described herein. In an embodiment, mobile device 700 operates as a transmitter and a receiver of wireless communications signals. Specifically, in one example, mobile device 700 may be capable of both transmitting and receiving cellular network voice
and data mobile services. Mobile services include such functionality as full Internet access, downloadable and streaming video content, as well as voice telephone communications.

[0078] Mobile device 700 may correspond to a conventional wireless or cellular portable telephone, such as a handset that is capable of receiving "3G", or "third generation" cellular services. In another example, mobile device 700 may be capable of transmitting and receiving "4G" mobile services as well, or any other mobile service.

[0079] Examples of devices that can correspond to mobile device 700 include cellular telephone handsets, smartphones, and tablets such as those capable of Internet access, email, and instant messaging communications, and portable video receiving and display devices, along with the capability of supporting telephone services. It is contemplated that those skilled in the art having reference to this specification will readily comprehend the nature of modern smartphones, tablets, and telephone handset devices and systems suitable for implementation of the different aspects of this disclosure as described herein. As such, the architecture of mobile device 700 illustrated in FIGURE 7 is presented at a relatively high level. Nevertheless, it is contemplated that modifications and alternatives to this architecture may be made and will be apparent to the reader, such modifications and alternatives contemplated to be within the scope of this description.

[0080] In an aspect of this disclosure, mobile device 700 includes a transceiver 702, which is connected to and in communication with an antenna. Transceiver 702 may be a radio frequency transceiver. Also, wireless signals may be transmitted and received via transceiver 702. Transceiver 702 may be constructed, for example, to include analog and digital radio frequency (RF) 'front end' functionality, circuitry for converting RF signals to a baseband frequency, via an intermediate frequency (IF) if desired, analog and digital filtering, and other conventional circuitry useful for carrying out wireless communications over modern cellular frequencies. Transceiver 702 is connected to a processor 704, which may perform the bulk of the digital signal processing of signals to be communicated and signals received, at the baseband frequency. Processor 704 can provide a graphics interface to a display element 708, for the display of text, graphics, and video to a user. Processor 704 may include an embodiment as shown and described with reference to processor 600 of FIGURE 6.

[0081] In an aspect of this disclosure, processor 704 may be a processor that can execute any type of instructions to achieve authentication confidence operations on mobile
devices, as detailed herein. Processor 704 may also be coupled to a memory element 706 for storing information to be used in achieving the authentication confidence operations. In an example embodiment, mobile device 700 may be designed with a system-on-a-chip (SoC) architecture, which integrates many or all components of the mobile device into a single chip, in at least some embodiments. In an aspect of this disclosure, memory element 706 of mobile device 700 may also include authentication system 100, as described herein.

[0082] FIGURE 8 illustrates a computing system 800 that is arranged in a point-to-point (PtP) configuration according to an embodiment. In particular, FIGURE 8 shows a system where processors, memory, and input/output devices are interconnected by a number of point-to-point interfaces. In at least one embodiment, client platform 100, shown and described herein, may be configured in the same or similar manner as exemplary computing system 800.

[0083] Processors 870 and 880 may also each include integrated memory controller logic (MC) 872 and 882 to communicate with memory elements 832 and 834. In alternative embodiments, memory controller logic 872 and 882 may be discrete logic separate from processors 870 and 880. Memory elements 832 and/or 834 may store various data to be used by processors 870 and 880 in achieving operations associated with distributed malware detection of potentially affected systems, as outlined herein.

[0084] Processors 870 and 880 may be any type of processor, such as those discussed with reference to processor 600 of FIGURE 6 and processor 112 of FIGURE 1. Processors 870 and 880 may exchange data via a point-to-point (PtP) interface 850 using point-to-point interface circuits 878 and 888, respectively. Processors 870 and 880 may each exchange data with a control logic 890 via individual point-to-point interfaces 852 and 854 using point-to-point interface circuits 876, 886, 894, and 898. As shown herein, control logic is separated from processing elements 870 and 880. However, in an embodiment, control logic 890 is integrated on the same chip as processing elements 870 and 880. Also, control logic 890 may be partitioned differently with fewer or more integrated circuits. Additionally, control logic 890 may also exchange data with a high-performance graphics circuit 838 via a high-performance graphics interface 839, using an interface circuit 892, which could be a PtP interface circuit. In alternative embodiments, any or all of the PtP links illustrated in FIGURE 8 could be implemented as a multi-drop bus rather than a PtP link.
Control logic 890 may be in communication with a bus 820 via an interface circuit 896. Bus 820 may have one or more devices that communicate over it, such as a bus bridge 818 and I/O devices 816. Via a bus 810, bus bridge 818 may be in communication with other devices such as a keyboard/mouse 812 (or other input devices such as a touch screen, trackball, joystick, etc.), communication devices 826 (such as modems, network interface devices, or other types of communication devices that may communicate through a computer network 860), audio I/O devices 814, and/or a data storage device 828. Data storage device 828 may store code 830, which may be executed by processors 870 and/or 880. In alternative embodiments, any portions of the bus architectures could be implemented with one or more PtP links.

The computer system depicted in FIGURE 8 is a schematic illustration of an embodiment of a computing system that may be utilized to implement various embodiments discussed herein. It will be appreciated that various components of the system depicted in FIGURE 8 may be combined in a system-on-a-chip (SoC) architecture or in any other suitable configuration capable of achieving the reduction of authentication confidence based on user history, according to the various embodiments provided herein.

Note that with the examples provided herein, interaction may be described in terms of authentication system 160 managing an authentication confidence score based on only a decay rate. However, this has been done for purposes of clarity and example only. It should be appreciated that authentication system 160 and its teachings may be combined with other suitable authentication evidence that indicates whether an authenticated user is present or not present during an active user session on a client. Moreover, authentication system 160 is readily scalable and can be implemented across a large number of components, as well as more complicated/sophisticated arrangements and configurations. Accordingly, the examples provided should not limit the scope or inhibit the broad teachings of authentication system as potentially applied to a myriad of other architectures.

It is also important to note that the operations described with reference to FIGURES 1-5, illustrate only some of the possible authentication confidence activities that may be executed by, or within, authentication system 160. Some of these operations may be deleted or removed where appropriate, or these operations may be modified or changed considerably without departing from the scope of the present disclosure. In addition, the
timing of these operations may be altered considerably. The preceding operational flows
have been offered for purposes of example and discussion. Substantial flexibility is provided
by embodiments of authentication system 160 in that any suitable arrangements,
chronologies, configurations, and timing mechanisms may be provided without departing
from the teachings of the present disclosure.

[0089] As used herein, unless expressly stated to the contrary, use of the phrase 'at
least one of refers to any combination of the named elements, conditions, or activities. For
example, 'at least one of X, Y, and Z' is intended to mean any of the following: 1) X, but not Y
and not Z; 2) Y, but not X and not Z; 3) Z, but not X and not Y; 4) X and Y, but not Z; 5) X and
Z, but not Y; 6) Y and Z, but not X; or 7) X, Y, and Z. Additionally, unless expressly stated to
the contrary, the terms 'first', 'second', 'third', etc., are intended to distinguish the particular
nouns (e.g., element, condition, module, activity, operation, claim element, etc.) they modify,
but are not intended to indicate any type of order, rank, importance, temporal sequence, or
hierarchy of the modified noun. For example, 'first X' and 'second X' are intended to
designate two separate X elements, that are not necessarily limited by any order, rank,
importance, temporal sequence, or hierarchy of the two elements.

[0090] Although the present disclosure has been described in detail with reference to
particular arrangements and configurations, these example configurations and arrangements
may be changed significantly without departing from the scope of the present disclosure.
Additionally, although authentication system 160 has been illustrated with reference to
particular elements and operations that facilitate the authentication confidence activities,
these elements and operations may be replaced by any suitable architecture, protocols,
and/or processes that achieve the intended functionality of authentication system 160.

OTHER NOTES AND EXAMPLES

[0091] The following examples pertain to embodiments in accordance with this
Specification.

[0092] Example A1 is an apparatus to manage an authentication confidence score, the
apparatus comprising: at least one processor, at least one memory element, at least one
module adapted, when executed by the processor, to: identify, in absolute session time, in
absolute session time, a beginning time and an ending time of an interval of an active user
session on a client, determine a first value representing a first subset of a set of prior user sessions, wherein the prior user sessions of the first subset were active for at least as long as the beginning time, determine a second value representing a second subset of the set of prior user sessions, wherein the prior user sessions of the second subset were active for at least as long as the ending time, and determine, based on the first and second values, a decay rate for the authentication confidence score of the active user session.

[0093] In Example A2, the subject matter of Example 1 can optionally include the at least one module further adapted, when executed by the processor, to: divide the second value by the first value to determine the decay rate.

[0094] In Example A3, the subject matter of any one of Examples A1-A2 can optionally include the at least one module further adapted, when executed by the processor, to: reduce the authentication confidence score based on the decay rate.

[0095] In Example A4, the subject matter of any one of Examples A1-A3 can optionally include the beginning time corresponding to a last positive authentication, and the ending time corresponding to a current time of the active user session.

[0096] In Example A5, the subject matter of any one of Examples A1-A4 can optionally include a storage structure including session length data for each one of the prior user sessions of the set, wherein the session length data includes the first and second values mapped to the beginning and ending times, respectively.

[0097] In Example A6, the subject matter of Example A5 can optionally include the at least one module further adapted, when executed by the processor, to: update the storage structure to include session length data of the active user session when the active user session terminates.

[0098] In Example A7, the subject matter of any one of Examples A1-A6 can optionally include the prior user sessions of the set being distinguished from other prior user sessions by one or more context attributes.

[0099] In Example A8, the subject matter of Example A7 can optionally include the one or more context attributes including at least one of: time of day, day of a period of days, location of the client, position of the client, a type of document being accessed, a type of application being executed, weather, ambient light, a network to which the client is connected, and a device to which the client is connected.
[0100] In Example A9, the subject matter of any one of Examples A7-A8 can optionally include the active user session of the client being distinguished from the other prior user sessions by the one or more context attributes.

[0101] In Example A10, the subject matter of any one of Examples A1-A6 can optionally include the prior user sessions of the set being distinguished from other prior user sessions by a first context attribute, and wherein at least some of the other prior user sessions are distinguished by a second context attribute.

[0102] In Example A11, the subject matter of any one of Examples A1-A10 can optionally include the first and second values being one of percentages and absolute session numbers.

[0103] In Example A12, the subject matter of any one of Examples A1-A10 can optionally include none of the prior user sessions of the set being established on the client.

[0104] In Example A13, the subject matter of any one of Examples A1-A10 can optionally include each of the prior user sessions of the set being established on the client.

[0105] Example CI is at least one machine readable storage medium having instructions stored thereon to manage an authentication confidence score, the instructions when executed by a processor cause the processor to: identify, in absolute session time, a beginning time and an ending time of an interval of an active user session on a client; determine a first value representing a first subset of a set of prior user sessions, wherein the prior user sessions of the first subset were active for at least as long as the beginning time; determine a second value representing a second subset of the set of prior user sessions, wherein the prior user sessions of the second subset were active for at least as long as the ending time; and determine, based on the first and second values, a decay rate for the authentication confidence score of the active user session.

[0106] In Example C2, the subject matter of Example CI can optionally include the instructions when executed by the processor further cause the processor to: divide the second value by the first value to determine the decay rate.

[0107] In Example C3, the subject matter of any one of Examples C1-C2 can optionally include the instructions when executed by the processor further cause the processor to: reduce the authentication confidence score based on the decay rate.
In Example C4, the subject matter of any one of Examples C1-C3 can optionally include the beginning time corresponding to a last positive authentication, and the ending time corresponding to a current time of the active user session.

In Example C5, the subject matter of any one of Examples C1-C4 can optionally include a storage structure including session length data for each one of the prior user sessions of the set, wherein the session length data includes the first and second values mapped to the beginning and ending times, respectively.

In Example C6, the subject matter Example C5 can optionally include the instructions when executed by the processor further cause the processor to: update the storage structure to include session length data of the active user session when the active user session terminates.

In Example C7, the subject matter of any one of Examples C1-C6 can optionally include the prior user sessions of the set being distinguished from other prior user sessions by one or more context attributes.

In Example C8, the subject matter of Example C7 can optionally include the one or more context attributes including at least one of: time of day, day of a period of days, location of the client, position of the client, a type of document being accessed, a type of application being executed, weather, ambient light, a network to which the client is connected, and a device to which the client is connected.

In Example C9, the subject matter of any one of Examples C7-C8 can optionally include the active user session of the client being distinguished from the other prior user sessions by the one or more context attributes.

In Example C10, the subject matter of any one of Examples C1-C6 can optionally include the prior user sessions of the set being distinguished from other prior user sessions by a first context attribute, and wherein at least some of the other prior user sessions are distinguished by a second context attribute.

In Example C11, the subject matter of any one of Examples C1-C10 can optionally include the first and second values being one of percentages and absolute session numbers.

In Example C12, the subject matter of any one of Examples C1-C11 can optionally include none of the prior user sessions of the set being established on the client.
In Example C13, the subject matter of any one of Examples Cl-C11 can optionally include each of the prior user sessions of the set being established on the client.

Example M1 is a method for managing an authentication confidence score, comprising: identifying, in absolute session time, a beginning time and an ending time of an interval of an active user session on a client; determining a first value representing a first subset of a set of prior user sessions, wherein the prior user sessions of the first subset were active for at least as long as the beginning time; determining a second value representing a second subset of the set of prior user sessions, wherein the prior user sessions of the second subset were active for at least as long as the ending time; and determining, based on the first and second values, a decay rate for the authentication confidence score of the active user session.

In Example M2, the subject matter Example M1 can optionally include reducing the authentication confidence score based on the decay rate.

In Example M3, the subject matter of any one of Examples M1-M2 can optionally include dividing the second value by the first value to determine the decay rate.

In Example M4, the subject matter of any one of Examples M1-M3 can optionally include the beginning time corresponding to a last positive authentication, and the ending time corresponding to a current time of the active user session.

In Example M5, the subject matter of any one of Examples M1-M4 can optionally include a storage structure including session length data for each one of the prior user sessions of the set, wherein the session length data includes the first and second values mapped to the beginning and ending times, respectively.

In Example M6, the subject matter of Example M5 can optionally include updating the storage structure to include session length data of the active user session when the active user session terminates.

In Example M7, the subject matter of any one of Examples M1-M6 can optionally include the prior user sessions of the set being distinguished from other prior user sessions by one or more context attributes.

In Example M8, the subject matter of Example M7 can optionally include the one or more context attributes including at least one of: time of day, day of a period of days, location of the client, position of the client, a type of document being accessed, a type of
application being executed, weather, ambient light, a network to which the client is
connected, and a device to which the client is connected.

[0126] In Example M9, the subject matter of any one of Examples M7-M8 can
optionally include the active user session of the client being distinguished from the other
prior user sessions by the one or more context attributes.

[0127] In Example M10, the subject matter of any one of Examples M1-M6 can
optionally include the prior user sessions of the set being distinguished from other prior user
sessions by a first context attribute, and wherein at least some of the other prior user
sessions are distinguished by a second context attribute.

[0128] In Example M11, the subject matter of any one of Examples M1-M10 can
optionally include the first and second values being one of percentages and absolute session
numbers.

[0129] In Example M12, the subject matter of any one of Examples M1-M11 can
optionally include none of the prior user sessions of the set being established on the client.

[0130] In Example M13, the subject matter of any one of Examples M1-M11 can
optionally include each of the prior user sessions of the set being established on the client.

[0131] Example E1 is an apparatus for managing an authentication confidence score,
comprising means for: identifying, in absolute session time, a beginning time and an ending
time of an interval of an active user session on a client; determining a first value representing
a first subset of a set of prior user sessions, wherein the prior user sessions of the first subset
were active for at least as long as the beginning time; determining a second value representing
a second subset of the set of prior user sessions, wherein the prior user sessions of the second subset
were active for at least as long as the ending time; and determining, based on the first and second values, a decay rate for the authentication confidence score of
the active user session.

[0132] In Example E2, the subject matter of Example E1 can optionally include
reducing the authentication confidence score based on the decay rate.

[0133] In Example E3, the subject matter of any one of Examples E1-E2 can
optionally include dividing the second value by the first value to determine the decay rate.
In Example E4, the subject matter of any one of Examples E1-E3 can optionally include the beginning time corresponding to a last positive authentication, and the ending time corresponding to a current time of the active user session.

In Example E5, the subject matter of any one of Examples E1-E4 can optionally include a storage structure including session length data for each one of the prior user sessions of the set, wherein the session length data includes the first and second values mapped to the beginning and ending times, respectively.

In Example E6, the subject matter of Example E5 can optionally include updating the storage structure to include session length data of the active user session when the active user session terminates.

In Example E7, the subject matter of any one of Examples E1-E6 can optionally include the prior user sessions of the set being distinguished from other prior user sessions by one or more context attributes.

In Example E8, the subject matter of Example E7 can optionally include the one or more context attributes including at least one of: time of day, day of a period of days, location of the client, position of the client, a type of document being accessed, a type of application being executed, weather, ambient light, a network to which the client is connected, and a device to which the client is connected.

In Example E9, the subject matter of any one of Examples E7-E8 can optionally include the active user session of the client being distinguished from the other prior user sessions by the one or more context attributes.

In Example E10, the subject matter of any one of Examples E1-E6 can optionally include the prior user sessions of the set being distinguished from other prior user sessions by a first context attribute, and wherein at least some of the other prior user sessions are distinguished by a second context attribute.

In Example E11, the subject matter of any one of Examples E1-E10 can optionally include the first and second values being one of percentages and absolute session numbers.

In Example E12, the subject matter of any one of Examples E1-E11 can optionally include none of the prior user sessions of the set being established on the client.
In Example E13, the subject matter of any one of Examples El-Ell can optionally include each of the prior user sessions of the set being established on the client.

Example XI is a machine-readable storage medium including machine-readable instructions, when executed, to implement a method or realize an apparatus as claimed in any one of claims 1-13 and 27-39.

Example Y1 is an apparatus comprising means for performing the method of any of Claims 27-39.

In Example Y2, the subject matter of Example Y1 can optionally include the means for performing the method comprising a processor and a memory.

In Example Y3, the subject matter of Example Y2 can optionally include the memory comprising machine-readable instructions, that when executed cause the apparatus to perform the method of any of claims 27-39.

In Example Y4, the subject matter of any one of Examples Y1-Y3 can optionally include the apparatus being a mobile device or a computing system.
WHAT IS CLAIMED IS:

1. An apparatus to manage an authentication confidence score, the apparatus comprising:
   - at least one processor;
   - at least one memory element;
   - at least one module adapted, when executed by the processor, to:
     identify, in absolute session time, a beginning time and an ending time of an interval of an active user session on a client;
     determine a first value representing a first subset of a set of prior user sessions, wherein the prior user sessions of the first subset were active for at least as long as the beginning time;
     determine a second value representing a second subset of the set of prior user sessions, wherein the prior user sessions of the second subset were active for at least as long as the ending time; and
     determine, based on the first and second values, a decay rate for the authentication confidence score of the active user session.

2. The apparatus of Claim 1, wherein the at least one module is further adapted, when executed by the processor, to:
   divide the second value by the first value to determine the decay rate.

3. The apparatus of Claim 1, wherein the at least one module is further adapted, when executed by the processor, to:
   reduce the authentication confidence score based on the decay rate.

4. The apparatus of Claim 1, wherein the beginning time corresponds to a last positive authentication, and wherein the ending time corresponds to a current time of the active user session.
5. The apparatus of Claim 1, wherein a storage structure includes session length data for each one of the prior user sessions of the set, wherein the session length data includes the first and second values mapped to the beginning and ending times, respectively.

6. The apparatus of Claim 1, wherein the at least one module is further adapted, when executed by the processor, to:

   update the storage structure to include session length data of the active user session when the active user session terminates.

7. The apparatus of any one of Claims 1 through 6, wherein the prior user sessions of the set are distinguished from other prior user sessions by one or more context attributes.

8. The apparatus of Claim 7, wherein the one or more context attributes include at least one of: time of day, day of a period of days, location of the client, position of the client, a type of document being accessed, a type of application being executed, weather, ambient light, a network to which the client is connected, and a device to which the client is connected.

9. The apparatus of Claim 7, wherein the active user session of the client is distinguished from the other prior user sessions by the one or more context attributes.

10. The apparatus of any one of Claims 1 through 6, wherein the prior user sessions of the set are distinguished from other prior user sessions by a first context attribute, and wherein at least some of the other prior user sessions are distinguished by a second context attribute.

11. The apparatus of any one of Claims 1 through 6, wherein the first and second values are one of percentages and absolute session numbers.
12. The apparatus of any one of Claims 1 through 6, wherein none of the prior user sessions of the set was established on the client.

13. The apparatus of any one of Claims 1 through 6, wherein each of the prior user sessions of the set was established on the client.

14. At least one machine readable storage medium having instructions stored thereon to manage an authentication confidence score, the instructions when executed by a processor cause the processor to:
   identify, in absolute session time, a beginning time and an ending time of an interval of an active user session on a client;
   determine a first value representing a first subset of a set of prior user sessions, wherein the prior user sessions of the first subset were active for at least as long as the beginning time;
   determine a second value representing a second subset of the set of prior user sessions, wherein the prior user sessions of the second subset were active for at least as long as the ending time; and
   determine, based on the first and second values, a decay rate for the authentication confidence score of the active user session.

15. The at least one machine readable storage medium of Claim 14, wherein the instructions when executed by the processor further cause the processor to:
   divide the second value by the first value to determine the decay rate.

16. The at least one machine readable storage medium of Claim 14, wherein the instructions when executed by the processor further cause the processor to:
   reduce the authentication confidence score based on the decay rate.

17. The at least one machine readable storage medium of Claim 14, wherein the beginning time corresponds to a last positive authentication, and wherein the ending time corresponds to a current time of the active user session.
18. The at least one machine readable storage medium of Claim 14, wherein a storage structure includes session length data for each one of the prior user sessions of the set, wherein the session length data includes the first and second values mapped to the beginning and ending times, respectively.

19. The at least one machine readable storage medium of Claim 18, wherein the instructions when executed by the processor further cause the processor to:

update the storage structure to include session length data of the active user session when the active user session terminates.

20. The at least one machine readable storage medium of any one of Claims 14 through 19, wherein the prior user sessions of the set are distinguished from other prior user sessions by one or more context attributes.

21. The at least one machine readable storage medium of Claim 20, wherein the one or more context attributes include at least one of: time of day, day of a period of days, location of the client, position of the client, a type of document being accessed, a type of application being executed, weather, ambient light, a network to which the client is connected, and a device to which the client is connected.

22. An apparatus for managing an authentication confidence score, comprising:

means for identifying, in absolute session time, a beginning time and an ending time of an interval of an active user session on a client;

means for determining a first value representing a first subset of a set of prior user sessions, wherein the prior user sessions of the first subset were active for at least as long as the beginning time;

means for determining a second value representing a second subset of the set of prior user sessions, wherein the prior user sessions of the second subset were active for at least as long as the ending time; and
means for determining, based on the first and second values, a decay rate for the authentication confidence score of the active user session.

23. The apparatus of Claim 22, further comprising:
means for reducing the authentication confidence score based on the decay rate, wherein the means for determining the decay rate includes dividing the second value by the first value.

24. A method for managing an authentication confidence score, comprising:
identifying, in absolute session time, a beginning time and an ending time of an interval of an active user session on a client;
determining a first value representing a first subset of a set of prior user sessions, wherein the prior user sessions of the first subset were active for at least as long as the beginning time;
determining a second value representing a second subset of the set of prior user sessions, wherein the prior user sessions of the second subset were active for at least as long as the ending time; and
determining, based on the first and second values, a decay rate for the authentication confidence score of the active user session.

25. The method of Claim 24, further comprising:
reducing the authentication confidence score based on the decay rate.
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