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(57) Abstract: A system for creating a video signature, including a
video retrieval module to retrieve a video sequence having a plu-
rality of frames, each of the frames including an image, a region
definition module to define a plurality of image regions for the im-
age of each of the frames, such that the image regions occupy the
same portions of the image for each of the frames, a motion analy-
sis module to calculate a plurality of motion vectors, such that one
of the motion vectors is calculated for each of the image regions of
each of the frames by comparison to the image of another one of
the frames, each of the motion vectors having a direction of motion
and a magnitude of motion, and a signature creation module to cre-
ate the video signature including data indicative of the direction of
motion and the magnitude of motion for each of the image regions
of each of the frames. Related apparatus and methods are also de-
scribed.
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VIDEO SIGNATURE

FIELD OF THE INVENTION

The present invention relates to video signatures.

BACKGROUND OF THE INVENTION
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SUMMARY OF THE INVENTION

The present invention, in certain embodiments thereof, seeks to

provide an improved video signature system.

There is thus provided in accordance with an embodiment of the
present invention a system for creating a video signature, including a video
retrieval module to retrieve a video sequence having a plurality of frames, each of
the frames including an image, a region definition module to define a plurality of
image regions for the image of each of the frames, such that the image regions
occupy the same portions of the image for each of the frames, a motion analysis
module to calculate a plurality of motion vectors, such that one of the motion
vectors 1s calculated for each of the image regions of each of the frames by
comparison to the image of another one of the frames, each of the motion vectors
having a direction of motion and a magnitude of motion, and a signature creation
module to create the video signature including data indicative of the direction of
motion and the magnitude of motion for each of the image regions of each of the

frames.

Further in accordance with an embodiment of the present invention

the video sequence includes at least fifty of the frames.

Still further in accordance with an embodiment of the present
invention the motion analysis module is operative to calculate the motion vectors,
such that a multiplicity of the motion vectors are calculated for each of the image
regions of each of the frames by comparison to the images of other ones of the

frames.

Additionally in accordance with an embodiment of the present
invention the image of each of the frames includes at least three of the image
regions, and the signature creation module is operative to create the video
signature including data indicative of the direction of motion and the magnitude of

motion for each of the at least three image regions of each of the frames.

Moreover in accordance with an embodiment of the present

invention the image of each of the frames includes at least four of the image
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regions, and the signature creation module is operative to create the video
signature including data indicative of the direction of motion and the magnitude of

motion for each of the four image regions of each of the frames.

Further in accordance with an embodiment of the present invention
each of the image regions includes a plurality of sub-regions, and the motion
analysis module is operative to calculate the one motion vector for each of the
image regions of each of the frames by averaging a multiplicity of other motion

vectors calculated for the sub-regions.

Still further in accordance with an embodiment of the present
invention the motion analysis module is operative to determine a plurality of
angles including a set of the angles for each of the frames, for each one of the
frames, the set of the angles is at least partially defined by the motion vectors of
the one frame, and the signature creation module is operative to create the video

signature including the set of angles for each of the frames.

Additionally in accordance with an embodiment of the present
invention for each one of the frames, the set of angles is also defined by a plurality

of connecting vectors connecting the motion vectors of the one frame.

Moreover in accordance with an embodiment of the present
invention each of the angles is defined by one of the motion vectors and one of the

connecting vectors.

Further in accordance with an embodiment of the present invention
each of the motion vectors has a head and tail, each of the connecting vectors
being connected to a tail of one of the motion vectors and a head of another one of

the motion vectors.

Still further in accordance with an embodiment of the present
invention the angles in the set of angles are ordered consistently with respect to the

motion vectors for each of the frames.

Additionally in accordance with an embodiment of the present
invention, the system includes an image identification module to identify the

image within one of the frames, and determine a measurement of a size of the
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image, wherein the signature creation module is operative to create the video

signature including the measurement of the size of the image.

Moreover in accordance with an embodiment of the present
invention the image identification module is operative to determine a measurement
of an orientation of the image, and the signature creation module is operative to

create the video signature including a measurement of the orientation of the image.

Further in accordance with an embodiment of the present invention,
the system includes a discrete cosine transform module to perform at least one
discrete cosine transform for each of the image regions of each of the frames
yielding at least one DC coefficient for each of the image regions of each of the
frames, and determine a value based on the at least one DC coefficient, wherein
the signature creation module is operative to create the video signature including

the value for each of the image regions of each of the frames.

Still further in accordance with an embodiment of the present
invention, the system includes an image extractor to extract a luminance
component of the image of each of the frames so that the motion analysis module
is operative to calculate the motion vectors in a black and white domain based on

the luminance component.

Additionally in accordance with an embodiment of the present
invention, the system includes an image scaler to resize the frames to a predefined

resolution.

Moreover in accordance with an embodiment of the present

invention the frames are uncompressed video frames.

There is also provided in accordance with still another embodiment
of the present invention a system for comparing a video sequence with at least one
video signature, the system including a storage arrangement to store the at least
one video signature, a video retrieval module to retrieve the video sequence having
a plurality of frames, each of the frames including an image, a region definition
module to define a plurality of image regions for the image of each of the frames,
such that the image regions occupy the same portions of the image for each of the

frames, a motion analysis module to calculate a plurality of motion vectors, such
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that one of the motion vectors is calculated for each of the image regions of each
of the frames by comparison to the image of another one of the frames, each of the
motion vectors having a direction of motion and a magnitude of motion, and a
signature comparison module to compare the magnitude of motion of the one
motion vector for each of the image regions of each of the frames with the at least

one video signature.

Further in accordance with an embodiment of the present invention
the signature comparison module is operative to compare the direction of motion
of the one motion vector for each of the image regions of each of the frames with

the at least one video signature.

Still further in accordance with an embodiment of the present

invention the video sequence includes at least fifty of the frames.

Additionally in accordance with an embodiment of the present
invention the image of each of the frames includes at least three of the image

regions.

Moreover in accordance with an embodiment of the present
invention the image of each of the frames includes at least four of the image

regions.

Further in accordance with an embodiment of the present invention
each of the image regions includes a plurality of sub-regions, and the motion
analysis module is operative to calculate the one motion vector for each of the
image regions of each of the frames by averaging a multiplicity of other motion

vectors calculated for the sub-regions.

Still further in accordance with an embodiment of the present
invention the motion analysis module is operative to determine a plurality of
angles including a set of the angles for each of the frames, for each one of the
frames, the set of the angles is at least partially defined by the motion vectors of
the one frame, the signature comparison module is operative to compare the set of

the angles for each of the frames with the at least one video signature.
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Additionally in accordance with an embodiment of the present
invention for each one of the frames, the set of angles is also defined by a plurality

of connecting vectors connecting the motion vectors of the one frame.

Moreover in accordance with an embodiment of the present
invention each of the angles is defined by one of the motion vectors and one of the

connecting vectors.

Further in accordance with an embodiment of the present invention
cach of the motion vectors has a head and tail, each of the connecting vectors
being connected to a tail of one of the motion vectors and a head of another one of

the motion vectors.

Still further in accordance with an embodiment of the present
invention the angles in the set of angles are ordered consistently with respect to the

motion vectors for each of the frames.

Additionally in accordance with an embodiment of the present
invention, the system includes an image identification module to identify the
image within one of the frames, and determine a measurement of a size of the
image, wherein the signature comparison module is operative to compare the one
motion vector for each of the image regions of at least one of the frames with the

at least one video signature based on the measurement of the size of the image.

Moreover in accordance with an embodiment of the present
invention the image identification module is operative to determine a measurement
of an orientation of the image, and wherein the signature comparison module is
operative to compare the one motion vector for each of the image regions of at
least one of the frames with the at least one video signature based on the

measurement of the orientation of the image.

Further in accordance with an embodiment of the present invention,
the system includes a discrete cosine transform module to perform at least one
discrete cosine transform for each of the image regions of each of the frames
yielding at least one DC coefficient for each of the image regions of each of the

frames, and determine a value based on the at least one DC coefficient, wherein
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the signature comparison module is operative to compare the value for each of the

image regions of each of the frames with the at least one video signature.

Still further in accordance with an embodiment of the present
invention, the system includes an image extractor to extract a luminance
component of the image of each of the frames so that the motion analysis module
is operative to calculate the motion vectors in a black and white domain based on

the luminance component.

Additionally in accordance with an embodiment of the present
invention, the system includes an image scaler to resize the frames to a predefined

resolution.

Moreover in accordance with an embodiment of the present

invention the frames are uncompressed video frames.

There is also provided in accordance with still another embodiment
of the present invention a method for creating a video signature, including
retrieving a video sequence having a plurality of frames, each of the frames
including an image, defining a plurality of image regions for the image of each of
the frames, such that the image regions occupy the same portions of the image for
each of the frames, calculating a plurality of motion vectors, such that one of the
motion vectors is calculated for each of the image regions of each of the frames by
comparison to the image of another one of the frames, each of the motion vectors
having a direction of motion and a magnitude of motion, and creating the video
signature including data indicative of the direction of motion and the magnitude of

motion for each of the image regions of each of the frames.

There is also provided in accordance with still another embodiment
of the present invention a method for comparing a video sequence with at least one
video signature, the method including storing the at least one video signature,
retrieving the video sequence having a plurality of frames, each of the frames
including an image, defining a plurality of image regions for the image of each of
the frames, such that the image regions occupy the same portions of the image for
each of the frames, calculating a plurality of motion vectors, such that one of the

motion vectors is calculated for each of the image regions of each of the frames by
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comparison to the image of another one of the frames, each of the motion vectors
having a direction of motion and a magnitude of motion, and comparing the
magnitude of motion of the one motion vector for each of the image regions of

each of the frames with the at least one video signature.
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BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will be understood and appreciated more fully
from the following detailed description, taken in conjunction with the drawings in

which:

Fig. 1 is a block diagram view of video signature system
constructed and operative in accordance with an embodiment of the present
invention;

Fig. 2 is a block diagram view of a video signature being extracted

using the system of Fig. 1;

Fig. 3 is a block diagram view of a first method of analyzing a video

using the system of Fig. 1;

Fig. 4 is a block diagram view of a second method of analyzing a

video using the system of Fig. 1;

Fig. 5 is a block diagram view of a video signature creation sub-

system of the system of Fig. 1;

Fig. 6 i1s a partly pictorial, partly block diagram view showing

preparatory steps in the creation of a video signature in the sub-system of Fig. 5;

Fig. 7 is a partly pictorial, partly block diagram view of image
regions being defined by the sub-system of Fig. 5;

Fig. 8 is a partly pictorial, partly block diagram view showing
motion vector calculation for a sub-region of one of the image regions of an image

in the sub-system of Fig. 5;

Fig. 9 is a partly pictorial, partly block diagram view showing a
plurality of motion vectors for each of the sub-regions of the image region of Fig.
8;

Fig. 10 is a partly pictorial, partly block diagram view showing an

average motion vector for each of the image regions of the image of Fig. §;

10
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Fig. 11 is a partly pictorial, partly block diagram view showing the
motion vectors of Fig. 10 connected by connecting vectors;

Fig. 12 is a partly pictorial, partly block diagram view showing the

motion vectors of Fig. 11 with the addition of dimension vectors;

Fig. 13 is a partly pictorial, partly block diagram view showing the

determination of a DC coefficient for the sub-region of Fig. §;

Fig. 14 is a partly pictorial, partly block diagram view showing an

average DC coefficient for each of the image regions of the image of Fig. §;

Fig. 15 is a partly pictorial, partly block diagram view showing a

plurality of power vectors representing the average DC coefficients of Fig. 15;

Fig. 16 is a partly pictorial, partly block diagram view of a video
signature created by the sub-system of Fig. 5;

Fig. 17 is partly pictorial, partly block diagram view showing
calculation of motion vectors with respect to a plurality of adjacent frames using

the sub-system of Fig. 5;

Fig. 18 is a partly pictorial, partly block diagram view of another

video signature created by the sub-system of Fig. 5;

Fig. 19 is a block diagram view of a video analysis sub-system of

the system of Fig. 1;

Fig. 20 is a partly pictorial, partly block diagram view showing

steps in a method of data extraction in the sub-system of Fig. 19; and

Fig. 21 is a flowchart showing steps in a method of comparing the

video sequence with video signature(s) in the sub-system of Fig. 19.

11
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DETAILED DESCRIPTION OF AN EMBODIMENT

Reference is now made to Fig. 1, which is a block diagram view of
video signature system 10 constructed and operative in accordance with an
embodiment of the present invention. The video signature system 10 includes a
video signature creation sub-system 12, a video analysis sub-system 14 and a

signature database 16.

The video signature creation sub-system 12 is operative to create
one or more video signatures. The resulting video signature(s) are then stored in
the signature database 16. The video signature creation sub-system 12 is described

in more detail with reference to Figs. 5-18.

For the purposes of the video signature system 10, it is generally
assumed that a movie is the same movie whether the movie has been re-encoded,
filtered and/or scaled, some frames are dropped, rotated, colored, and/or modified,
for example, a scene may be replaced by a scene from a different movie or the

movie colors may be modified or removed.

The video analysis sub-system 14 analyzes videos for comparing to
one or more of the video signatures stored in the signature database 16. The video

analysis sub-system 14 is described in more detail with reference to Figs. 19-21.

It will be appreciated by those ordinarily skilled in the art that the
video signature creation sub-system 12 and the video analysis sub-system 14 may
be implemented separately or together in a single system such as the video

signature system 10.

The video signature system 10 is typically implemented in a suitable

processing system, for example, but not limited to, a computer system.

The term "video" as used in the specification and claims, is defined
as a sequence of images, for example, correlated images such as movies, clips, TV

shows, home videos.

Reference is now made to Fig. 2, which is a block diagram view of

a video signature 18 being extracted using the system 10 of Fig. 1. In one mode of

12
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operation, the video signature system 10 extracts the video signature 18 of a

video 20.

Reference is now made to Fig. 3, which is a block diagram view of
a first method of analyzing a video 22 using the system 10 of Fig. 1. The video 22
is compared to one or more video signatures 24 until the video 22 is identified as
video "C".

Reference is now made to Fig. 4, which is a block diagram view of
a second method of analyzing video using the system 10 of Fig. 1. A video 26 is
analyzed in order to identify the video 26 by comparing the video 26 to the video
signatures 24. If the video 26 matches one of the video signatures 24 in the
signature database 16 (Fig. 1), then a new occurrence of the identified video 26 is
counted by the video signature system 10 (block 28). If the video 26 does not
match any of the video signatures 24 in the signature database 16, then a new
video signature is created for the video 26. The new video signature is added to the

signature database 16 (block 30).

Reference is now made to Fig. 5, which is a block diagram view of
a video signature creation sub-system 12 of the system 10 of Fig. 1. The video
signature creation sub-system 12 includes a video retrieval module 32, a
decoder 34, an image extractor 36, an image scaler 38, an image identification
module 40, a region definition module 42, a motion analysis module 44, a discrete
cosine transform (DCT) module 46 and a signature creation module 48. The
modules of the video signature creation sub-system 12 are operationally connected

and are described in more detail with reference to Figs. 6-18.

Reference is now made to Fig. 6, which is a partly pictorial, partly
block diagram view showing preparatory steps in the creation of a video signature

in the video signature creation sub-system 12 of Fig. 5.

The video retrieval module 32 is operative to retrieve a video
sequence 50 having a plurality of frames 52. Each of the frames 52 includes an
image 54. The video sequence 50 may include all of a content item, such as a
movie, or only part of the content item. It is also possible that some of the original

frames 52 of the content item may have been dropped.

13
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The video sequence 50 may be retrieved from a local database or

other suitable source such as from a server via the Internet.

Typically, all the available frames 52 of the content item are used to
create the video signature, so that any portion of a test video may be analyzed and
compared to the created video signature in order to determine if the test video is

represented by the video signature or not.

If the video sequence 50 is compressed and/or encoded, the video
sequence 50 is uncompressed and/or decoded by the decoder 34 to yield

uncompressed video 56.

The image extractor 36 de-interlaces the frames 52 if required,
yielding progressive frames. The image extractor 36 is also operative to extract the
luminance and chrominance components of the image 54 of each of the frames 52
so that the motion analysis module 44 (Fig. 5) can calculate motion vectors
(described in more detail with reference to Figs. 8-10) in a black and white domain
based on the luminance component. The luminance and chrominance components

are typically extracted by performing a linear transform in the RGB domain.

The image scaler 38 is operative to resize the frames 52 to a
predefined resolution, for example, but not limited to, 176 by 120 pixels, generally
in order to simplify calculation of the components of the video signature without
compromising the quality (uniqueness) of the video signature. For example, if the
pre-scaled frames 52 include 704 by 480 pixels, the frames 52 are scaled by one
sixteenth to 176 by 120 pixels. However, it will be appreciated by those ordinarily
skilled in the art that the frames 52 can be scaled to any suitable size in order to
simplify calculation of the components of the wvideo signature without

compromising the uniqueness of the video signature.

The image identification module 40 is operative to: identify the
images 54 within the frames 52; and determine a measurement of a size, position
and orientation for each of the images 54. The image identification is typically
performed as the images 54 may not be positioned and sized consistently among
the frames 54 of the video sequence 50 and especially between different video

sequences of the same movie, for example. The random positioning of the

14
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images 54 within the frames 52 may be unintentional or it may be intentional to
avoid a pirate video from being identified via automatic identification or for
formatting reasons for example, but not limited to, a 16:9 movie formatted in a 4:3

frame. In some cases the image 54 may be rotated.

The size, position and orientation for each of the images 54 in the

frames 52 are defined by a set of orthogonal vectors, called dimension vectors 58.

The dimension vectors 58 are typically based on the first real
changeable pixels at the bottom and left side of the image. In other words, the
dimension vector 58 parallel to the bottom of the image 54 defines the first bottom
non-black active line of the image 54. So for example, a 16:9 format video in a 4:3
frame should have the dimension vector 58 parallel to the bottom of the image 54

at the position where the 16:9 video starts and not at the edge of the 4:3 frame.

The dimension vectors 58 are likely to be the same for a complete
video sequence. Therefore, it may not be necessary to perform the identification of
the images 54 within the frames 52 and determining the dimension vectors 58 for
every frame 52. The dimension vectors 58 may be determined periodically for a
video sequence, for example, but not limited to, every 25-200 frames. However, It
will be appreciated by those ordinarily skilled in the art that the dimension
vectors 58 may be determined for every frame 52 or only once at the beginning of

the video sequence 50.

It will be appreciated by those ordinarily skilled in the art that the
size, position and orientation of each of the images 54 in the frames 52 may be
defined in any suitable way, for example, but not limited to, by the coordinates of

the corners of the image 54.

Reference is now made to Fig. 7, which is a partly pictorial, partly
block diagram view of image regions 60 being defined by the video signature

creation sub-system 12 of Fig. 5.

The region definition module 42 (Fig. 5) is operative to define the
image regions 60 for the image 54 of each of the frames 52, such that the image
regions 60 occupy the same portions of the image 54 for each of the frames 52. In

other words, even if the images 54 are different sizes, positions and/or orientations

15
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within the frames 52, the image regions 60 occupy the same portions of the
frames 52. For example, if one of the image regions 60 is defined as the bottom
left quadrant of the images 54, then the image region 60 occupies the bottom left
quadrant of all of the images 54 irrespective of the size, position and/or orientation

of the images 54 within the frames 52.

The images 54 may include any number of image regions 60. Using
only two image regions 60 per image 54 is possible, but the resulting video
signature may not be unique. Using three or four image regions 60 per image 54
should provide better results for the resulting video signature. Using four image
regions 60 arranged as quadrants in the images 54 provides a better geometrical
basis for calculating the components of the signature as will be seen below. It will
be appreciated by those ordinarily skilled in the art that using more than four

image regions 60 per image 54 is also possible.

The image regions 60 typically cover the whole of each of the
images 54, but it will be appreciated by those ordinarily skilled in the art that the

image regions 60 may only cover part of each image 54.

The following is an example of how one of the images 54 may be
divided into four image regions 60. Assuming that the image 54 occupies the
whole of the frame 52 and has a size of 176 by 120 pixels, and the image 54
includes 8 by 8 pixel blocks, then the image 54 includes 330 blocks (22 blocks by
15 blocks). So, if the image 54 is divided into four image regions 60, there may be
two image regions 60 of 82 blocks each, and two image regions 60 of 83 blocks

each.

Reference is now made to Fig. 8, which is a partly pictorial, partly
block diagram view showing motion vector calculation for a sub-region 62 of one

of the image regions 60 of one of the images 54 in the sub-system 12 of Fig. 5.

Each of the image regions 60 includes a plurality of sub-regions 64.
The sub-regions 64 are typically blocks of 8 by 8 pixels, 16 by 16 pixels or 32 by

32 pixels or any other suitable size block of pixels.

The motion analysis module 44 (Fig. 5) is operative to calculate a

motion vector 66 for each of the sub-regions 64 (only four of the sub-regions 64
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are labeled for the sake of clarity) of each of the image regions 60 of each of the
frames 52 by comparison to the image 54 of another one of the frames 52. For
clarity the frames 52 and the images 54 are shown as being the same size. Only
one motion vector 66 is shown in Fig. 8. The motion vector 66 is a measurement
of motion of an element in one frame 52 as compared to another frame 52. Each
sub-region 64 is typically compared to a previous frame 52 in the video
sequence 50, but each sub-region 64 could also be compared to a future frame 52
in the video sequence 50. Each motion vector 66 has a direction of motion and a
magnitude of motion. Fig. 8 shows an image of the sub-region 62 of a frame 70

being compared to the image 54 a previous frame 72.

Each motion vector 66 can be calculated using any suitable method
of motion vector calculation. However, it may be advantageous to calculate each

motion vector 66 according to a pre-defined search radius and accuracy.

Reference is now made to Fig. 9, which is a partly pictorial, partly
block diagram view showing a plurality of the motion vectors 66 for each of the
sub-regions 64 of one of the image regions 60 of Fig. 8. The motion vectors 66 are
calculated for each of the sub-regions 64 for each of the image regions 60 of each
image 54. For the sake of clarity only some of the motion vectors 66 and some of

the sub-regions 64 have been labeled in Fig. 9.

Reference is now made to Fig. 10, which is a partly pictorial, partly
block diagram view showing an average motion vector 74 for each of the image

regions 60 of the image 54 of Fig. 8.

The motion vectors 66 (Fig. 9) calculated for each sub-region 64 are
averaged by the motion analysis module 44 (Fig. 5) for each image region 60 of
each frame 52, yielding the average motion vector 74 for each image region 60 of
each frame 52. Each average motion vector 74 has a direction of motion and a
magnitude of motion. For simplicity, the frame 52 and the image 54 are shown as

being the same size.

Therefore, by averaging the motion vectors 66 (Fig. 9), the motion

analysis module 44 is operative to calculate the average motion vectors 74, such
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that one of the average motion vectors 74 is calculated for each image region 60 of

each frame 52 by comparison to the image 54 of another frame 52.

Reference is now made to Fig. 11, which is a partly pictorial, partly
block diagram view showing the motion vectors 74 of Fig. 10 connected by a
plurality of connecting vectors 76 in the frame 52. For simplicity, the frame 52 and

the image 54 are shown as being the same size.

Each motion vector 74 has a head 78 and a tail 80. The head 78 and
the tail 80 are defined by the direction of motion described by the average motion
vector 74 such that that the direction from the tail 80 to the head 78 is in the
direction of motion. Each connecting vector 76 is connected to the tail 80 of one
motion vector 74 and the head 78 of another motion vector 74, so that the
connecting vectors 76 are connecting the motion vectors 74 together in each

frame 52 forming a closed circuit 86.

Optionally, the motion analysis module 44 (Fig. 5) is operative to
determine a plurality of angles so that a set of angles (A1, A2, A3, A4, AS, A6,
A7, A8) is defined for each of the frames 52. Each set of angles (A1, A2, A3, A4,
A5, A6, A7, A8) is defined by the motion vectors 74 and the connecting
vectors 76 of the frame 52, such that each angle in the set of angles (A1, A2, A3,
A4, A5, A6, A7, A8) is defined by one motion vector 74 and one connecting
vector 76. Typically, each of the angles (A1, A2, A3, A4, A5, A6, A7, A8) is an
angle subtended by one average motion vector 74 and one connecting vector 76 on
the inside of the closed circuit 86. However, the angles (A1, A2, A3, A4, AS, A6,
A7, A8) could be defined in a suitable way, for example, but not limited to, on the
outside of the closed circuit 86 or by the acute angles or by the obtuse angles

subtended.

The first angle Al is defined as the angle between a first average
motion vector 88 and a first connecting vector 90 which connects the first average
motion vector 88 and a second average motion vector 92. The second angle Al is
defined as the angle between the second average motion vector 92 and the next

connecting vector 76. The remaining angles are similarly defined so that the angles

18



10

15

20

25

30

WO 2010/049755 PCT/IB2008/054472

progress from the first average motion vector 88 around the closed circuit 86 until

all the angles are defined.

The decision of how the angles are defined by the average motion
vectors 74 and the connecting vectors 76 is arbitrary. However, it will be
appreciated that the definition of how the angles are defined should be consistent
for all frames and all videos. Similarly, the angles in the set of angles should be
ordered consistently with respect to the average motion vectors 74 for each of the

frames 52 and all videos.

The position of the tail 80 of the first average motion vector 88 is

defined by a reference point vector 94 starting at an origin 98 of the image 54.

It may be possible to define a set of the angles without using the
connecting vectors 76 by simply extending the average motion vectors 74 until the
average motion vectors 74 intersect and define a set of angles between the average

motion vectors 74.

As will be discussed with reference to Fig. 21, the set of angles (A1,
A2, A3, A4, AS, A6, A7, A8) is used when comparing the video signature with a
test video sequence. If the set of angles is not determined by the video signature
creation sub-system 12 prior to creation of the video signature, the set of angles
(A1, A2, A3, A4, A5, A6, A7, A8B) can be determined from data defining the
average motion vectors 74 and the connecting vectors 76 in the video signature

when comparing the video signature with the test video sequence.

The motion analysis module 44 (Fig. 5) typically includes a buffer
(not shown) to store the frames 52 used for comparison purposes when calculating
the motion vectors 66 (Fig. 9) and the average motion vectors 74 as well as other

working values and the angles (A1, A2, A3, A4, A5, A6, A7, A8), if necessary.

Reference is now made to Fig. 12, which is a partly pictorial, partly
block diagram view showing the average motion vectors 74 of Fig. 11 with the

addition of the dimension vectors 58.

In Figs. 8-11, the frames 52 and the images 54 are shown as being

the same size for simplicity. However, the images 54 may be smaller than the
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frames 52 and possibly rotated as well. The size and orientation of the image 54 in
the frames 52 is defined by the dimension vectors 58 described with reference to

Fig. 6. The reference point vector 94, described in Fig. 11 is also shown.

Another reference point vector 96 defines the position of the tails of
the dimension vectors 58 with respect to an origin 100 of the frame 52. The
reference point vector 96 is typically defined by the image identification

module 40 (Fig. 6).

Reference is now made to Fig. 13, which is a partly pictorial, partly
block diagram view showing the determination of a DC coefficient 102 for the

sub-region of Fig. 8.

The DCT module 46 (Fig. 5) is operative to perform a discrete
cosine transform for each sub-region 64 (only some labeled for the sake of clarity)
of each image region 60 of each frame 52. Each of the DCT transforms includes a
DC component 102 and typically a multiplicity of AC components. Therefore, the
DCT module 46 yields a plurality of DC coefficients 102 for each of the image
regions 60 for each of the frames 52. Only one DC coefficient 102 is shown for the

sake of clarity.

The DCT operation may be based on a lookup table for better
performance. However, it will be appreciated by those ordinarily skilled in the art

that any suitable method of performing a DCT can be used.

The DC component of each DCT operation is selected for further
processing described with reference to Fig. 14, and the AC components are
typically discarded. The reason the DC component is selected is because the DC
component represents the most common part of the sub-region 64 and the DC
component is typically not affected by noise, whereas the AC components are

typically affected by noise.

Reference is now made to Fig. 14, which is a partly pictorial, partly
block diagram view showing a plurality of average DC coefficients 104 (DCI,
DC2, DC3, DC4), one DC coefficient 104 for each of the image regions 60 of the
image 54 of Fig. 8.
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For each image region 60, the DCT module 46 (Fig. 5) is operative

to determine a value based on the DC coefficients in the image region 60.

The value is typically an average of the DC coefficients, such as the
average DC coefficient 104, or a result of a modulo function operation, for
example, but not limited to a modulo addition operation, such as (DCa, DCb,

DCec...)Mod z, where z is between -1000 and 1000.

Reference is now made to Fig. 15, which is a partly pictorial, partly
block diagram view showing a plurality of power vectors 106 representing the

average DC coefficients 104 of Fig. 15.

The average DC coefficient 104 for each of the image regions 60
can be represented by the power vectors 106. The magnitude of each of the power
vectors 106 is based on the value of the associated average DC coefficient 104.
For mathematical and/or presentation convenience the power vectors 106 are
shown as being orthogonal to the plane defined by the average motion vectors 74,
the connecting vectors 76, the dimension vectors 58 and the reference point
vector 94. For mathematical and/or presentation convenience the tail of each of the
power vectors 106 is typically defined as being at the same point as the tail 80 of

average motion vector 74 for the same image region 60.

Reference is now made to Fig. 16, which is a partly pictorial, partly
block diagram view of a video signature 108 created by the video signature

creation sub-system 12 of Fig. 5. Reference is also made to Fig. 12.

The signature creation module 48 (Fig. 5) is operative to create the
video signature 108 including data indicative of the direction of motion and the
magnitude of motion for each of the image regions 60 of each of the frames 52

(Fig. 12).

The data indicative of the direction and magnitude of motion is
typically defined by the average motion vectors 74. As the images 54 may be
smaller than the frames 52, and possibly rotated as well, the reference point
vector 96, the dimension vectors 58 and the reference point vector 94 are also

needed to define the direction and magnitude of the motion.
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In addition, the reference point vector 96, the dimension vectors 58,
the reference point vector 94 and the connecting vectors 76 also enable the

position of the average motion vectors 74 to be defined.

If the coordinates of the heads and tails of the average motion
vectors 74 are included in the video signature 108, then the reference point
vector 94 is not needed in the video signature 108. Additionally, the coordinates of
the heads and tails of the average motion vectors 74 also define the heads and tails

of the connecting vectors 76.

Additionally, if the coordinates of the heads and tails of the
dimension vectors 58 are included in the video signature 108, then the reference

point vector 96 is not needed in the video signature 108.

Optionally, the signature creation module 48 (Fig. 5) is operative to
create the video signature including the set of angles (A1, A2, A3, A4, AS, A6,
A7, A8) (Fig. 11) for each of the frames 52. As described above with reference to
Fig. 11, the angles in the set of angles are ordered consistently with respect to the
motion vectors 74 for each of the frames 52. A reason why the angles should be
ordered consistently in the video signature 108 is so that when test video
sequences are compared to the video signature 108, the order of the angles reduces

mismatches between the video signature 108 and test video sequences.

Optionally, the angles (A1, A2, A3, A4, A5, A6, A7, A8) are not
included in the video signature 108. In such a case, the angles are calculated from
the average motion vectors 74 and the connecting vectors 76 when the video
signature 108 needs to be compared to a test video sequence, described in more

detail with reference to Fig. 21.

The signature creation module 48 (Fig. 5) is operative to create the
video signature 108 including the average DC coefficients 104 (Fig. 14), typically
in the form of the magnitude of the power vectors 106 (Fig. 15) for each of the

image regions 60 of each of the frames 52.

As mentioned above, the dimension vectors S8 are typically
included in the video signature 108 providing a measurement of the size, position

and orientation of the image 54.
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The video signature 108 can include motion and DC coefficient data
for as many or as few frames 52 as required. However, it is estimated that using a

video sequence of fifty or more frames 52 provides a better quality signature.

Reference is now made to Fig. 17, which is partly pictorial, partly
block diagram view showing calculation of motion vectors with respect to a
plurality of adjacent frames 110 using the video signature creation sub-system 12

of Fig. 5.

In Figs. 8 and 9, the motion vectors 66 were calculated by
comparison to one closest neighboring frame 72, yielding a single set of: average
motion vectors 74 (Fig. 10); connecting vectors 76 (Fig. 11); and angles (Al, A2,
A3, A4, AS, A6, A7, AB) (Fig. 11).

However, due to dropped frames (typically in the videos being
compared with the video sequence 50) and different frame rates, it is desirable to
have multiple sets of: average motion vectors 74 (Fig. 10); connecting vectors 76
(Fig. 11); and angles (A1, A2, A3, A4, A5, A6, A7, A8) (Fig. 11), for each frame
52, by comparing the frame 52 to two or three or more adjacent frames 110

yielding the multiple sets of data.

Therefore, the motion analysis module 44 (Fig. 5) is operative to
calculate the motion vectors 66 (Figs. 8 and 9) for each of the sub-regions 64
(Fig. 9) of each of the frames 52, by comparison with the adjacent frames 110. So
for example, the image of each of the sub-regions 64 (Fig. 9) is compared to the
images of two or three or more adjacent frames 110 yielding a multiplicity of

motion vectors 66 (Fig. 9) for each of the sub-regions 64 (Fig. 9).

Therefore, the motion analysis module 44 (Fig. 5) is operative to
calculate the motion vectors 74 (Fig. 10), such that a multiplicity of the motion
vectors 74 are calculated for each of the image regions 60 (Fig. 10) of each of the
frames 52 by comparison to the images 54 of other ones of the frames 110, thereby
yielding multiple sets of: average motion vectors 74 (Fig. 10); connecting
vectors 76 (Fig. 11); and angles sets (A1, A2, A3, A4, AS, A6, A7, A8) (Fig. 11),

for each frame 52.
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Reference is now made to Fig. 18, which is a partly pictorial, partly
block diagram view of another video signature 112 created by the video signature

creation sub-system 12 of Fig. 5.

The video signature 112 is substantially the same as the video
signature 108 of Fig. 16, except that the video signature 112 includes for each
frame 52 (Fig. 6), multiple sets of the average motion vectors 74 (Fig. 15) and
optionally multiple sets of the angle sets (A1, A2, A3, A4, AS, A6, A7, A8) (Fig.
11). Multiple sets of the connecting vectors 76 (Fig. 15) and the reference point
vector 94 (Fig. 15) may also be required depending on how the average motion
vectors 74 are defined in the video signature 112 as explained with reference to

Fig. 16.

Reference is now made to Figs. 19 and 20. Fig. 19 is a block
diagram view of the video analysis sub-system 14 of the system 10 of Fig. 1. Fig.
20 is a partly pictorial, partly block diagram view showing steps in a method of

data extraction in the video analysis sub-system 14 of Fig. 19.

The video analysis sub-system 14 includes a plurality of
operationally connected modules including: a video retrieval module 114, a
decoder 116, an image extractor 118, an image scaler 120, an image identification
module 122, a region definition module 124, a motion analysis module 126, a

DCT module 128, and a signature comparison module 130.

The video retrieval module 114, the decoder 116, the image
extractor 118, the image scaler 120, the image identification module 122, the
region definition module 124, the motion analysis module 126 and the DCT
module 128 have substantially the same functionality as the video retrieval
module 32, the decoder 34, the image extractor 36, the image scaler 38, the image
identification module 40, the region definition module 42, the motion analysis

module 44 and the discrete cosine transform (DCT) module 46, respectively.

It will be appreciated by those ordinarily skilled in the art that the
modules of the video analysis sub-system 14 can be the same modules as used by

the video signature creation sub-system 12.
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The video retrieval module 114, the decoder 116, the image
extractor 118, the image scaler 120, the image identification module 122, the
region definition module 124, the motion analysis module 126 and the DCT
module 128 take one or more parts of a test video sequence 150 having a plurality
of frames 152, each of the frames 152 including an image 154, and process the
part(s) of the test video 150 in substantially the same way as the video sequence 50
of Fig. 6, as described with reference to Figs. 6-15. Each part of the test video
sequence 150, processed by the video analysis sub-system 14 for comparison with
one or more video signatures 156, typically includes at least fifty frames 152.
More than one part of the test video 150 is typically compared to the video
signature 156 (say 15 to 30 minutes apart, by way of example only) so that a trailer
or promotional video is not identified as a complete video, for example. It will be
appreciated that the whole test video sequence 150 does generally not need to be
compared to the video signatures 156. However, the whole test video
sequence 150 could be compared to the video signatures 156, if required or
desired. The video signatures 156 are typically, but not necessarily, created using

the process described with reference to Figs. 5-18.

The video retrieval module 114 is operative to retrieve the test video

sequence 150 (block 132).

If the frames are compressed and/or encoded, the decoder 116 is
operative to uncompress /decode the frames 152 yielding uncompressed video

frames (block 134).

The image extractor 118 is operative to de-interlace the frames 152

if required, yielding progressive frames.

The image extract or 118 is operative to extract a luminance
component of the image 154 of each of the frames 152 so that the motion analysis
module 126 is operative to calculate motion vectors in a black and white domain

based on the luminance component (block 136).

The image scaler 120 is operative to resize the frames 152 to a

predefined resolution (block 138).
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The image identification module 122 is operative to: identify the
image 154 within one or more of the frames 152; and determine a measurement of
a size, position and orientation of the image 154, typically by way of a plurality of

orthogonal dimension vectors 180 (block 140).

The steps of blocks 132-140 are described in more detail with

reference to Fig. 6.

The region definition module 124 is operative to define a plurality
of image regions 182 for the image 154 of each of the frames 152, such that the
image regions 182 occupy the same portions of the image 154 for each of the
frames 152. A plurality of sub-regions 184 is also defined for each image
region 182 (block 142). Only one sub-region 184 is shown for the sake of
simplicity. The definition of image regions 182 and sub-regions 184 is described

in more detail with reference to Figs. 7 and 8.

The motion analysis module 126 is operative to calculate a plurality
of motion vectors 186, such that one of the motion vectors 186 is calculated for
each of the image regions 182 of each of the frames 152 by comparison to the
image 154 of another one of the frames 152 (typically the immediately prior
frame 152 or the next frame 152), each of the motion vectors 186 having a
direction of motion and a magnitude of motion. The motion vectors for each of the
image regions 182 are typically determined by averaging a multiplicity of other
motion vectors calculated for the sub-regions 184 (block 144). Motion vector

calculation is described in more detail with reference to Figs. 8-10.

The motion analysis module 126 is operative to determine a
plurality of angles (A1, A2, A3, A4, A5, A6, A7, AS8) including a set of the angles
for each of the frames 152 (block 146), described in more detail with reference to

Fig. 11.

The DCT module 128 is operative to determine a DC coefficient
value for each of the image regions of each of the frames 152 (block 148),
typically represented by a plurality of power vectors 188, described in more detail

with reference to Figs. 13-15.
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Two reference point vectors 190, corresponding to the reference
point vectors 94, 96 described in more detail with reference to Fig. 12, are also

determined for the frames 152 of the test video sequence 150.

The signature comparison module 130 is described in more detail

with reference to Fig. 21.

Reference is now made to Fig. 21, which is an overview flowchart
showing steps in a method of comparing the test video sequence 150 of Fig. 20
with video signature(s) 156 in the video analysis sub-system 14 of Fig. 19.

Reference is also made to Figs. 19 and 20.

As the angle sets of the test video sequence 150 are generally not
affected by image rotation or scaling (as long as the aspect ratio is maintained), as
a first pass comparison between a part of the test video sequence 150 and the video
signature 156, the signature comparison module 130 is operative to compare the
angle sets calculated for a part of the test video sequence 150 with the angle sets of
the video signature 156 (block 158). If the angle sets are not stored in the video
signature 156, the angle sets are first calculated based on the motion vectors as

described with reference to Fig. 11.

The angle sets of all the frames 152 of the part of the test video
sequence 150 are typically compared to the angle sets of the video signature 156 to

determine if the angle sets match.

As described above with reference to Fig. 17, the video
signature 156 may include more than one set of angles for each frame 152 and
more than one set of motion vectors 186 for each frame 152. Therefore, the test
video sequence 150 is compared to all the data sets in the video signature 156 so
that if frames have been dropped from the test video sequence 150, a match
between the test video sequence 150 and the video signature 156 can still be

found, assuming that too many frames have not been dropped.

When the angle sets are compared, corresponding angles within the
sets are compared. In other words, Al of the angle set of the test video

sequence 150 is compared with Al of the angle set of the video signature 156, A2
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of the angle set of the test video sequence 150 is compared with A2 of the angle

set of the video signature 156 and so on, for the remainder of the angle set.

An angle set of the test video sequence 150 is generally said to
"match" an angle set of the video signature 156, if the angles in the angle set of the
test video sequence 150 are each within a certain percentage (for example, but not
limited to, within about 3%) of the corresponding angles in the angle set of the
video signature 156. As corresponding angles are checked, there is generally a
very low probability that frame matching is incorrect if all the angles in a set

"match".

If the angle sets of the part of the test video sequence 150 do not
match the video signature 156 (arrow 164), the angle sets are then compared to

another one of the video signatures 156 (block 160).

If the angle sets of the part of the test video sequence 150 "match"
the video signature 156 (arrow 166), then the next stage is to check the power
vectors 188 of the part of the test video sequence 150 against the video
signature 156 (block 162). Therefore, the signature comparison module 130 is
operative to compare the power vectors 188, for each image region 182 of each

frame 152 with the power vectors 106 (Fig. 15) of the video signature 156.

Typically, a comparison of one of the power vectors 188 with a
corresponding one of the power vectors 106 (Fig. 15) is considered a match if the
power vector 188 is within a certain percentage (for example, but not limited to,
within about 3%) of the power vector 106 (Fig. 15). However, it will be
appreciated by those ordinarily skilled in the art that the precision of the match and
the precision of the other matches performed by the video analysis sub-system 14
(Fig. 19) depends on the precision of the various parts of the video signature

creation sub-system 12 (Fig. 5) and the video analysis sub-system 14 of Fig. 19.

If the power vectors 188 compared do not match the video
signature 156 (arrow 168), the test video is compared to another one of the video

signatures 156 (block 160).

If the power vectors 188 "match" the video signature 156
(arrow 170), then the next stage is to check the motion vectors 186 of the part of
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the test video sequence 150 against the video signature 156 (block 172).
Therefore, the signature comparison module 130 (Fig. 19) is operative to compare
the magnitude of motion of the motion vectors 186 for each of the image
regions 182 of each of the frames 152 with the motion vectors 74 (Fig. 15) of the

video signature 156.

In order to reduce unnecessary processing, a selection, for example,
but not limited to, three or four, of the frames 152 of the test video sequence 150
are compared against the video signature 156 to determine if the motion vectors
186 of the selected frames 152 provide a "match". If there i1s a "match" for the
selection of the frames 152, then the motion vectors 186 of the rest of the
frames 152 of the part of the test video sequence 150 are compared with the video

signature 156.

As the angle sets for each frame 152 have previously been checked,
it is not generally required to check the direction of motion of the motion
vectors 186 of the test video sequence 150 against the video signature 156.
However, if a more detailed check of the direction of motion is required, the
signature comparison module 130 is operative to compare the direction of motion
of the motion vectors 186 for each of the image regions 182 of each of the
frames 152 with the video signature 156. It may also be advantageous to compare
the positioning of the motion vectors 186 of the test video sequence 150 with the

video signature 156.

When the motion vectors 186 are represented by the coordinates of
the head and tail of the motion vectors 186, then the position, magnitude and
direction of motion can all be checked at the same time by comparing the

coordinates of the head and tail of the motion vectors 186.

As the images 154 within the frames 152 of the test video
sequence 150 may be sized, positioned and/or orientated differently than the
images 54 (Fig. 6) within the frames 52 (Fig. 6) of the video 50 (Fig. 6) used to
create the video signature 156, the comparison of the motion vectors 186, 74 is
typically based on the dimension vectors 58 (Fig. 15) and the dimension

vectors 180.
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Typically, a comparison of one of the motion vectors 186 (for
magnitude or direction or position of the motion vector 186) with a corresponding
one of the average motion vectors 74 (Fig. 15) is considered a match if the motion
vector 106 is within a certain percentage (for example, but not limited to, within
about 3%) of the average motion vector 74. However, it will be appreciated by
those ordinarily skilled in the art that the precision of the match and the precision
of the other matches performed by the video analysis sub-system 14 depends on
the precision of the various parts of the video signature creation sub-system 12

(Fig. 5) and the video analysis sub-system 14.

It will be appreciated that when comparing motion vectors 186 and
power vectors 188 of the test video sequence 150 with the video signature 156, the
power vector 188 and motion vector 186 of one of the image-regions 182 in the
test video sequence 150 are compared with the same image region 60 (Fig. 15) in

the video signature 156.

If the motion vectors 188 compared do not match the video
signature 156 (arrow 174), the test video is compared to another one of the video

signatures 156 (block 160).

If the motion vectors 188 "match" the video signature 156
(arrow 176), then the test video sequence 150 has been identified as being the

video 50 (Fig. 6) used to create the video signature 156 (block 178).

If the part(s) of the test video sequence 150 do not match any of the
video signatures 156 in the signature database 16 (Fig. 19), then a video signature
is typically created from the test video sequence 150 and added to the signature
database 16.

It will be appreciated by those ordinarily skilled in the art that the
comparison of the angle sets, power vectors 186 and motion vectors 188, can be
performed in any order, for example, but not limited to, the power vectors 186 can

be checked before the angle sets.

An alternative method for comparing the test video sequence 150 to
the video signature 156 is now described below. The alternative method is

substantially the same as the method described above except for the following
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differences. The angle sets of all the frames 152 of the part of the test video
sequence 150 are compared to the angle sets of the video signature 156 to
determine how many of the angle sets "match". Due to dropped frames in either
the test video sequence 150 or the video 50 (Fig. 6) used to create the video
signature 156, or frame rate differences between the test video sequence 150 and
the video 50 (Fig. 6) used to create the video signature 156, it is possible that even
if the test video sequence 150 is the same video described by the video
signature 156, not all the angle sets in the part of the test video sequence 150 will
find "matches" in the video signature 156. Therefore, as long as a certain
percentage (for example, but not limited to, 80% or more) of the angle sets in the
part of the test video sequence 150 "match" the angle sets of the video
signature 156, then it can be assumed that the angle sets of the part of the test
video sequence 150 and the video signature 156 "match". For ease of comparison,
if the angle set of frame X of the test video sequence 150 was matched with frame
Y of the video signature 156, then the angle set of frame X+1 of the test video
sequence 150 is typically compared with the angle sets of frames Y, Y+1, Y+2 and
so on of the video signature 156 until a match is found or not found. If no match is
found for the angle set of frame X+1, then the angle set of frame X+2 of the test
video sequence 150 is compared with the angle sets of frames Y, Y+1, Y+2 and so
on. If a match is found at frame Y+3, then the angle set of frame X+3 of the test
video sequence 150 is compared with the angle sets of frames Y-+4, Y+5 and so
on. In other words, the comparison of the angle sets assumes that the order of the
frames 152 in the test video sequence 150 is consistent with the order of the
frames 52 (Fig. 6) in the video signature 156 even if some frames are missing or
dropped. When the power vectors 188 and motion vectors 186 of the test video
sequence 150 are compared with the video signature 156, it is only necessary to
check the frames 152 of the test video sequence 150 which produced a "match"

during the angle set matching.

Possible uses of the video signature system 10 include, by way of
example only: ensuring an advertisement is still embedded in a video; how many
copies of a video exist on the Internet (for example, for legal infringement issues

or to know how popular a movie is); how many copies of an advertisement exist
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on the Internet, and how many advertisement(s) are embedded in their sponsored

videos in particular.

The video signature system 10 may allow Webmasters, content
owners, broadcaster, advertisers, and others, automated control of videos that are
being uploaded and distributed onto their networks. Additionally, the video
signature system 10 may allow an automated search of the World Wide Web,
including communities and peer-to-peer networks, for example only, to look for

full or partial video duplications and pirated copies.

It is appreciated that software components of the present invention
may, if desired, be implemented in ROM (read only memory) form. The software
components may, generally, be implemented in hardware, if desired, using
conventional techniques. It is further appreciated that the software components
may be instantiated, for example, as a computer program product; on a tangible

medium; or as a signal interpretable by an appropriate computer.

It will be appreciated that various features of the invention which
are, for clarity, described in the contexts of separate embodiments may also be
provided in combination in a single embodiment. Conversely, various features of
the invention which are, for brevity, described in the context of a single

embodiment may also be provided separately or in any suitable sub-combination.

It will be appreciated by persons skilled in the art that the present
invention is not limited by what has been particularly shown and described
hereinabove. Rather the scope of the invention is defined by the appended claims

and equivalents thereof.

32



WO 2010/049755 PCT/IB2008/054472

What is claimed is:

CLAIMS

1. A system for creating a video signature, comprising:
a video retrieval module to retrieve a video sequence having a
5 plurality of frames, each of the frames including an image;

a region definition module to define a plurality of image regions for
the image of each of the frames, such that the image regions occupy the same
portions of the image for each of the frames;

a motion analysis module to calculate a plurality of motion vectors,

10 such that one of the motion vectors is calculated for each of the image regions of
each of the frames by comparison to the image of another one of the frames, each
of the motion vectors having a direction of motion and a magnitude of motion; and

a signature creation module to create the video signature including
data indicative of the direction of motion and the magnitude of motion for each of

15  the image regions of each of the frames.

2. The system according to claim 1, wherein the video sequence

includes at least fifty of the frames.

3. The system according to claim 1 or 2, wherein the motion analysis
module is operative to calculate the motion vectors, such that a multiplicity of the
20  motion vectors are calculated for each of the image regions of each of the frames

by comparison to the images of other ones of the frames.

4. The system according to any of claims 1-3, wherein:
the image of each of the frames includes at least three of the image

regions; and
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the signature creation module is operative to create the video
signature including data indicative of the direction of motion and the magnitude of

motion for each of the at least three image regions of each of the frames.

5. The system according to any of claims 1-3, wherein:
5 the image of each of the frames includes at least four of the image
regions; and
the signature creation module is operative to create the video
signature including data indicative of the direction of motion and the magnitude of

motion for each of the four image regions of each of the frames.

10 6. The system according to any of claims 1-5, wherein:
each of the image regions includes a plurality of sub-regions; and
the motion analysis module is operative to calculate the one motion
vector for each of the image regions of each of the frames by averaging a

multiplicity of other motion vectors calculated for the sub-regions.

15 7. The system according to any of claims 1-6, wherein:
the motion analysis module is operative to determine a plurality of
angles including a set of the angles for each of the frames;
for each one of the frames, the set of the angles is at least partially
defined by the motion vectors of the one frame; and
20 the signature creation module is operative to create the video

signature including the set of angles for each of the frames.

8. The system according to claim 7, wherein for each one of the
frames, the set of angles is also defined by a plurality of connecting vectors

connecting the motion vectors of the one frame.

25 9. The system according to claim 8, wherein each of the angles is

defined by one of the motion vectors and one of the connecting vectors.
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10. The system according to claim 8 or claim 9, wherein each of the
motion vectors has a head and tail, each of the connecting vectors being connected
to a tail of one of the motion vectors and a head of another one of the motion

vectors.

1. The system according to any of claims 7-10, wherein the angles in
the set of angles are ordered consistently with respect to the motion vectors for

each of the frames.

12. The system according to any of claims 1-11, further comprising an
image identification module to: identify the image within one of the frames; and
determine a measurement of a size of the image, wherein the signature creation
module is operative to create the video signature including the measurement of the

size of the image.

13. The system according to claim 12, wherein:

the image identification module is operative to determine a
measurement of an orientation of the image; and

the signature creation module is operative to create the video

signature including a measurement of the orientation of the image.

14. The system according to any of claims 1-13, further comprising a
discrete cosine transform module to: perform at least one discrete cosine transform
for each of the image regions of each of the frames yielding at least one DC
coefficient for each of the image regions of each of the frames; and determine a
value based on the at least one DC coefficient, wherein the signature creation
module is operative to create the video signature including the value for each of

the image regions of each of the frames.

15. The system according to any of claims 1-14, further comprising an

image extractor to extract a luminance component of the image of each of the
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frames so that the motion analysis module is operative to calculate the motion

vectors in a black and white domain based on the luminance component.

16. The system according to any of claims 1-15, further comprising an

image scaler to resize the frames to a predefined resolution.

17. The system according to any of claims 1-16, wherein the frames are

uncompressed video frames.

18. A system for comparing a video sequence with at least one video
signature, the system comprising:

a storage arrangement to store the at least one video signature;

a video retrieval module to retrieve the video sequence having a
plurality of frames, each of the frames including an image;

a region definition module to define a plurality of image regions for
the image of each of the frames, such that the image regions occupy the same
portions of the image for each of the frames;

a motion analysis module to calculate a plurality of motion vectors,
such that one of the motion vectors is calculated for each of the image regions of
each of the frames by comparison to the image of another one of the frames, each
of the motion vectors having a direction of motion and a magnitude of motion; and

a signature comparison module to compare the magnitude of motion
of the one motion vector for each of the image regions of each of the frames with

the at least one video signature.

19. The system according to claim 18, wherein the signature
comparison module is operative to compare the direction of motion of the one
motion vector for each of the image regions of each of the frames with the at least

one video signature.

20. The system according to claim 18 or claim 19, wherein the video

sequence includes at least fifty of the frames.
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21. The system according to any of claims 18-20, wherein the image of

each of the frames includes at least three of the image regions.

22. The system according to any of claims 18-20, wherein the image of

each of the frames includes at least four of the image regions.

5 23. The system according to any of claims 18-22, wherein:
each of the image regions includes a plurality of sub-regions; and
the motion analysis module is operative to calculate the one motion
vector for each of the image regions of each of the frames by averaging a

multiplicity of other motion vectors calculated for the sub-regions.

10 24. The system according to any of claims 18-23, wherein:
the motion analysis module is operative to determine a plurality of
angles including a set of the angles for each of the frames;
for each one of the frames, the set of the angles is at least partially
defined by the motion vectors of the one frame;
15 the signature comparison module is operative to compare the set of

the angles for each of the frames with the at least one video signature.

25. The system according to claim 24, wherein for each one of the
frames, the set of angles is also defined by a plurality of connecting vectors

connecting the motion vectors of the one frame.

20 26. The system according to claim 25, wherein each of the angles is

defined by one of the motion vectors and one of the connecting vectors.

27. The system according to claim 25 or claim 26, wherein each of the
motion vectors has a head and tail, each of the connecting vectors being connected
to a tail of one of the motion vectors and a head of another one of the motion

25  vectors.
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28. The system according to any of claims 24-27, wherein the angles in
the set of angles are ordered consistently with respect to the motion vectors for

each of the frames.

29. The system according to any of claims 18-27, further comprising an
image identification module to: identify the image within one of the frames; and
determine a measurement of a size of the image, wherein the signature comparison
module is operative to compare the one motion vector for each of the image
regions of at least one of the frames with the at least one video signature based on

the measurement of the size of the image.

30. The system according to claim 29, wherein:
the image identification module is operative to determine a
measurement of an orientation of the image; and
wherein the signature comparison module is operative to compare
the one motion vector for each of the image regions of at least one of the frames
with the at least one video signature based on the measurement of the orientation

of the image.

31. The system according to any of claims 18-30, further comprising a
discrete cosine transform module to: perform at least one discrete cosine transform
for each of the image regions of each of the frames yielding at least one DC
coefficient for each of the image regions of each of the frames; and determine a
value based on the at least one DC coefficient, wherein the signature comparison
module is operative to compare the value for each of the image regions of each of

the frames with the at least one video signature.

32. The system according to any of claims 18-31, further comprising an
image extractor to extract a luminance component of the image of each of the
frames so that the motion analysis module is operative to calculate the motion

vectors in a black and white domain based on the luminance component.
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33. The system according to any of claims 18-32, further comprising an

image scaler to resize the frames to a predefined resolution.

34, The system according to any of claims 18-33, wherein the frames

are uncompressed video frames.

35. A method for creating a video signature, comprising:

retrieving a video sequence having a plurality of frames, each of the
frames including an image;

defining a plurality of image regions for the image of each of the
frames, such that the image regions occupy the same portions of the image for
each of the frames;

calculating a plurality of motion vectors, such that one of the motion
vectors is calculated for each of the image regions of each of the frames by
comparison to the image of another one of the frames, each of the motion vectors
having a direction of motion and a magnitude of motion; and

creating the video signature including data indicative of the
direction of motion and the magnitude of motion for each of the image regions of

each of the frames.

36. A method for comparing a video sequence with at least one video

signature, the method comprising:

storing the at least one video signature;

retrieving the video sequence having a plurality of frames, each of
the frames including an image;

defining a plurality of image regions for the image of each of the
frames, such that the image regions occupy the same portions of the image for
each of the frames;

calculating a plurality of motion vectors, such that one of the motion
vectors is calculated for each of the image regions of each of the frames by
comparison to the image of another one of the frames, each of the motion vectors

having a direction of motion and a magnitude of motion; and
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comparing the magnitude of motion of the one motion vector for
each of the image regions of each of the frames with the at least one video

signature.
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