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VIEW SYNTHESIS DISTORTION MODEL
FOR MULTIVIEW DEPTH VIDEO CODING

TECHNICAL FIELD

The various embodiments of the subject disclosure relate
generally to video coding, e.g., to the application of a distor-
tion model to multiview video coding.

BACKGROUND

Multiview Video Coding (MVC) is an amendment to the
H.264/Moving Picture Experts Group-4 (MPEG-4)
Advanced Video Coding (AVC) video compression standard
developed with joint efforts by MPEG/Video Coding Experts
Group (VCEG) that enables encoding on a video stream of
frame sequences captured contemporaneously from two or
more cameras. MVC can be used for encoding stereoscopic
video, free viewpoint television, multi-view three-dimen-
sional (3D)video, etc. An MVC stream is generally backward
compatible with H.264/AVC, which allows older devices and
software to decode multiview video coded streams by
employing only content associated with a first camera view
and ignoring any additional information associated with other
camera views.

As an overview, multiview video can capture a scene from
two or more viewpoints resulting in high levels of statistical
dependencies between groups of pictures (GOPs) from each
view. Similarly, within a GOP for a single view, there can be
high levels of intra-view statistical dependencies that would
be common for coding a conventional single camera stream.
Typically, a frame from a first camera view can be predicted
not only from temporally related frames from the same cam-
era view, but also from the frames of neighboring cameras
with alternate camera views. This can be commonly referred
to as prediction from a matrix of pictures (MOP). The MOP is
commonly ‘n’ views by ‘k’ frames, e.g., each group of pic-
tures has k frames contemporaneously captured by n camera
views resulting in n groups of pictures. As an example, a 3x30
MOP can have three GOPs, wherein each GOP has 30 frames.
As such, MVC is commonly associated with large quantities
of data and improvements in compression techniques and
codecs would therefore help to reduce the bandwidth require-
ments for transmitting a coded video stream.

SUMMARY

The following presents a simplified summary of the vari-
ous embodiments of the subject disclosure in order to provide
a basic understanding of some aspects described herein. This
summary is not an extensive overview of the disclosed subject
matter. It is intended to neither identify key or critical ele-
ments of the disclosed subject matter nor delineate the scope
of'the subject various embodiments of the subject disclosure.
Its sole purpose is to present some concepts of the disclosed
subject matter in a simplified form as a prelude to the more
detailed description that is presented later.

An embodiment of the presently disclosed subject matter
can include a system that facilitates multiview video coding
employing a view synthesis distortion model. The system can
include a memory and processor for storing and executing
computer-readable instructions. The execution of the instruc-
tions can cause an encoder to be received. The system can
encode at least a portion of the multiview input stream based
on the encoder and view synthesis distortion model.

In another embodiment, the disclosed subject matter can be
in the form of a method. The method can include receiving an
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2

encoder facilitating encoding of the multiview input stream.
The method can further facilitate encoding the multiview
input stream based, at least in part, on a view synthesis dis-
tortion model and the encoder.

In a further embodiment, the disclosed subject matter can
be in the form of computer-executable instructions stored on
a computer-readable storage medium. The computer-execut-
able instructions can include receiving an encoder facilitating
encoding of the multiview depth input stream. The computer-
executable instructions can further facilitate encoding the
multiview depth input stream based at least in part on a view
synthesis distortion model and the encoder.

In an additional embodiment, the disclosed subject matter
can be a system having a means for receiving a multiview
input stream including depth information, means for receiv-
ing an encoder for coding at least a portion of the multiview
input stream, means for receiving a view synthesis distortion
model including a slope parameter and a residual parameter.
Moreover, the system can also include a means for encoding
the at least a portion of the multiview input stream based on
the encoder and the view synthesis distortion model.

The following description and the annexed drawings set
forth in detail certain illustrative aspects of the disclosed
subject matter. These aspects are indicative, however, of but a
few of the various ways in which the principles of the various
embodiments of the subject disclosure can be employed and
the disclosed subject matter is intended to include all such
aspects and their equivalents. Other advantages and distinc-
tive features of the disclosed subject matter will become
apparent from the following detailed description of the vari-
ous embodiments of the subject disclosure when considered
in conjunction with the drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG.1is a diagram of a system that can facilitate multiview
video coding (MVC) based on a view synthesis distortion
model (VSDM) in accordance with an aspect of the subject
matter disclosed herein.

FIG. 2 illustrates an exemplary system that can facilitate
MVC based on a VSDM in accordance with an aspect of the
disclosed subject matter.

FIG. 3 is a diagram of a system that can facilitate VSDM
based regional bit allocation (RBA) and rate-distortion adap-
tation (RDA) in accordance with an aspect of the disclosed
subject matter.

FIG. 4 illustrates an exemplary video frame and corre-
sponding exemplary depth frame that can facilitate MVC
based on a VSDM in accordance with an aspect of the dis-
closed subject matter.

FIG. 5 illustrates a method that facilitates determining the
effects of white noise injection in relation to developing a
VSDM in accordance with an aspect of the disclosed subject
matter.

FIG. 6 illustrates a plot of exemplary data related to devel-
opment of a VSDM in accordance with an aspect of the
disclosed subject matter.

FIG. 7 depicts a plot of exemplary data related to develop-
ment of a VSDM in accordance with an aspect of the dis-
closed subject matter.

FIG. 8 depicts diagram of an exemplary view synthesis
condition related to development of a VSDM in accordance
with an aspect of the disclosed subject matter.

FIG. 9 illustrates a plot of exemplary data related to devel-
opment of a VSDM in accordance with an aspect of the
disclosed subject matter.
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FIG. 10 depicts a plot of exemplary data related to devel-
opment of a VSDM in accordance with an aspect of the
disclosed subject matter.

FIG. 11 illustrates a diagram of a generalized exemplary
relationship between depth distortion and virtual view distor-
tion in relation to developing a VSDM in accordance with an
aspect of the disclosed subject matter.

FIG. 12 illustrates a plot of exemplary depth distortion data
related to development of a VSDM in accordance with an
aspect of the disclosed subject matter.

FIG. 13 illustrates a plot of exemplary depth distortion data
related to development of a VSDM in accordance with an
aspect of the disclosed subject matter.

FIG. 14 illustrates a method that facilitates MVC based on
aVSDM in accordance with an aspect of the disclosed subject
matter.

FIG. 15 illustrates a method that facilitates MVC based on
aVSDM in accordance with an aspect of the disclosed subject
matter.

FIG. 16 depicts a method that facilitates updating a VSDM
in accordance with an aspect of the disclosed subject matter.

FIG. 17 illustrates a block diagram of an exemplary elec-
tronic device that can facilitate panoramic stereo catadioptric
imaging in accordance with an aspect of the disclosed subject
matter.

DETAILED DESCRIPTION

The presently disclosed subject matter provides a view
synthesis distortion model (VSDM) for multiview video cod-
ing (MVC). In an aspect, MVC can include encoding video
frames, e.g., frames from one or more group of pictures
(GOPs). Video frames can generally embody image texture
information. In a further aspect, MVC can include encoding
depth frames. Depth frames can embody depth information
corresponding to a video frame. Depth information, gener-
ally, can be employed in mapping video frame information in
virtual view images to provide a sensation of depth to a
rendered image, e.g., 3D video, freeview content, etc.
Whereas video coding for video frames for traditional single-
viewpoint video can be considered relatively mature, the dis-
cussion presented herein is generally directed to encoding of
depth frames. Of note, the terms depth frame, depth video,
depth GOP, depth image, or other similar terms, can be
employed interchangeably herein, unless otherwise specifi-
cally disclosed.

The use of a VSDM for MVC coding of depth frames, e.g.,
multiview depth video coding (MDVC), can facilitate com-
pression of depth information. Where depth information is
compressed, transmission of such compressed depth infor-
mation can require less bandwidth than less compressed or
non-compressed depth information. Lower bandwidth
requirements are generally desirable. Further, compression of
depth frames can facilitate compression of depth information
at particular quality levels. In an aspect, rate-distortion adap-
tation (RDA) can be employed with a VSDM to adapt the
encoding rate of depth video to meet specified quality param-
eters. Further, regional bit allocation (RBA) can be employed
with a VSDM to facilitate allocation of bits to select regions
of a depth frame in a manner that can reduce overall distor-
tion. As an example, regions of the depth frame correlating to
texture regions of a video frame can be allocated more coding
bits than are allocated to regions of the depth frame correlat-
ing to smooth regions of the video frame.

As such, the present disclosure can provide regional bit
allocation and rate-distortion adaptation for MVC, and more
particularly for multiview depth video coding, which can
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4

improve coding efficiency by using the regional properties of
depth video. A view synthesis distortion model is disclosed
that can establish a relationship between depth distortion and
view synthesis distortion for different types of regions in the
depth video. Based on a VSDM, regional bit allocation can
compress depth frames while maintaining a predetermined
virtual view rendering quality by selectively allocating bits to
particular regions of a depth frame. Moreover, rate-distortion
adaptation can include a novel Lagrangian multiplier that can
reduce view synthesis distortion and bit rate. Experimental
results of compression employing a VSDM for MDVC
achieve notable bit rate savings for both high and low bit rates
coding. Further, virtual view image quality can be generally
improved where video quality is a higher priority than reduc-
tion in bandwidth. The disclosed subject matter can be
applied to both INTRA-type frames and/or INTER-type
frames. As such, the present disclosure applied to a depth
video encoder can improve coding efficiency and can be
adopted in 3D video applications, such as 3D TV and free-
view point TV, etc.

The disclosed subject matter is described with reference to
the drawings, wherein like reference numerals are used to
refer to like elements throughout. In the following descrip-
tion, for purposes of explanation, numerous specific details
are set forth in order to provide a thorough understanding of
the various embodiments of the subject disclosure. It may be
evident, however, that the disclosed subject matter can be
practiced without these specific details. In other instances,
well-known structures and devices are illustrated in block
diagram form in order to facilitate describing the various
embodiments of the subject disclosure.

Turning to the figures, FIG. 1 illustrates a system 100 that
can facilitate multiview video coding (MVC), and more par-
ticularly multiview depth video coding (MDVC), based on a
view synthesis distortion model (VSDM) in accordance with
an aspect of the subject matter disclosed herein. System 100
can include an encoder component 110 that can receive and
encode an input stream 102 into an encoded output stream
104. Encoder component 110 can encode depth frames that
correlate to video frames. Encoder component 110 can
employ codices for coding input stream 102. Encoder com-
ponent 110 can include an encoder, decoder, or codec. For
example, an MPEG codec can be both an encoder and a
decoder. A codec can provide mechanisms for compression of
input stream 102, such that encoded output stream 104 can
have a lower bandwidth than input stream 102 for carrying a
facsimile of the original content at a particular level of quality.
In an embodiment, encoder component 110 can include an
H.264/AVC type codec. Of note, often the term codec can
often be used interchangeably with the terms encoder or
decoder in that a codec may include both an encoder and
decoder, however, as used herein, the term codec can mean an
encoder, a decoder, or both an encoder and decoder.

Encoder component 110 can be communicatively coupled
to view synthesis distortion model component 120. VSDM
component 120 can facilitate employment of a VSDM to
affect transformation of input stream 102 in to encoded output
stream 104 by encoder component 110. The VSDM can
model relationships between depth distortion and virtual
view images. As such, parameter selection for encoding can
be adapted based, at least in part, on the VSDM.

FIG. 2 depicts an exemplary system 200 that can facilitate
MVC based on a VSDM in accordance with an aspect of the
disclosed subject matter disclosed herein. System 200 can
include encoder component 210 that can receive and code
input stream 202 into encoded output stream 204. Encoded
output stream 204 can eventually be made available to a



US 9,307,252 B2

5

decoder at some downstream point. Encoder component 210
can be communicatively coupled to VSDM component 230.
VSDM component 230 can facilitate employment of a
VSDM as part of encoding input stream 102 at encoder com-
ponent 210.

VSDM component 220 can be communicatively coupled
to adaptation component 230. Adaptation component 230 can
further be coupled to input stream 202 and encoded output
stream 204. In an aspect, adaptation component 230 can
include decoder features to decode encoded output stream
204. Adaptation component 230 can compare video reconsti-
tuted from input stream 202 information with video reconsti-
tuted from encoded output stream 204. Wherein encoded
output stream 204 is encoded based in part on a VSDM by
way of VSDM component 220, the comparison at adaptation
component 230 can be correlated to parameters of the VSDM
such that the VSDM can be adapted. In an aspect, adaptation
component 230 can provide a feedback loop to update the
VSDM based on the encoding of a video stream.

Turning now to FIG. 3, presented is a diagram of a system
300 that can facilitate VSDM based regional bit allocation
(RBA) and rate-distortion adaptation (RDA) in accordance
with an aspect of the subject matter disclosed herein. System
300 can include VSDM component 320 which can further
include RBA component 340 and RDA component 350. RBA
component 340 can determine a quantization parameter 344
based on one or more VSDM parameter(s) 342. As an
example, where an edge is detected in a region of a depth
frame, the VSDM parameter 342 can indicate a correspond-
ing slope. Based on this slope, RBA component 340 can
determine a quantization parameter facilitating more sensi-
tive encoding of the edge so as to allow accurate recreation of
the edge as part of future decoding. RDA component 350 can
determine a rate parameter 354 based, at least in part, on
receiving at least one VSDM parameter 352.

FIG. 4 illustrates an exemplary frame set 400 including
video frame 402 and corresponding depth frame 404 that can
facilitate MVC based on a VSDM in accordance with an
aspect of the disclosed subject matter. Generally, depth dis-
tortion in a textural area, such as region 410 of video frame
402, can be associated with virtual view image (VVI]) quality
degradation, caused by incorrect pixel mapping, which is
typically more severe than VVI quality degradation associ-
ated with smooth areas of'a video frame, such as region 430 of
video frame 402. A video frame can be divided into two kinds
of regions, a color texture area (CTA) indicating higher tex-
ture in that region of a video frame and color smooth area
(CSA) indicating lower texture in that region of a video
frame. Examples of CTA can include regions 410 and 420 of
image 402. Examples of CSA can include regions 430 and
440 of image 402.

CTA and CSA regions of a video frame can be mapped to
corresponding regions of a correlated depth frame. These
corresponding regions can be termed as CTA depth (CTAD)
regions and CSA depth (CSAD) regions. Examples of CTAD
regions can include CTAD region 412 of image 404, corre-
sponding to CTA region 410 of image 402, and CTAD region
422 of image 404, corresponding to CTA region 420 of image
402. Examples of CSAD regions can include CSAD region
432 of image 404, corresponding to CSA region 430 of image
402, and CSAD region 442 of image 404, corresponding to
CSA region 440 of image 402. Of note, CTAD regions can
include depth edges and depth smooth areas that are not
present in a corresponding video image. Further, a CTAD
region size can be based on CTA size. As such, the depth
image can generally be divided into CTAD and CSAD
regions in the same manner that a video image can be gener-
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6

ally divided into CTA and CSA regions. The significance of
these regions will be further illuminated herein below in close
relation to the mathematical discussion. It will further be
noted that while CTAD and CSAD are only one exemplary
type of region classification for depth images based on source
image texture, nearly any other classification scheme for
depth images can be employed without departing from the
presently disclosed subject matter and, as such, while the
present disclosure discusses primarily CTAD and CSAD
classifications for clarity and brevity, the disclosure is not so
limited. In some embodiments, a multi-level classification of
macroblock units can be implemented in a manner similar to,
or the same as, that disclosed for CTAD and CSAD classifi-
cations while remaining within the scope of the present dis-
closure. Of note, multiple classes are possible for one depth
image, wherein each class can be represented with one or
more macroblock units.

FIGS. 5 and 14-16 illustrate methods and/or flow diagrams
in accordance with the disclosed subject matter. For simplic-
ity of explanation, the methods are depicted and described as
a series of acts. It is to be understood and appreciated that the
various embodiments of the subject disclosure is not limited
by the acts illustrated and/or by the order of acts, for example
acts can occur in various orders and/or concurrently, and with
other acts not presented and described herein. Furthermore,
not all illustrated acts may be required to implement the
methods in accordance with the disclosed subject matter. In
addition, those skilled in the art will understand and appreci-
ate that the methods could alternatively be represented as a
series of interrelated states by way of state diagram or events.
Additionally, it should be further appreciated that the meth-
ods disclosed hereinafter and throughout this specification
are capable of being stored on an article of manufacture to
facilitate transporting and transferring such methods to com-
puters. The term article of manufacture, as used herein, can
encompass a computer program accessible from any com-
puter-readable device, carrier, or media.

Turning to FIG. 5, illustrated is a method 500 that facili-
tates determining the effects of white noise injection in rela-
tion to developing a VSDM in accordance with an aspect of
the disclosed subject matter. Quantization error can be similar
to zero mean white noise. As such, white noise with zero
mean can be injected into the CTAD and CSAD regions as a
perturbation of those regions mimicking quantization error.
Different white noise intensity can be selected for injection so
as to interrogate the distortion of a synthesized virtual view.

Method 500 generally discloses a flowchart of an exem-
plary distortion analysis experiment. At 510, original depth
content can be received. At 520, CTA/CTAD and CSA/CSAD
regions can be determined for the video/depth frames of the
content at 510. At 530, white noise can be injected into the
CTAD and CSAD regions. The content can then be rendered
at 540 based on the perturbed CTAD and CSAD regions. At
550, the content can be rendered based on the original depth
content from 510. Of note, the rendering at 550 is without
perturbation by injection of white noise. At 560, the differ-
ence between the perturbed and unperturbed rendering can be
determined. This difference can be modeled for various white
noise injections. Moreover, the white noise injections for the
textured regions, e.g., CTA/CTAD, can be different from the
white noise injections for the smooth regions, e.g., CSA/
CSAD.

In an exemplary distortion analysis, CTA and CSA regions
can be detected based on a Canny operator applied to a video
frame. A detected edge can be converted into a 16x16 mac-
roblock (MB) based on the count of edge pixels in one MB
transitioning a threshold value N,,. Let I-be white noise inten-
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sity in CTAD regions and I ¢ be white noise intensity in CSAD
regions. As an example, [.canbeaset{1,2,3,4,5,6,7,8,9,
10,12, 14,16, 18,20} and Iscanbe aset {1, 5, 10, 15, 20, 25,
30, 35, 40, 45, 50}. These exemplary 1, and I sets can be
employed for analysis of video sequences. Where the video
sequences have different textural and smooth character, the
resulting effects of white noise perturbation can be expected
to be different. The peak signal-to-noise ratio (PSNR) can be
calculated between the VVIs synthesized from perturbed
depth frames, e.g., wherein CTAD and CSAD are perturbed,
and the content resulting from the original depth frame. Of
note, a rendering image generated from original depth video
can be regarded as a best quality image to employ as a base-
line. Results of exemplary perturbation experiments are pre-
sented in FIGS. 6 and 7 for the standard Café image and
standard Balloons image.

FIGS. 6 and 7 illustrate plots 600 and 700, respectively, the
plots relating exemplary data related to development of a
VSDM in accordance with an aspect of the disclosed subject
matter. Plot 600 illustrates the effects of perturbation of
CTAD and CSAD regions for the standard Café image. Plot
700 illustrates the effects of perturbation of CTAD and CSAD
regions for the standard Balloons image. In these particular
examples, the set of I, valuesis {1,2,3,4,5,6,7,8,9, 10, 12,
14,16, 18,20} and the set of Igvalues as {1, 5,10, 15, 20, 25,
30,35, 40,45, 50}. The y-axis of plots 600 and 700 depict the
rendering image distortion measured as Mean Square Error
(MSE), denoted by MSE ;. The x-axis of plots 600 and 700
is the average depth image quality, measured as MSE and
denoted by MSE,,.

In an aspect, plots 600 and 700 illustrate white noise
injected into CSAD regions, as represented by the several
groups of data for the indicated I values. Linear fitting within
a set of symbols, within a single I ; value, illustrates a trend for
the set of I - values for a fixed I value. These generally result
in steeply sloped linear trend lines indicating that relatively
small changes in the MSE of the depth video results in rela-
tively large changes in the MSE of the rendered VVI for
perturbation ofthe CTAD regions. As such, it can be surmised
that quantization error in textured regions, e.g., CTAD
regions, can result in significant error in an image rendered
from the compressed stream. The slopes of the lines are
similar to the trend lines labeled Gy, s, in plots 600 and
700.

Similarly, plots 600 and 700 also illustrate white noise
injected into CTAD regions, as represented by the several
groups of data for the indicated I, values. The trend line
labeled G g4 s1» in plots 600 and 700, illustrates behavior for
a fixed 1, value across the set of I values. These generally
result in slightly sloped linear trend lines indicating that
changes in the MSE of the depth video is less strongly corre-
lated with large changes in the MSE of the rendered VVI for
perturbation ofthe CSAD regions. As such, it can be surmised
that quantization error in smooth regions, e.g., CSAD
regions, results in significantly less error in an image rendered
from the compressed stream than for similar perturbations of
textured regions, e.g., CTAD regions.

From the statistical experimental results represented as
plots 600 and 700, it can generally be stated that view syn-
thesis distortion is generally in a linear relationship with
depth distortion for CSAD regions, CTAD regions, or the
entire image. It can further be surmised that the slopes of
CSAD, e.g., Gggyp s> are much smaller than these of CTAD
regions e.g., Gz p s This can be interpreted to indicate that
the distortion in CTAD regions affects VVI quality more
severely than distortion in the CSAD regions. Additionally,
the slope of the trend line between different I values is
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similar, e.g., a small change in the MSE of the depth frame can
generally be assumed to result in a prominent change in the
MSE of an image from a compressed stream regardless of the
quantization error in a CSAD region. Likewise, the slope of
the trend lines between different I - values is also similar, e.g.,
asmall change in the MSE of the depth frame can generally be
assumed to result in a small change in the MSE of an image
from a compressed stream regardless of the quantization error
in a CTAD region. Of note, the slope of the trend line fits also
vary from sequence to sequence, e.g., the slope of the trend
lines are markedly different between plot 600 for the Café
image sequence and plot 700 for the balloons image
sequence. The plots illustrated in FIGS. 6 and 7 can be inter-
preted as demonstrating the general relationship between
error in quantization of a depth image and the effects on a
rendered image resulting from the coded depth image.

Based on the experimental analyses of the depth effects on
the VVI rendering, it can be observed that the depth distor-
tions in CTAD and CSAD have different impacts on the VVI
quality. However, the slopes Geryp 15 and G yp 7 Ot Only
change for different types of regions (CTAD and CSAD), but
also vary from different kinds of video content and camera
setting, etc. As such, it is inaccurate to predict the slopes with
an average value of the statistical data.

FIG. 8 depicts diagram 800 of an exemplary view synthesis
condition related to development of a VSDM in accordance
with an aspect of the disclosed subject matter. Diagram 800
illustrates exemplary pixel mapping for a virtual view image
with depth frame values distorted by coding, e.g., compres-
sion. As such, diagram 800 can be assumed to illustrate
aspects resulting from compression distorted depth video that
can be correlated to the effects of the exemplary white noise
injections disclosed herein. In diagram 800, O, and Oy are
optical centers for a left view and a right view, respectively.
Further, O,, is an optical center for the resulting virtual view.
I,7(x, y) can be a pixel at (x,y) of the VVI generated by view
synthesis with original depth video. Image fusion techniques
can be employed for VVI generation. A first exemplary image
fusion technique can be a weighted fusion in which each
virtual view pixel is weighted and calculated from visible
pixels of neighboring views. A second exemplary image
fusion technique can be based on one rendered image, and
pixels can be selected from another view to fill a hole and
occlusion area, which can be regarded as a special case of the
aforementioned weighted fusion technique. As such, the I,”
(X, y) can be calculated as,

LE (%, y)=o, L7 y)+opl(, »), 1),

where w; and wy are weighted coefficients depending on the
view rendering algorithm, virtual view position and occlu-
sions, they satisfy w,+w,=1, I,7(x, y) are pixels at the left
view, and 1,7 (X, y) are pixels at the right views. For the second
view synthesis case, w; and wy are either 1 or 0. Similarly,
TVP (X, y) can be generated from virtual view synthesis with
reconstructed depth video, wherein the reconstructed depth
video has compression distortion, e.g., quantization error. As
the VV1 is generated from the reconstructed depth video, the
value of pixel (x,y) is,

@,

LA, o7 % p)+orld (x y),

The average distortion of virtual view for one MB caused by
depth distortion can be calculated as,
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1 N 2
MSEys = == > 3" [Fen 0 -1y ) +a:

where x and y are offset for each MB, and M and N indicate
the height and width of a picture. For holes and float operation
in the virtual view, the pixel mapping may not exactly the
same as Eq. 1 and Eq. 2, therefore, € indicates the mapping
difference associated with use of a post-processing algorithm.

This value is generally very small while the depth distortion is
small. Additionally, for a parallel camera setting, pixel I (x,

y) on the image plane is the neighboring pixel of T,”(x, y)w1th
horizontal offset Ad. .z caused by the depth compression dis-
tortion, denoted by I, (x+Ad,, 1Y) By symmetry, this effect
is similar for I P(x, y) They can be expressed as,

{ [+ Ady, » =1, ») “

~P
IR+ Adg, y) = Tg(x, ),

where Ad, ; and Ad, , are a horizontal pixel offset caused by
depth distortion. Without loss of generality, depth distortion
can cause both the horizontal and vertical offsets for non-
parallel camera setting, that is,

P 5
{ B +Ads, y+Ady) =T (x, y) ®)

P
IR(x+ Adyp, y +Adyg) = T(x, ),

where Ad,, ; and Ad,, 5 are vertical pixel offset caused by depth
distortion. Apply Egs. 1, 2 and 5 to Eq. 3,

6
MSEys = =23 S 10 0 - T ) ©

MNZZ R0, - The, ][

O D Wk lE (. 3) = I+ Adyr, y + Adyp)) +

MN 3 S whlIR @, 3) - IR+ Ad g, y + Ady )T ) +
Crr

o [1Pe, v = Trx, )] +

where

1 N N
Con = o 3, " wrwn[ 1 e, ) = 1105, [ 1h ) = Tt )]

for the first exemplary image fusion technique where w, and
my are non-zero and satisfy w;+1.The item C,, is approxi-
mated as zero due to the law of large numbers. For the second
exemplary image fusion technique, C, » is zero because one of
w; and wz is 1 and the other is 0. Therefore, the average
distortion MSE . can be finally formulated as

MSEys =y @i MSEy(Adeg, Adyg), Q)
¢elL,R}

where

1
MSEg(Ad, g, Ad, 5) = WZZ [15 & -1

I
Yy ad, )

(x + Adxyaj,
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Wherein the distortion effects on the left view are similar to
the right view, by symmetry only one view can be analyzed.
Therefore, Ad, , and Ad,,, can simply be denoted by vector
Ad, to ease the followmg discussion. According to the virtual
View synthesis process, the vertical and horizontal offset Ad,,
can be caused by depth distortion Av,, and the view synthesis
distortion MSE ;5 can be derived from Ad,,. Therefore, the
analysis of the relationship between depth distortion Av,, and
view synthesis distortion MSE, can be divided it into two
steps. Firstly, establish the relationship between depth distor-
tion Av, and Ad,, and secondly, the relationship between
MSE s and Ad,,.

The Relationship Between Pixel-wise Offset Ad, and the
Depth Distortion Av,,

Turning to the parallel camera setting geometry in diagram
800, based on the similar triangles in the ¢ image plane, pe{L,
R}, we can obtain the horizontal offset Ad, , for the left and
right views as

®

P (1 1]+(1 1]
el )\ 7 )

where 7 is the depth of 3D world point P, Z,, is the depth of
point P, 4, 7', is the depth of P', which mapped fromI “x,y)
with dlstorted depth, 1, is the dlstance between optlcal center
Oy, and O, ¢e{L,R}, f is the focus length of the camera ¢.
Since the cameras of the array usually share the same intrinsic
camera model, we can use focus length f=f,

In MPEG 3DV, a non-linear quantization process is
adopted to transform depth Z to depth value vin O to 255 scale
as

- 0z <255 Znear Zgar —Z 05 ©
B A Py S
where Z,,,,,, and Z,, are the nearest and furthest depth plane

of the video scene, v is the quantized depth value with 8 bit
depth. Thus, the inverse quantization process can be,

1 10

—0 ') =
Z=0 = I I I
255( Z]  Zer
Therefore, substituting Eq. 10 into Eq. 8, can yield,
d, =l PO [y +AY ], an
where
C) =

1(1 1]
255\ Zoar  Zpr S

Avy=ve—v,', vp and v, is the depth value of point P and P,
respectively. Wherein depth is relatively smooth, v-v,, is
small for neighboring pixels and zero mean, thus Eq. 11 can
be approximated to be,

d, =1y fC Ay,

According to Eq. 12, while rendering a virtual view, dis-
tance 1y, T and C, is given and fixed, thus, the Ad, , can be
directly proportional to the depth distortion Av,, in one view
and it can be rewritten as,

(12)
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Ad, y*Avy o1 Ad, 4=k, 4 Ay, (13)

where symbol “oc” indicates the direct proportional relation-
ship between the left and right variables of the equation, and
k. 4 1s a constant as given v and x, for a given pixel. Since the
camera geometry in diagram 800 is not only applicable to the
horizontal direction, but also applicable to the vertical direc-
tion for other camera setting, such as a one dimensional (1D)
arc. Similar to Eq. 13, the displacement in the y-axis can

satisfy,

Ad, cAvy ot Ad, =k, Ay (14)

where k, ,, is a constant. Without loss the generality for the
image at viewpoint ¢ of multiview images, the relationship
between depth distortion Av,, to pixel offset Ad, can be
expressed as,

Ady=kyAv,

s)
where Ad,, is either Ad,, or Ad,, ,, coefficient k is k, ,ork,
as given v and distance between the given pixel (%, y) and
optical center (Xo4,Yo4) in X or y-axis. This direct linear rela-
tionship can be suitable for parallel camera setting and also
for other camera arrays, such as toed-in and two dimensional
(2D) camera arrangements.

The Relationship Between Pixel-wise Offset Ad,, and View
Synthesis Distortion MSE ;<

According to Eq. 7, the virtual view synthesis distortion
can be caused by a combination of the left and right views.
The depth distortion of view ¢ can be due to mapping pixel-
wise offset Ad,, which can causes the view synthesis distor-
tion MSE ;. by mapping neighboring pixels. Therefore, the
relationship between MSE(Ad, (,Ad, ) and Ad,. Here,
MSE(Ad, 4,Ad,, ;) can be calculated as,

MSE(Ad, ,Ad,, ,)=YA(fIAd, 4/ 2,0)t(-Ad, /2,040,

Ad,, o/ 2)+f10,-Ad,, 4/2)), 16)

where

M

1 N
fldx Ay = o> > Uts )~ Hx A,y +anP,

=1y

1(x,y) is the pixel value at position (x,y), and M and N are the
width and the height of the image.

Turning to FIGS. 9 and 10, illustrated are plots 900 and
1000 of exemplary data related to development ofa VSDM in
accordance with an aspect of the disclosed subject matter.
Plot 900 relates to a CTAD relationship and plot 1000 relates
to a CSAD relationship between offset Ad,, and average MSE
for different test sequences. The x-axis in each of plots 900
and 1000 is the square of Ad,, where the average vertical and
horizontal offset are the same, e.g., Ad,=Ad, ,=Ad, ;. The
y-axis of plot 900 is MSE .., 1, ,(Ad,,). The y-axis of plot 1000
is MSE 1 4(Ad,). This reduces to MSE(Ad, 4,Ad, ) in
CTAD or CSAD regions, respectively. From plot 900, the
relationship between offset Adq)2 and MSE of CTAD can be
approximated as a linear function while Adq)2 is small. There-
fore, the function describing the relationship between MSE
and Adq)2 can be calculated as,

MSE cr4p 4(Ad)=Beruny 'Ad¢2+YCTAD,¢’ 17

Similarly, as illustrated in plot 1000 for the CSAD regions,
the relationship between Ad* and MSE,.,,, is also linear,
therefore,

18)

MSECSAD,q;(Adq)):[5CSAD,¢A‘1¢2+‘{CSAD,¢,
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Additionally, it can be seen that the MSE of a CTA region is
much larger than that of a CS A region for different offset Ad,,
which indicates that the distortion MSE, is more easily
affected by the offset in CTAD than in CSAD. The view
synthesis distortion MSE . is the summation of MSE in
CTAD and CSAD, thus,

MSEys = MSEys crap + MSEys csap, (19

MSEysy= Y @hMSEyy(Adyy) 20)

gelL,R}

= Z y(Bug-Adfy +vpe)
¢elL,R}

= Z Wy (Bug - kg Ayl +7pg)
¢elL,R}

where (e{CTAD,CSAD}. By symmetry, where similar
quantization error is introduced in each view, the depth dis-
tortion of a left view can be similar to that of a right view, e.g.,
Avy =AVg AV,

MSEVS,LI/ :Avi Z ﬁt/blﬁwé'ké + Z (A)é’}/w'aj. @D

¢elL,R} gelL,R}

However, where MSE,  is the depth distortion and it is set to
Avwz. Then the image content and texture are quite similar
among views, the slope 3, 4, is similar among different view-
point images and we have f,~B,, - 9€{1, 2,3, .. .n}. There-
fore, Eq. 21 can be rewritten,

MSEy5,,=4,MSEp, , +B,, (22)
where
Ay =By Z Wk, By = Z W Ypgr ¥ € {CTAD, CSAD).
delL,R} delL,R}

Of note, A,, and B,, are constants for a given set of view
parameters, e.g., given 3D video content, camera setting,
view synthesis and fusion algorithm, etc.
A General Dy-D,, Model

The general relationship between depth distortions and
VVIdistortion can be modeled as a linear model for different
regions. The depth distortion for CTAD regions can have
more severe impacts on the depth distortion of CSAD regions,
shown as in FIG. 11, where the dotted lines indicate the linear
relationship of D and D, for CTAD regions. The solid lines
indicate the linear relationship of Dy to D, for the CSAD
regions. FIG. 11 illustrates a diagram 1100 of a generalized
exemplary relationship between depth distortion and virtual
view distortion in relation to developing a VSDM in accor-
dance with an aspect of the disclosed subject matter. The
relationship between distortion of synthesized virtual view
Dy .» and depth distortion, Dy, ,,, can be modeled as,

Dy =4,Dp o +By, (23)

where e{CTAD,CSAD,ALL}, ‘CSAD’ and ‘CTAD’ repre-
sents CSAD and CTAD regions, respectively, and ‘ALL’ for
the entire image, the distortion Dy, and D,,, are the dis-
tortion of synthesized virtual view and depth video, which
can be measured by employing an MSE. Coefficient A, is a
gradient that indicates an increasing ratio of view synthesis
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distortion, B, is a coefficient that can be correlated with depth
distortion in a non-y region. The A, satisfies that,

AcrapzAarrz=Acsap and Ay =wd csapt(1-WAerp, (24)

where 1 is the ratio of number of pixels in CSAD to number
of pixels in the entire image. In depth video coding, the
introduced quantization distortion in depth video can be con-
verted to displacement D, . View synthesis distortion
caused by displacement Dy, or,p in CTAD is larger than
Dy, cs4p in CSAD, therefore, CTAD and CSAD can be coded
differently due to the indication that CSAD is more durable to
quantization distortion in terms of rate-view synthesis distor-
tion than CTAD.
A General D,.-D,-Q Model and General R ,-Q Model
FIG. 12 illustrates a plot 1200 of exemplary depth distor-
tion data related to development of a VSDM in accordance
with an aspect of the disclosed subject matter. A Cauchy
distribution based D-Q model can be borrowed from color
video coding in H.264/AVC as,

Dp :EQStep6> (25)

The relationship between depth distortion D, and quantiza-
tion step Q,,,, is illustrated in plot 1200, in which the depth
distortion is evaluated with MSE and it is in linear relation-
ship with Q,,,, for different test depth video sequences.
Therefore, an empirical linear D,,-Q model is for H.264/AVC
can be,

Dp :%QSZE;» (26)

where § is the model parameter and for the special case of the
Cauchy distribution based model with the parameter [} equal
to 1. For the depth video coding, the depth video content can
be regarded as aY component of the color video. Therefore,
a traditional linear D-Q model for the color video coding can
also suitable for the D ,,-Q model. Therefore, according to Eq.
26 and Eq. 23, a regional VSDM of view synthesis distortion
and Q,,,,,, a Dy-Q model, as,

Dys.p :AwE Ostept By (27)

where Ye{CTAD,CSAD}.

FIG. 13 depicts aplot 1300 of exemplary depth distortion data
related to development of a VSDM in accordance with an
aspect of the disclosed subject matter. Plot 1300 illustrates a
relationship between the entropy of depth bit rate and 1/Q,,,,.
In the figure, the trend lines are linearly fitted for three test
sequences with different resolutions and motion properties. It
can be observed that bit rate and 1/Q,,,, have a generally
linear relationship for different MDV sequences and resolu-
tions. Therefore, a linear R,-Q model is modeled as,

28

where m is the Mean Absolute Difference (MAD) of the
residual between the reference signal and predictive signal, K
is model parameter, C is a constant indicating the header bits.
Bit Allocation Based on VSDM

Let N, and N be the number of MBs in CTAD and CSAD
for a frame, k- and k¢ be the MB indices in the coding order
suchthatk,=1,2,3...,Nyandk=1,2,3 ..., N.. Selection
of Q,,,,, values for CTAD and CSAD, can be made to reduce
the total distortion of the picture while not exceeding a total
bit constraint R ., that is, the number of total bits should be not
larger than the number of target bits. The bit allocation prob-
lem for each frame can be stated as,

w
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Np Ng 29
Q705 = argml'{z Dcraplhr) + Z Dcsaplks)

kr=1 kg=1

Nt Ns.
Z Bepaplhr) + Z Besaptks) < Re,
=1 ig=l

where B, () and B¢, () indicate a buffer consumption of
encoding bits for CTAD and CSAD MBs. A quantization
solution for Eq. 29 can be determined, wherein the Lar-
grangian multiplier is introduced to reduce the R-D cost, J,
which can be expressed as,

070" = 30)
Ns.

Z Dcsap(Qs) +

ks=1

Nr
[Z Derap(Qr) +

k=1
argmin/ = argmin

Ny N
Z Berap(Qr) + Z Besap(Qs) — RC]]

s,
k=1 k=1

To get Q¥ and Q¢* values, the partial derivation of J to Q,, Qs
and A can be computed and set equal to zero,

BD

Nt Nt
d Z Dcrap(Qr) 0 Z Berap(Qr)
=1 =1
2Qr v 80r =0
Ns Ns
d Z Dcsap(Qr) 9 Z Besap(Qs)
kg1 kg1
Qs A Qs =0
97 M Ns
3= kzl Beran(Qr) + kzl Besan(Qs) - R =0,
7= 5=

Eq. 31 can be solved to obtain Q,,,,, for CTAD and CSAD,
Q/* and Qg*, as,

Acsap (32)

vy + —A Vg

cTAD
05 = Ky —— L TP
T T "R, =Ccrap - Cesan

AcTap @3

Var + Vg

Acsap

Qs = KN

Acrap®s
= — QT,
Acsapmr

where m,and mg are the average MAD of CTAD and CSAD
regions, respectively, which are

Re = Cerap — Cesap

L 1N
my = — merap(kr) and g = — mesap(ks)-
Nr kTZ::I Ns kSZ::I

Rate-distortion Adaptation for View Synthesis Oriented
Depth Video Coding

Where the depth video is coded with traditional H.264/
AVC based video coding standard as color video due to its
similar transformed coefficients distribution, a traditional
R-D model can also be applied to depth video coding as,
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R(D) = kln(%z], Gy

where D is output distortion and o is an input picture vari-
ance. Taking the derivative of R(D) with respect to D and
setting its value to —-1/A, ,,,z yields,

dRD) 1

dD

(35

AMODE

Substituting Eq. 34 into Eq. 35 and solving, yields the
Lagrangian multiplier as,

1 (36)
AnopE = ZD'

The reconstructed depth video can be used to generate a
virtual view, and thus, the distortion of synthesized virtual
view, Dy, can be actually taken into account in a distortion
model. The compressed depth video bit rate, R, is actually
transmitted, that is R,(Dy) is equal to R(D,,). Therefore,
the relationship between R, and Dy can be formulated as,

ol 37
Rp(Dys) = Rp(Dp) = kuh{—D],
Dp

where k, is a weighted coefficient, D, is an output distortion
and o, is an input picture variance for depth video. Statisti-
cally, this is similar to the Y component of color video. Simi-
larly, to calculate the Lagrangian factor for a view synthesis
R-D model (A opz""), the derivative of R,(D,) can be
taken with respect to D¢ and setting its value to

1

s
A4iopE

yields,
d R(Dys) B dR(Dp) B dR(Dp) B 1 (38)
dDys ~ dDys ~ d(AauDp+Ba) Mpr
which can be solved to obtain,
k[AaL 1 39
Dp /\VMSODE’

Eq. 36 can then be applied to Eq. 39, where the D in Eq. 36 is
set equal to D, for the depth video coded by the H.264/AVC
based video codec. As such, the VSDM based Lagrangian
multiplier for mode decision and reference frame selection
can be,

Msope” =4 sr1hsopes (40)

The VSDM based Lagrangian multiplier for motion/disparity
estimation can be,
}\‘MOTIONV57V AALL}\‘MOHONa
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(41)

where Ay ope a0d Ay omon are Lagrangian multipliers for
mode decision and motion/disparity estimation in a tradi-
tional H.264 based video codec, respectively. Based on gen-
eral R-D optimization theory, an optimization target is to
minimize the new R, and D, cost function, which is repre-
sented as

min JyeJ ps=Dyeth Rp=4,Diy+d 41 MRp+B,,
where e{CTAD,CSAD}, B,, can be a constant. Using a
traditional H.264/AVC based codec to encode the depth
video, the distortion part is can be evaluated with depth dis-
tortion D,. Thus, Eq. 42 can be rewritten as,

(42)

ALL 43)

. A
min/, J =Dp + 1

ARp.

Eq. 43 suggests that a VSDM based Lagrangian multiplier
can be (A, /A, )\, when a conventional H.264/AVC based
video codec is employed to encode the depth content.
VSDM Based MDVC and Model Parameter Estimation

The calculation of Q,,, in Eq. 33, is at least partially
dependent on determining A.;,/Acsyp first. Wherein
Wherein

Ay=By ) Wik}, ¢ €{CTAD, CSAD} and Y -k}
deiL.R) ¢elLR)

is constant for given multiview input stream, A7, /Acsip
can be,

Acrap _ Berap 44

=
Acsap  Besap

where Beryp and Pesyp can be calculated by using linear
regression with the statistical image analyses data. Based on
Eq. 24 and Eq. 44, parameters A ,; ;/A r,pand A ; Acip
can be represented by,

AaLL Besap (45)
—— =pu——+1l-pu

Acrap  Berap

AALL Bcrap

—— =pu+(l-p) ,

Acp # Bcsap

Whereas the image texture of the multiview video is often
stable for much of a GOP, the model parameter .., and
Pesap can simply be updated once for every GOP of a view
for both low complexity and accuracy consideration.

FIG. 14 illustrates a method 1400 that facilitates MVC
based on a VSDM in accordance with an aspect of the dis-
closed subject matter. At 1410, a VSDM can be received. The
VSDM can embody relationships between depth distortion
and virtual view image distortion. Parameters values of a
VSDM can be employed in coding an input stream into an
encoded output stream. At 1420, method 1400 can receive a
multiview input stream. A multiview input stream can include
aplurality of view information. A multiview input stream can
also include depth information correlated to video informa-
tion.
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At 1430, a codec for encoding an input stream can be
received. In an aspect, the codec can be a H.264/AVC codec.
The codec can facilitate coding of an input stream into an
encoded output stream. In an aspect the codec can accept
parameter values that alter the particular coding process in
response to the parameter values. At 1440, at least a portion of
the multiview input stream can be encoded based on the
VSDM and the codec. At this point method 1400 can end.

In an aspect, the multiview input stream can include video
frames and depth frames. Regions of the video frames can be
selected based on texture in the macroblocks. These regions
in the video frames can be associated with textured charac-
teristics or smooth characteristics based on a threshold value.
Regions of the video frame associated with textured charac-
teristics can be labeled CTA and those associated with smooth
characteristics can be labeled CSA. Corresponding regions
can then be selected from the depth frames. The regions
corresponding to the CTA regions can be labeled CTAD and
those corresponding to the CSA regions can be labeled
CSAD.

The VSDM can include parameters including a slope
parameter and an average mean absolute difference residual
measurement. These parameter values can be employed in
determining quantization values and bit rate values. The
VSDM can be applied to the CTAD and CSAD regions to
facilitate coding of depth frame information. Encoding depth
frame information can reduce the bandwidth used to transmit
depth frame information at a selected quality level.

FIG. 15 illustrates a method 1500 that facilitates MVC
based on a VSDM in accordance with an aspect of the dis-
closed subject matter. At 1510, a multiview input stream can
be received. At 1520 depth information for the multiview
input stream can be determined. In an aspect determining
depth information at 1520 can include receiving predeter-
mined depth information.

At1530, a slope parameter for a VSDM can be determined.
In an embodiment the slope parameter can be determined
using liner regression. In other embodiments, the slope
parameter can be determined using other fitting or modeling
techniques without departing from the scope of the presently
disclosed subject matter. The linear regression can be applied
to data correlating quantization error in the depth frame to
view synthesis distortion. Image analysis to determine slope
parameter can be performed for regions of the depth infor-
mation, e.g., CTAD and CSAD regions. Moreover, the slope
parameter can be determined for each frame, a set of frames,
of' a GOP. Typically the more texture variation in the video
portion of a multiview input stream the more frequent the
slope information will be determined to remain relevant to the
coding process.

At 1540, a residual parameter can be determined for the
VSDM. In an aspect, the residual parameter can be deter-
mined from motion complexity analysis. Other techniques
are also possible, including frame difference techniques, etc.
At 1550, a quantization value can be determined for encoding
the depth information of the multiview input stream. The
quantization value can be based on the slope parameter, the
residual parameter, and a bit rate constraint value. At 1560, at
least a portion of the depth information of the multiview input
stream can be encoded. The encoding can be based on the
determined quantization value. At this point method 1500 can
end.

FIG. 16 illustrates a method 1600 that facilitates updating
aVSDM in accordance with an aspect of the disclosed subject
matter. At 1610, an encoded depth bit stream can be received.
The encoded depth bit stream can constitute encoded depth
information. At 1620, a video bit stream and a reference depth

5

20

25

30

35

40

45

50

55

60

65

18

bit stream can be received. The reference depth bit stream can
constitute the uncompressed depth information correspond-
ing to the encoded depth bit stream. At 1630, the encoded
depth information can be decoded from the encoded depth bit
stream received at 1610.

At 1640, the video input bit stream can be rendered into a
first version by employing the decoded depth bit stream and
as a second version by employing the reference depth bit
stream. As such, the first version can be a rendering employ-
ing a coded version of the depth bit stream and the second
version can be a rendering of the same video content employ-
ing an uncompressed version of the depth bit stream. Thus,
the second version can represent the best quality rendering
and act as a benchmark for determining the performance of
the coding of the received depth bit stream. As an example,
where the coding of the received depth bit stream is poorly
executed, the resulting version of the rendering will be poorin
comparison to the rendering employing the reference depth
bit stream. As a second example, where the coding of the
depth bit stream is performed well, the first rendered version
can be a close facsimile of the rendering employing the ref-
erence depth bit stream.

At 1650, a difference between the first and second versions
of the rendered video input stream can be determined. In an
aspect, this can be related to an analysis of residual values for
a curve fitting process. In an embodiment, the difference can
be measured as a peak signal-to-noise ratio (PSNR) calcula-
tion. At 1660, a VSDM can be updated based on the deter-
mined difference between the first and second version of the
rendered video input stream. In an aspect, this can be associ-
ated with employing corrective feedback to update and
improve the VSDM to facilitate better coding of the depth bit
stream to result in a particular quality level for the difference
between the first and second versions of the rendered video
input stream at a particular bit-rate. At this point, method
1600 can end.

Referring to FIG. 17, illustrated is a block diagram of an
exemplary, non-limiting electronic device 1700 that can
facilitate content transcoding in accordance with an aspect of
the disclosed subject matter. The electronic device 1700 can
include, but is not limited to, a computer, a server, a laptop
computer, a server, a dedicated spatial processing component
or device, or network equipment (e.g. routers, access points,
femtocells, picocells), and the like.

Components of the electronic device 1700 can include, but
are not limited to, a processor component 1702, a system
memory 1704 (with nonvolatile memory 1706), and a system
bus 1708 that can couple various system components includ-
ing the system memory 1704 to the processor component
1702. The system bus 1708 can be any of various types of bus
structures including a memory bus or memory controller, a
peripheral bus, or a local bus using any of a variety of bus
architectures.

Computing devices typically include a variety of media,
which can include computer-readable storage media or com-
munications media, which two terms are used herein differ-
ently from one another as follows.

Computer-readable storage media can be any available
storage media that can be accessed by the computer and
includes both volatile and nonvolatile media, removable and
non-removable media. By way of example, and not limita-
tion, computer-readable storage media can be implemented in
connection with any method or technology for storage of
information such as computer-readable instructions, program
modules, structured data, or unstructured data. Computer-
readable storage media can include, but are not limited to,
RAM, ROM, EEPROM, flash memory or other memory tech-
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nology, CD-ROM, digital versatile disk (DVD) or other opti-
cal disk storage, magnetic cassettes, magnetic tape, magnetic
disk storage or other magnetic storage devices, or other tan-
gible and/or non-transitory media which can be used to store
desired information. Computer-readable storage media can
be accessed by one or more local or remote computing
devices, e.g., via access requests, queries or other data
retrieval protocols, for a variety of operations with respect to
the information stored by the medium.

Communications media typically embody computer-read-
able instructions, data structures, program modules or other
structured or unstructured data in a data signal such as a
modulated data signal, e.g., a carrier wave or other transport
mechanism, and includes any information delivery or trans-
port media. The term “modulated data signal” or signals
refers to a signal that has one or more of its characteristics set
or changed in such a manner as to encode information in one
or more signals. By way of example, and not limitation,
communication media include wired media, such as a wired
network or direct-wired connection, and wireless media such
as acoustic, RF, infrared and other wireless media.

The system memory 1704 can include computer-readable
storage media in the form of volatile and/or nonvolatile
memory 1706. A basic input/output system (BIOS), contain-
ing the basic routines that help to transfer information
between elements within electronic device 1700, such as
during start-up, can be stored in memory 1704. Memory 1704
can typically contain data and/or program modules that can
be immediately accessible to and/or presently be operated on
by processor component 1702. By way of example, and not
limitation, system memory 1704 can also include an operat-
ing system, application programs, other program modules,
and program data. As a further example, system memory can
include program modules for subchannel assignment and
allocation of power as disclosed hereinabove. In some
embodiments memory 1704 can store a view synthesis dis-
tortion model (VSDM), VSDM parameters, results of com-
putations related to a VSDM, performance metrics for
encoded depth information, or other results pertaining to
multiview video coding based on a view synthesis distortion
model. As an example, a VSDM can be stored in memory
1704. Continuing the example, processor 1702 can process
the stored system geometry and store a resulting set of para-
metric panoramic stereo catadioptric imaging model values
in memory 1704. These exemplary models, parameters, and
values can be employed in coding multiview depth video
content in accordance with the presently disclosed subject
matter.

The nonvolatile memory 1706 can be removable or non-
removable. For example, the nonvolatile memory 1706 can be
in the form of a removable memory card or a USB flash drive.
In accordance with one aspect, the nonvolatile memory 1706
can include flash memory (e.g., single-bit flash memory,
multi-bit flash memory), ROM, PROM, EPROM, EEPROM,
and/or NVRAM (e.g., FeRAM), or a combination thereof, for
example. Further, the flash memory can be comprised of
NOR flash memory and/or NAND flash memory.

A user can enter commands and information into the elec-
tronic device 1700 through input devices (not illustrated)
such as akeypad, microphone, tablet or touch screen although
other input devices can also be utilized. These and other input
devices can be connected to the processor component 1702
through input interface component 1710 that can be con-
nected to the system bus 1708. Other interface and bus struc-
tures, such as a parallel port, game port or a universal serial
bus (USB) can also be utilized. A graphics subsystem (not
illustrated) can also be connected to the system bus 1708. A

20

25

30

35

40

45

50

55

60

65

20

display device (not illustrated) can be also connected to the
system bus 1708 via an interface, such as output interface
component 1712, which can in turn communicate with video
memory. In addition to a display, the electronic device 1700
can also include other peripheral output devices such as
speakers (not illustrated), which can be connected through
output interface component 1712. In an aspect, other elec-
tronic devices, e.g., terminal devices can be communicatively
coupled to electronic device 1700 by way of input interface
component 1710 and output interface component 1712,
which can serve to facilitate transfer of transcoded content
streams.

It is to be understood and appreciated that the computer-
implemented programs and software can be implemented
within a standard computer architecture. While some aspects
of the disclosure have been described above in the general
context of computer-executable instructions that may run on
one or more computers, those skilled in the art will recognize
that the technology also can be implemented in combination
with other program modules and/or as a combination of hard-
ware and software.

Generally, program modules include routines, programs,
components, data structures, etc., that perform particular
tasks or implement particular abstract data types. Moreover,
those skilled in the art will appreciate that the inventive meth-
ods can be practiced with other computer system configura-
tions, including single-processor or multiprocessor computer
systems, minicomputers, mainframe computers, as well as
personal computers, hand-held computing devices (e.g.,
PDA, phone), microprocessor-based or programmable con-
sumer electronics, and the like, each of which can be opera-
tively coupled to one or more associated devices.

As utilized herein, terms “component,” “system,” “inter-
face,” and the like, can refer to a computer-related entity,
either hardware, software (e.g., in execution), and/or firm-
ware. For example, a component can be a process running on
aprocessor, a processor, an object, an executable, a program,
and/or a computer. By way of illustration, both an application
running on a server and the server can be a component. One or
more components can reside within a process and a compo-
nent can be localized on one computer and/or distributed
between two or more computers.

Furthermore, the disclosed subject matter may be imple-
mented as a method, apparatus, or article of manufacture
using standard programming and/or engineering techniques
to produce software, firmware, hardware, or any combination
thereof to control a computer to implement the disclosed
subject matter. The term “article of manufacture” as used
herein is intended to encompass a computer program acces-
sible from any computer-readable device, carrier, or media.
For example, computer readable media can include but are
not limited to magnetic storage devices (e.g., hard disk,
floppy disk, magnetic strips . . . ), optical disks (e.g., compact
disk (CD), digital versatile disk (DVD) . .. ), smart cards, and
flash memory devices (e.g., card, stick, key drive . . . ).
Additionally it should be appreciated that a carrier wave can
be employed to carry computer-readable electronic data such
as those used in transmitting and receiving electronic mail or
in accessing a network such as the Internet or a local area
network (LAN). Of course, those skilled in the art will rec-
ognize many modifications may be made to this configuration
without departing from the scope or spirit of the disclosed
subject matter.

Some portions of the detailed description may have been
presented in terms of algorithms and/or symbolic representa-
tions of operations on data bits within a computer memory.
These algorithmic descriptions and/or representations are the
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means employed by those cognizant in the art to most effec-
tively convey the substance of their work to others equally
skilled. An algorithm is here, generally, conceived to be a
self-consistent sequence of acts leading to a desired result.
The acts are those implicating physical manipulations of
physical quantities. Typically, though not necessarily, these
quantities take the form of electrical and/or magnetic signals
capable of being stored, transferred, combined, compared,
and/or otherwise manipulated.

It has proven convenient at times, principally for reasons of
common usage, to refer to these signals as bits, values, ele-
ments, symbols, characters, terms, numbers, or the like. It
should be borne in mind, however, that all of these and similar
terms are to be associated with the appropriate physical quan-
tities and are merely convenient labels applied to these quan-
tities. Unless specifically stated otherwise as apparent from
the foregoing discussion, it is appreciated that throughout the
disclosed subject matter, discussions utilizing terms such as
processing, computing, calculating, determining, and/or dis-
playing, and the like, refer to the action and processes of
computer systems, and/or similar consumer and/or industrial
electronic devices and/or machines, that manipulate and/or
transform data represented as physical (electrical and/or elec-
tronic) quantities within the computer’s and/or machine’s
registers and memories into other data similarly represented
as physical quantities within the machine and/or computer
system memories or registers or other such information stor-
age, transmission and/or display devices.

What has been described above includes examples of
aspects of the disclosed subject matter. It is, of course, not
possible to describe every conceivable combination of com-
ponents or methodologies for purposes of describing the dis-
closed subject matter, but one of ordinary skill in the art may
recognize that many further combinations and permutations
of'the disclosed subject matter are possible. Accordingly, the
disclosed subject matter is intended to embrace all such alter-
ations, modifications and variations that fall within the spirit
and scope of the appended claims. Furthermore, to the extent
that the terms “includes,” “has,” or “having,” or variations
thereof, are used in either the detailed description or the
claims, such terms are intended to be inclusive in a manner
similar to the term “comprising” as “comprising” is inter-
preted when employed as a transitional word in a claim.
Moreover, the term “or” is intended to be an “inclusive or”
and not an “exclusive or”, unless otherwise indicated.

What is claimed is:

1. A system, comprising:

at least one memory that stores computer-executable

instructions; and

at least one processor, communicatively coupled to the at

least one memory, that facilitates execution of the com-

puter-executable instructions to at least:

receive an encoder configured to encode a first portion of
a multiview depth information input stream associ-
ated with depth information for a smooth region of a
scene differently than a second portion of the multiv-
iew depth information input stream associated with
other depth information for a texture region of the
scene;

receive a view synthesis distortion model comprising a
first slope region corresponding to the depth informa-
tion for the smooth region and a second slope region
corresponding to the other depth information for the
texture region, a first slope value of the first slope
region is updated based on pixel distortion related to
perturbing pixel position in the smooth region, and a
second slope value of the second slope region is
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updated based on pixel distortion related to perturbing
pixel position in the texture region;

encode the first portion of the multiview depth informa-
tion input stream based on the encoder and the first
slope value; and

encode the second portion of the multiview depth infor-
mation input stream based on the encoder and the
second slope value, different from the first slope
value.

2. The system of claim 1, wherein the encoder is a moving
picture experts group (MPEG) codec.

3. The system of claim 2, wherein the encoder is an H.264/
advanced video coding (AVC) codec.

4. The system of claim 1, wherein the multiview depth
information input stream includes a plurality of contempora-
neous disparate views of a scene facilitating a determination
of depth information for an object in the scene.

5. The system of claim 1, wherein the multiview depth
information input stream includes predetermined depth infor-
mation about an object in the scene and wherein the view
synthesis distortion model comprises a parameter determined
from intermittently injecting a determined level of noise into
the multiview depth information input stream.

6. The system of claim 1, wherein the view synthesis dis-
tortion model includes a slope parameter related to a texture
complexity of the scene.

7. The system of claim 6, wherein the slope parameter
correlates a rendered view error to a depth information error
with the texture complexity of the scene.

8. The system of claim 7, wherein the depth information
error results, at least in part, from an error in a quantization of
depth information.

9. The system of claim 1, wherein the view synthesis dis-
tortion model includes a residual parameter that correlates an
average mean absolute difference of a residual between a
reference signal and a predictive signal.

10. The system of claim 1, wherein the at least one proces-
sor further facilitates the execution of the computer-execut-
able instructions to determine a quantization parameter based
on a slope value of the view synthesis distortion model.

11. The system of claim 1, wherein the at least one proces-
sor further facilitates the execution of the computer-execut-
able instructions to determine a bit rate value based, at least in
part, on a rate-distortion model employing reconstructed
depth information.

12. The system of claim 1, wherein the at least one proces-
sor further facilitates execution of the computer-executable
instructions to at least:

decode at least a portion of the encoded first portion of the

multiview depth information input stream to generate at
least a decoded first portion;
render at least the decoded first portion of the multiview
depth information input stream as a current render; and

update the view synthesis distortion model based, at least
in part, upon a comparison of the current render with a
reference render.

13. A method, comprising:

receiving, by a system including a processor, an encoder

facilitating encoding of a smooth region of a scene com-
prised in a multiview input stream and differently encod-
ing of a texture region of the scene; and

encoding, by the system, the multiview input stream based,

at least in part, on a first slope value determined from a
view synthesis distortion model and the encoder,
wherein the view synthesis distortion model comprises
distortion values corresponding to shifts in positions for
pixels of the smooth region and other distortion values
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corresponding to other shifts in positions for pixels of
the texture region to facilitate determining the first slope
value for the smooth region different from a second
slope value for the texture region.

14. The method of claim 13, wherein receiving the encoder
includes receiving a moving picture experts group (MPEG)
codec.

15. The method of claim 14, wherein receiving the encoder
includes receiving a H.264/ advanced video coding (AVC)
codec.

16. The method of claim 13, further comprising:

receiving, by the system, the multiview input stream

including receiving a plurality of contemporaneous dis-
parate views of a scene facilitating determination of
depth information for an object in the scene.

17. The method of claim 13, further comprising:

receiving, by the system, a multiview input stream includ-

ing receiving predetermined depth information for an
object in the scene.

18. The method of claim 13, further comprising:

receiving, by the system, the view synthesis distortion

model including receiving a slope parameter.

19. The method of claim 13, further comprising:

receiving, by the system, the view synthesis distortion

model including receiving a residual parameter that cor-
relates an average mean absolute difference of a residual
between a reference signal and a predictive signal.

20. The method of claim 13, further comprising:

determining, by the system, a quantization value based on

aslope parameter of the view synthesis distortion model.

21. The method of claim 13, further comprising:

determining, by the system, a bit rate value based, at least

in part, on a rate-distortion model employing recon-
structed depth information.

22. The method of claim 13, further comprising:

decoding, by the system, the encoded multiview input

stream;

rendering, by the system, the decoded multiview input

stream into a version;

analyzing, by the system, the version relative to a reference

version; and

updating, by the system, the view synthesis distortion

model based, at least in part, upon the analyzing.

23. A computer-readable storage device having executable
instructions that, in response to execution, cause a device
including a processor to perform operations, comprising:

receiving an encoder facilitating encoding of a smooth

region of a scene corresponding to a first portion of a
multiview depth input stream and differently encoding a
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textured region of the scene corresponding to a second
portion of the multiview depth input stream; and

encoding the first portion of the multiview depth input
stream based at least in part on a first portion of a view
synthesis distortion model and the encoder, encoding the
second portion of the multiview depth input stream
based at least in part on a second portion of the view
synthesis distortion model and the encoder, wherein the
first portion of the view synthesis distortion model com-
prises a parameter determined from pixel distortion
related to perturbing pixel position in the smooth region,
and the second portion of the view synthesis distortion
model comprises another parameter determined from
pixel distortion related to perturbing pixel position in the
texture region.

24. The computer-readable storage device of claim 23, the

operations further comprising:

decoding the encoded first portion of the multiview depth
input stream;

rendering the decoded first portion of the multiview depth
input stream as a version;

forming an evaluation of the version against a reference
version; and

updating the view synthesis distortion model based, at least
in part, upon the evaluation.

25. A system, comprising:

means for receiving a multiview input stream including
depth information for a smooth portion of a scene and a
texture portion of a scene;

means for receiving an encoder for encoding at least a
portion of the multiview input stream;

means for receiving a view synthesis distortion model
comprising a first slope region corresponding to the
smooth portion and a second slope region corresponding
to the texture portion, the first slope region being updat-
able based on pixel distortion related to perturbing pixel
position in the smooth portion, and the second slope
region being updatable based on pixel distortion related
to perturbing pixel position in the texture portion;

means for adapting the first view synthesis distortion
model based on intermittent injection of a determined
level of noise into the multiview input stream to facilitate
correction of a quantization parameter and a rate-distor-
tion adaptation parameter; and

means for encoding at least the portion of the multiview
input stream based on the encoder and the first and
second slope regions of the view synthesis distortion
model.



