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EXPERT KNOWLEDGE SYSTEM DEVELOPMENT TOOL

Background of the Invention

The present invention relates to an expert
knowledge system and in particular to a
development tool for creating a rule-based e#pert
knowledge systém which makes inferences using the
rules. As a general background to expert
knowledge systems and development tools, reference

is made to the books, A Guide to Expert Systems,

by Donald A. Waterman, Addison-Wesley Publishing
Company, Menlo Park, California, 1986, and Expert
Systems by Paul Harmon and David King, John Wiley
and Sons, Inc., New York, 1985.

In the prior art there are a number of
traditional approaches to rule-based knowledge
sYstems. The first and probably most famous is
known as MYCIN which was developed at Stanford
University in the 1970's. This expert system is
used as an aid to physicians in diagnosis of blood
infections. This system was built with the use of
a knowledge base and an inference engine. The
knowledge base is a memory structure or store
which consists of rules, facts, and heuristics

about the expert subject matter. The inference
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enginerestablishes:the procedures by which infer-

'.encing will ooour_based on the information con-
tained in the knowledge'base The inference
'englne 1n.MYCIN for example, uses backward 7

"chalnlng through the rules startlng w1th the
conolu51ons or goalsr(dlsease dlagnoses) of the
arules,and'working baokwaros through the
antecedentsror'ﬂif“ clauses of the rules. Other
Vtechmiques;such as forward chaining, modus ponens,'
are possible. .
7 ' The MYCINtsystem,and other existing

i rule—based'ekpert systems tend to be large and

: requlre large well-supported computer facilities
in order to handle the memory and prooes51ng
requlrements of the 1neff1o1ent languages which
are used. The structure for representing the
knowledge base is generally qulte large and
complicated to programrandrreprogram in order to
extend.the oapabilities of the expert system.

Suoh,systems, while offering general so-

lutions to expert system problems, are not'suited
for a real-world, real-time environment such as,
for example, round'om anraSsembly;lineior in the
operatiom of:a oiece'of equipment. In these
’situations,,there isra requirement that a system

be immediately responsive to the needs of the
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environment, perhaps having to analyze hundreds
and thousands of rules in a second yet be small
and cost effective fof the environment of product
manufacture. Accordingly, the system must be
efficient and compact in order to act quickly and
in order to be economically feasible to move from
a university or research facility environment to,
for example, an on-line production environment.

A problem which faces every expert system is
that of efficiently handling the great volume of
information which constitutes the knowledge of an
expert which is embodied in the knowledge base and
the difficulty in assigning values to the rules in
the knowledge base. Rule-based expert systems in
general can value a variable, as for example a '
rule conclusion, as being true or false. Some are
able to assign a ceftainty factor to whether a
variable is true or false. However, as can be
understood, oftentimes it cannot be determined
whether a variable is true or false.

Besides being able to properly characterize
the rules and information contained in the knowl-
edge base, there is a requirement that the infer-
ence engine be able to efficiently analyze and the
information so that, with the information given in

the knowledge base, conclusions can be reached
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which may not have been initially anticipated.
Prior expert systems have not always been able to
analyze. the knowledge base in order to optimally

use the information contalned therein. Further,

,as the knowledge base can be quite exten51ve, even

in a small system, thererls a need to prune the

knowledge base in an efficient manner so that only

the appropriate portiohs_of the knowledge base are

- used to address the required analysis.

Further, while existing systems and system
languages such aSuList-can accommodate both

positive and negative variables (classic two

valued logic systems), these systems are unable to

handle negative rules. These systems are unable

 to evaluate a second negative logical pathway in
' additioh to the first logical pathway of positive

'rules.

 The present 1nventlon is directed to overcomr -

' 1ng the dlsadvantages of prlor systems and prov1d-'

lng a compact, eff1c1ent expert knowledge system
suitable for real-time use in, for example, a

production environment.

Summary of the Invention
The present invention includes an apparatus

and method for providing,anrexpert knowledge

]
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system development tool comprising a computer with
a structure for storing a knowledge base and an
inference engine structure for inferring from the
knowledge base.

The knowledge base structure can store a
plurality of positive and negative rules where
each rule includes at least one antecedent
variable and one conclusion variable. The
knowledge base structure can establish and store a
hypothesis variable list comprised of some of the
conclusion variables. This tool includes a
structure for selecting rules that hgve con-
clusions that match each hypothesis and the
negative of each hypothesis. This tool further
includes a structure for analyzing a bundle of
selected rules as a whole in order to determine a
variable value from common conclusions for each
hypothesis variable or sub-hypothesis variable and
also analyzing the antecedents of each rule in
order to determine a variabie value for each rule.

The present rule-based expert knowledge
systém development tool provides a compact
knowledge base structure and ease of analysis of
the knowledge base in order to efficiently, and on
a real-time basis, address the questions or

.hypotheses posed by a real-world environment such
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as required for the safe operation of, for
example,.a'manufacturing line, or the operation of
a piece of'equipmeht. Accordingly, the present
lnventlcn provides a compact knowledge-base
structure which can.allow for the analysis of
hundredsrand thousands of rules in a second.

' In erderrto’accountafor more than True and/or
False values which a rule or variable may have,
the'present tool allows for a rule or variable to
‘have the third and fourth'valﬁes or states of

: ﬁnknown and Untested. In comparison to the
classical ﬁwo valued systems using only true and
false,,these four states allew for great '
'flexibility in the analysis acgomplisheé.

The unknown value is a value which designates
that judgment er evaluation is to be deferred

' until later in the inferencing process. At a
‘later date other results of the infe:encing
process or information from the outside
environment can be used torassign another ﬁalue in

" place of the unknown value. »

Still further, the knowledge base of the
present system,allows for negative rulesrwhich can
lead to conclusions which are the opposite of the
positi?e rules. ‘The use of negative rules allows

the development tool to have a second very -
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powerful logical pathway for evaluating a given
situation. Often this second logical pathway in
addition to the first logical pathway comprised of
positive rules is able to inference to a
conclusion that would not be possible with the
first logical pathway. The tool provides for
sorting the rules into a bundle of positive rules
and a bundle of negative rules in order to
efficiently inference first on the bundle of
positive rules and then on the bundle of negative
rules. With the use of negative rules inferencing
without sorting would require that both negative
and positive rules be inferenced at the same time,
an inefficient task at best.

Further, the present invention allows for an
efficient use of both of the backward chaining and
forward chaining inferencing techniques specially
designed for the four valued logic structures of
the invention in order to quickly determine what
is true, false, unknown, and untested, and to
quickly prune down the size of the rule base. The
present invention, through a forward chaining
technique, is able to efficiently prune a logic
tree described by a bundle of rules such that the
irrelevant sections of the tree will not be

addressed. The backward chaining inferencing
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technique also uses a pruning technique, through
only ou,a,selected bundle of rules, not on the
_ehtire knowledgerbase'as is'accomplished with the
~ forward chaining inferencing technique. The
forwardichainiug:inferencing=technique assigns -
values to rules based on the antecedent variable
of the rules 1rrespect1ve of the relatlveness or
sequence of the rules. The results of the forward
chaining inferencing technique, which assighs
values to the rules, can be used by the backward
chaining inferenciug technique that assigns values
‘to the hypotheses. | |
The present invention provides for
-alternatingly,forward chaining'through the
~antecedents of each rule in order to determine the
value of the,ccnclusion, and for backward chaining
famong rule conclusions or goals which match each
'Vrequired hypothesis on the hypothesis listrin
7 order to greatly enhance the inferencing prccess.,
The present 1nventlcn addltlonally provides
for an automatic hypothesis list generation
“structure for locatiné all logical variables (1)
which are only‘rule concluslons and do not appear
addltlonally as antecedents for other rules, (2)
whlch are bothrconclu51ons and antecedents, and

(3) which are only'antecedent, in order to



WO 88/05574 PCT/US87/00165

-9=
automate the inferencing process by determining
the top and the bottom of the logic tree. This
structure accomplishes automatic hypothesis list
generation prior to any other inferencing.
Accordingly a user of the tool and the system
developed with the tool is not required to manual
scan the entire knowledge base in order to ﬁéke a
hypothesis list.

Further, the present invention provides for a
plurality of knowledge base structures and a
structure for sequencing automatically between the
knowledge base structures. This sequencing
structure provides that the determined hypothesis
variable values for one structure are used as the
reset or input values in the next structure..
Accordingly, a problem can be broken down into
separate, compact and efficient knowledge base
structures orrmodules which are convenient and
easy to program and modify, and with each struc-
ture building on the results obtained from the

previous structure.

Brief Description of the Drawings

Figure 1 is a block diagram of an expert

knowledge system development tool in accordance

with the invention. -
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‘Figures 2A, 2B, 2C and 2D represent a sche-

matical block diagram and flow chart depicting the
'inferencing.methodology and structure of the

‘present invention.

VFigure'3rrepresents a block diagrem and
schemetic flow chart depicting the methodology and
structure of an eutomatic hypothesis list gen-
eration'espect of the present inuention

Flgure 4 depicts a block diagram and schemat-

ic flow chart deplctlng the methodology and

:structure of the. automatlc sequenc1ng aspect of

the 1nvent1on.

Figure Sldeéicts a block diagram and schenate

' ic flow chart of the methodology and structure for

single rule evaluation from eight antecedent

variables.

,Figure 6 represents a block‘diagram and

schematic flow chart deplctlng the methodology and

structure for evaluatlon between eight rules, four

of which represent positive rules and four of

which represent negative rules, in accordance with

an embodiment of the present invention.

Deteiled'DesCription of the Preferred Embodiment

With reference to the figures,'and’in:partic-

~ular to Figure 1, an eXample'of a preferred

_ PCT/US87/00165

ks
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embodiment of the present invention is depicted
and identified by the number 50. The expert
knowledge system development tool 50 of the
invention, for use in developing an expert
knowledge system, includes a host computer 52, a
knowledge base store 54 for the knowledge base
structure, and an inference engine 56. The
knowledge base store 54 and the inference engine
56 can be presented in a stand-alone unit 58 which
includes a central processing unit (CPU) 60 and/or
can be incorporated directly into the host
computer 52. Communicating with both the host
computer 52 and the uniﬁ 58 is a controller 62
which communiéatés both with the unit 58
containing the knowledge base store 54 and the
inference engine 56, and the host computer 52.

The controllef 62 communicates with transducers 64
to sample and environment in order to gather
values for the knowledge base store 54. Addition~
ally, the controller 62 which has its own on-board
CPU, can initiate action based on the expert
inferencing which has occurred. It is to be
understood that values for the various rules can
be sampled either through the transducer 64ror can
be input directly by a user through the host

computer 52.
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As will beﬁexplained in,greater detail, the
transducer 64 can be, for,example? used to monitor
theyvarious states and values which are important

for the éroper operation of, for example, a

turbine used to generate pewer,requipment used in

an assembly line, the entire assembly line itself,
or the proper operatlon of a dryer to insure that
a flre does not occur. 7

l The knowledge base'54 contains all the

o lnformatlon,,rules, etc. that.the expert knowledge

system (as for example, a system for the above

turblne) is based upon.r The inference engine 56

loglcally 1nterprets the lnfcrmatlon contained in

the knowledgerbase 54. Further, the knbwledge

base 54 can include a plurality of knowledge base

modules;colleqtiVelyVreferred to by the number 55

"andyindividually referred'torby the numbers 66,

63, 70, 72, etc.

‘The knowledge base module 66, in a preferred

'embodlment contalns a dlctlonary of 127 loglcal

varlable names, and a rule list of 225 "lf...

then" rules. A.rule is comprised of a list
'structure which ln a preferred embodlment can have
- up. to seven antecedents, or "ifm variables, or

slots, and one conclusion, or "then" varlable.' If

any antecedent slot is empty, it is assigned a
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variable 0, a blank. In the following example of
a rule, found in Chart 1, only six antecedents

were used, so antecedent #6, which is permanently

empty, contains variable 0.

CHART 1
1  SHUTDOWN TURBINE CONCIISION (VARTAELE 1)
8  IEVEI~PEAK ANTECEDENT #0  (Variable 8)
12  PROBE=ACCELERATION ANTECEDENT #1  (Variable 12)
14 IOCATION=CASING ANTECEDENT #2  (Variable 14)
46 G'S=5 ANTECEDENT #3  (Variable 46)
24  BASTS=VIERATION ANTECEDENT #4  (Variable 24)
49  SPECTRUM=SPEED ANTECEDENT #5  (Variable 49)
0 ANTECEDENT #6  (Variable 0)

Chart 1 contains a rule which can be used to
determine by inferencing to the conclusion (Vari-
able 1).whether or not a turbine should be shut
down. This determination is made by evaluating
the values of the antecedeqts which may or may not
already have preassigned values. In Chart 1, the
descriptions of the conclusion and the antecedents
is shown in Column 2. These descriptions are
known as the logical variable names. Column four
would contain the value for each variable if that
value has been preassigned. These values are
inserted as the inferencing process assigns the
value.

The inference engine 56 operates the knowl-
edge base 54 (whether fully or partially de-

termined with values). Each of the variables
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i(which can be either conclusions and/or
anteeedente),in.the dictionary of 127 variables
has a negative image or variable, a logical
neéative. The negative always has the numbef,pf,
the positiVe, pius'128.-7For example, the negative
of variable 5 is variable7133; Like variable 0
whieh is empty or blank, variable 128 (Not eﬁpty)
is also eﬁpty'or blank. Each rule is analyzed or
evaluated by evaluating the antecedente in numer-

~ ically decreasing order, i.e., ahtecedent 6, 5 ...
0. | |

- The present invention provides fo:

four-valued logical eValuation of rule conclusions
and antecedents. The variable values of both rule
conclu51ons and antecedents can be a551gned lcglc

~ values of True, False, or Unknown (or'UNK, Don't
Know, DK). Further the value of Untested (UNT) is
~ assigned in the absence of any other of the above
thfee assigned value. Values are assigned thrqugh
the inferencing mechaniem or through use of
information cbtained from the outside environment"
or user. This outside information may be obtained
from human or transducer'(e N e electromechanlcal)

lnput.
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Whenever a value is assigned to a variable,
the opposite value is assigned to the negative of
that variable: |
Positive Variable Assigned Value of: T F DK UNT

Negative Variable Assigned value of: F T DK UNT

Rule conclusion values are assigned by
inferencing engine 56 according to-the values of
antecedents, according to the following sequence

of logic determination as shown in Chart 2.

CHART 2

First: If all the antecedents of a rule are
True, the rule conclusion is True.

Second: If any antecedents of a rule are False,
‘ the rule conclusion is False.

Third: If any antecedents are Untested, the
rule conclusion remains Untested.

Fourth: If all antecedents are Unknown, the rule
conclusion is Unknown.

Conclusion variable values for a rule can
also be assigned according to the values of other
rules or of a bundle of rules which have
conclusions matching either the rule's conclusion
variable or its negative. The sequence of logic

determinations as shown in Chart 3 is used:
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Fifth:

Sixﬁh:
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CHART 3

-If one rule in the positive bundle is

True, the conclusion variable is True.

If one rule in the negative bundle is
True, the conclusion variable is False.

- If all rules 4in the positive bundle are

False, the conclusion variable is False.

If all rules in the negative bundle are
False, the conclusion variable is True.

If all rules in the bundle are Unknown,
the conclusion variable remains Unknown.

If some rules in the bundle are

- Untested, the conclusion variable

remains Untested. '

This sequencé demonstrates that either bundle

of rules, either the positive bundle or the

negative bundle of rules, is sufficient to

evaluate a'variable. It also shows that the

positive bundle of rules has priority in having

impact on the evalﬁation of the variable value.

The two sequences (Charts 3 and 4) together

show the evaluatioﬁ structure of the invention as

more fully depicted and described with respect to

Figures 2A, 2B, 2C and 2D.

The knowledge bése stored in store 54 can be

depicted (Chart 4)'to show input/output relation- -

ships between the variables which are antecedents

and/or conclusions. Chart 4 shows four rule

numbers at the top, and seven dictionary variable
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numbers arranged vertically at the far left. For
each variable number there is one horizontal line
extending to the right completely across the
chart. A total of seven horizbntal lines appear
in Chart 4. Some of these lines represent inputs,
some represent outputs and others represent both.

INPUTS ARE: Those variables which occur
only as antecedents in rules.

OUTPUTS ARE: Those variables which occur
only as conclusions of rules.

BOTH ARE: Variables which occur as both
antecedents and conclusions.

CHART 4 -
VARIABLE
NUMBERS _ RULES
3 76 75 22
T TO tirthrottit 1o irtio
030 I [ Bt
029 | 1 Pt
028 ___ | | M
027 l l IR
| | | i
| I | I
. ! I ] T
080 | I | i
079 | | i
078 | | LI

Each of the four rule numbers shown at the
top of Chart 4 is also represented by seven
vertical lines (slashes) with a circle to the

right. This rule symbol represents the seven

UMEC3/UMEC5564
11/26/86
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antecedent slots (numbered 6 to 0, left to right)

and the conclusion (the circle). Beneath each

fule’entry slot is a vertical line (comprised of
slashes) extending paft or all the way down Chart -

4. If the slot is filled by a dlctlcnary vari-

'able, the vertical llne will extend down to

intersect with the ho:izontal line corresponding
to that variable. | |

If a fu;e slot is empty, no vertical line |
will'appear.'rA verﬁical lihe extending beyond ther
bcttom of the chart means that it connects to some

other dlctlonary varlable that lS visible on a

chart which includes all 127 dictionary variables.

Chart 4 is just a window to the full knowl-
edge base diagram. Vin;a full diagram, scrolling
left or fightfpresentsrédditional rules and
connectionc. Scrclling up’ahd dcwn‘brings intc
view more dlctlcnary varlable names and thelr
ccnnectlons to the rules.

»7 When the dlagram‘ls createc,-the dictionary
variables and rﬁles"are placed in the most logical
poéition for each knowledge base. As described

earlier, the dictionary of variable names is

‘broken up into three pérts: input, output, and

both. Wlthln each of these groups, the varlables

: are,put into numerical crder. All of the outputs
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appear at the top of the diagram, both inputs and
outputs are in the middle and input variables are
at the bottom of the diagram.

The rules are organized so that those which
have the same conclusions are viewed next to each
other. Rules that have the highest numbered
output variable for its conclusions are placed at
the far left, then come rules with the next
highest output variable as its conclusions, etc.
In the sample diagram, rule three has variable 30
as its conclusion. Rules 76, 75, 22 come next
because these rules all have variable 29 as common
conclusion.

The inferencing process carried. on by’the
inference engine 56 can be represented as seen in
Chart 5 which is a four-window display. The
windows each present a portion of information .
about what is occurring in the inference engine

56,
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, CHART 5 :
| INFERENCE ENGINE DIAGRAM
QUESTION o . GOAL PATH
T-TRUE, F-FAISE, DK-UNKNOWN .
Is it True that: . SHUTDOWN TUREINE
MIIS=3 OR VELOCITY = 0.25 . INCREASE TURBINE SEEED

|

. ADVISE FOUNDATTON RESONANCE

. | WINDOW 2
APPLYING RULE 217 . CONCIDSIONS
LOCATION = SHAFT . ? ADVISE TORSIONAL CR
SPEcmM%s:XSPEEQ . ? FROELEM AT SURGE
 SPECTRIM = ARBITRARY . - ACCRIERATION = 0.5 G'S
',smcmmémsmem,m:-ms:so,
: mSésonmocny-,o.zs . + /SPECTRUM =EIECTRICAT, POVER
. . + SPECTRM = 1 X SPEED

ADVISE FOUNDATTON RESONANCE

"+ = /SPECTRUM = NOISE FLOOR

= ADVISE IOST DEFLECTCOR
WINDOW 4
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CHART 5 SUMMARY

GOAL PATH Linkage of rule conclusion
variables leading to one of the
hypotheses. Lowest one displayed
without a value symbol is active.

APPLYING RULE Shows a rule which has a conclusion
matching the active goal hypothe-
sis.

QUESTION Shows an untested wvariable from the
antecedents of the current rule.

CONCLUSIONS Shows variables with their wvalue
symbols concluded during the
inference process.

LOGICAL VALUE SYMBOL
TRUE +
FALSE -
DEFERRED (UNKNOWN) ?
UNTESTED (Blank)
NOT /

Window 1 (upper left) displays whatever
question (variable) is currently being asked by
the inference engine 56. This question appears as
an untested value and is a variable from the
active rule being displayed (Window 3). A value
of True, False, Unknown, or Untested is supplied
by the environment or the user.

Window 2 (upper right) displays a goal path.
This is a list of variables that represents a
chain of conclusions leading to one of the
questions (hypotheses). This chain typically has
two to five levels, but can have as many as 128

levels. When the inference engine 56 begins
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'evalﬁating arhypotheSis, itrsearches for rules
that might lead to a;matChingrconclusion. Either
cdnclusidns or-antecedente ef'these rules beeome
'7sub-hytotheeeé and,ate'grouped together in a staek
tr(i e., the goal path) The»sub-hypothe51s being
evaluated is treated llke a listed hypotheSLS,
, w1th the lnference,englne 56 searchlng for rules
that have conclusxons matchlng the sub-hypothesis.
'This'ptocess of evaluating the hypothe-r
:sis by findiaQ'matchinQVrule conclusions, taking -
the antecedents:of,those rules as temporary
- sub-hypotheses, finding rules with conclusions
Vmatching the.sub-hypothesie,'and so on is called
 backward ehaininé and will be more fully described
with respect to:Figures 24, 2B, 2C and 2D. |
| Window 3 (lower right) displays a list
of conelusions. These are the variables tﬂat have
, beeneevaluated,aﬁd assigned logical values accord-
- ing to the>tules aad toranswersrgiven to
qﬁestions. When the inferencing process_begihs;
thisfwindow is blank.r
Window 4 (loﬁer'left)'depicts the rule
currentiy being used to help evaluate one of the
rsub-hypotheses of the'éoal'path; The conclusion'
(iri,tnis case "ADVISE FOUNDATION,RESONANCE")

always matches the sub-hypothesis (last listed



WO 88/05574 PCT/US87/00165

-23=
variable with no value in window 2) being
evaluated. The goal path items are evaluated
beginning at the bottom. Eventually, some of the
lower items depicted in goal path window 2 will
show logical value symbols. The active item in
the goal path window, the one which matches the
conclusions, is always the lowest one without a
value.

In Figures 2A, 2B, 2C and 2D, the structure
of a preferred embodiment of the inference engine
56 is depicted. While it will be shown that the
inferencing process can start in one of several.
locations, for simpli;ity the inference process is
started in Figure 2A with block 100. In block
100, the next hypothesis from the hypothesis list
is obtained for evaluation. As there can be no
more than 256 hypotheses for each knowledge base,
as that is the number of rules and thus different
conclusions which can be provided with each
knowledge base, blocks 102, 104 and 106 are used

.to determine if the inferencing engine has ex-
ceeded the limit of the number of levels in the
tree (maximum recursion depth) which can never
exceed the maximum number of rules which in this
embodiment is 256 rules. If this is the case,

there is an exit to block 108 and an indication
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that there is a circulér reaéoning efror in thei
iﬁferencing caused by some error introduced into
the knowle&ge base.

At block 110, the inference ehgine_ss obtains
all the rules whiqh'have'conclusions~whichumatch'
the current hypothesis or the negative of the

,current.hypothesis,'thatris currently being
determined. It is to be understood that the
current hypothesis may be a sub-hypothesis located
'down in tree. If this number is 0 (block 111),
then'the system exits to block 112 which requires
thatvéither thévﬁse: pr'the'environment input a-
valﬁe forrthe current hypothesis or Variable as
none is stored in the knowledge base 54. 7
' If less than all the conclusions match the
hypothesesrés determined by biockrllo, those rules
_which do not'héve‘matChing'conclﬁsions.aré;noﬁ
analyzéd,by the system beginning at block 110 at
FigureVZA. |
o If there are'rules with conclusions which
'match:theihypcthesis, these rules are ordered into
two bundles, a first bundle which includes all the
positive rules and a second bundle which includes
all the negative rules (block 114).
As depicted at the top of Figure ZB,,thé

backward chaihing or analysis between the values
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of the conclusions for the select rules is then
accomplished. In backward chaining, inferencing
is initiated by the conclusion or goal of the
rule. The inference engine attempts to determine
if the hypothesis is correct by comparing the
hypothesis with values from similar conclusions of
the selected rules. If this is not possible, the
inferencing backs up to the antecedent clauses of
each rule and tries to determine if these are
correct. This in turn leads the inference engine
to other rules which have conclusions which match
the antecedents of the first rule to be analyzed.
In this way, the backwa;@ chaining process pro-
ceeds down an ever broadening inference tree from
one level to the next with the antecedents of the
level above being the goals of the level below.

In Figure 2B, the backward chaining inferenc-
ing is applied to the bundle of rules in the order
and sequence provided below. First, at block 116
a determination is made as to whether there is one
rule of the positive rules which has a True value.
If this is the case, as the hypothesis is similar
to the conclusion of the bundle of rules, the
hypothesis variable is True and is so designated
at block 118 and the inferencing exits to Block

152. Second, if necessary, a determination is



WO 88/05574 . f PCT/US87/00165

-26—

made .as to whether any one of the negatlve rules
1s True (block 120) If this is the case, the
negative of the hypothesis, being equivalent to

- the concluSion-of the negative rule, is True, and
the.hypothesis variable is accordingly designated
'to'be False at block 122 and the'inferencing'exits

- to Block 152. Third~ if necessary, a
determlnatlon 1s made as to whether all positive
rules are False at block 124. If all p051t1ve
rules are False and the hypotheSLS matches the

- conclusion of all the positive rules, therhypothe-
sisrvariable.is false and so designated by block
126 and the inferencing exits to Block 152.
Fourth lf necessary, the backward chalnlnq
1nference makes the determlnatlon.as to whether

rall the negatlve rules are False by block 128. If
thls 1srthe case, using the,reasohing recitedi
irmediately'hereinabOVel the hypothesis variable

' is true,anddis sofdesignated by block 130 and the
inferehcihé exits to Block,152. Fifth, if
'necessary,:the inference engine asks whether all
‘rules are of the talue of Uhknowh.(UNK or DK for
Don't Know) at block 132. If thlS is the case,
the hypotheSLS varlable is given a value of

' Unkhown.at block 134. It is noted that a rule

which has been tested may have one of three values
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of True, False or Unknown. If a rule has not been
tested, it is valued as Untested.

If there is no "yes" answer from any of the
blocks 116, 120, 124, 128 or 132, there will
remain one or more rules which have been Untested.
These Untested rules are gathered at block 136 for
testing by analyzing the antecedents of each
Untested rule, in the order and sequence presented
below, to determine if, based on the information
in the knowledge base 54, the rule's value can be
evaluated. This analysis begins at block 138
 where first all antecedents of the first Uptested
rule are analyzed to determine if the rule is
True. If all antecedents of the current rule
being tested are True, the rule is True and is so
designated by block 140 and the inferencing exits
to Block 116.

Second, if necessary, a determination is made
at block 142 as to whether any one antecedent of
the current rule being tested is False. If this
is the case, the rule being tested is False and is
so designated by block 144 and the inferencing
exits to Block 116. Third, if necessary, at block
146 a determination is made whether any of the
antecedents of the current rule are Untested. If

no antecedents are Untested, the rule has been
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tested but has not heretofore been indicated as
77Faise or True, and thus the rule has a value of
Unknown (DK) as a551gned by block 148 and the
1nferenc1ng ex1ts to Block 116. If the newly 7
tested rule has been glven a value of True, False,
or Unknown ‘by blocks 140, 144, or 148 the rule
has been a551gned a value approprlate for further
: backward chalnlngrasrrepresented in blocks 1ls,
120;7124; 128 and 132, and an appropriate signal
Vls sent to these blocks to see if the.hypothes15
can be determlned to be True, False, or Unknown.
If the current rule which is presently being
tested.has antecedents which are Untested
backward chaining requlres that these antecedents
be tested by proceeding downwardly in the tree
structurerto.the nexttlower and broader levei
Where,the'antecedentsrjust tested are conclusions
e'of the rules of the lower level. This being the
case, the hypothesis selected by block 100 in
Flgure ZA is replaced by the flrst untested
'antecedent'of the current rule being tested as
seiectedrby'block 150 and the entire backward.
chaining process begins anew from block 100
through block 136 to see if the new sub-hypotheses

..can be determlned as True, False, or Unknown
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It is to be understood that Blocks 138=150
accomplish pruning for the selected rules for the
bundle under consideration, while Blocks 162-182
as discussed hereinbelow accomplish pruning for

"all the rules in the knowledge base.

Returning to blocks 118, 122, 126, 130 and
134, and assuming that, with backward chaining,
the hypothesis has been determined to be True,
False, or Unknown, the inference engine proceeds
to the structure of block 152. At block 152, the
hypothesis just tested is marked True, False, or
Unknown and the negative conclusion of the hypoth-
esis is marked with the opposite value. At block
152, any value for the curfent hypothesis which
has been obtained from an external source is
introduced from block 112. Blocks 154, 158 and
160 account for any remaining upward inferencing
steps (returning up the tree) remaining in the
evaluation of a listed hypothesis. If there are
any upward steps which have not been taken,
inferencing is returned from block 160 to block
110 so that the previous sub-~hypothesis can be now
examined in light of the data from the deeper
excursion into the tree by backward chaining.

Block 156 determines if there is an internal error
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.whlch would occur 1f the tool trled to 1nference
past the top of the tree. 7

' It is to be understood that whlle the
forward chaining process descrlbed 1mmed1ately

) herelnbelow is prov1ded in a sequence follow1ng
the backwardvchalnlng analysis, that the forward
chaining as demonsttated'in"blocks'162 through 182
may occur prior'to'the initial backward chaining
process. Tﬁe advantage in accomplishing tne
forward chaining-first is that it is possible to
' prune" the 1nference tree from the bottom up by
addlng values to conclus;ons and antecedents based
on the knowledge in the knowledge base.r It can be_-
appreciated-that this ordering can savelbrocessing
time durlng’backward chalnlng' Thus, forward
chalnlng ls accomplished before any hypothes;s is
'selected for analy51s usxng‘the backward chalnlng
technlque above.

Blocks 162 through 182 value rules one at a
time w1th no recurslon. | 7
The 1nference englne 56 begins the forward
chalnlng 1nferenc1ng by setting a flag to 0 at
‘block 162. The antecedents of each.rule are then
analyzed in the following order~andvsequence, 7
~ with blocks 164 and 182 1ndex1ng from rule to rule

until all the rules have been analyzed. At block
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166, if all antecedents of the current fule being
analyzed are True, the rule is True and a value of
True is assigned to the conclusion of the rule by
block 168 and the inferencing process exits to
Block 178. Second, if necessary, at block 170, if
any one antecedent of the current rule is False, a
False value is assigned to the conclusion of the
rule by block 172 and the inferencing process
exits to Block 181. Third, if necessary, if all
antecedents of the current rule being analyzed
have been tested, the rule is marked Unknown at
block 176 and the inferencing process exits to
Block 181. Otherwise the rule remains Untested.
Such forward chaining rule analysis continues
until all rules have been analyzed once. If
during the analysis process at least one rule is
determined to be True, the True signal is
communicated to block 178 and block 180 where a
flag is set to 1. After all rules have been
analyzed once, block 182 tests to see if a flag
has been set to 1. If this is the case, forward
chaining from block 164 to block 182 begins anew
to determine if any other rules can be valued as
True, False or Unknown based on the Trﬁe conclu-
sion which was reached during the first forward

chaining analysis. Any conclusion variables which
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are newly valuedras True cause the forward
¢chaining to again recycle on the rules. It is
noted that inferencing which produces a False in
Block 172 or an unknown in Block 176 does not
~cause forward chaining to again recycle through
the rules as no information was learned that would
help evaluate any other rule.

As long'the forward chaining analysis pro-
duces more conclusions which can be de51gnated as
True, forward chalnlng contlnues._ Once no new
True conclusions are determined, block 178 deter-

mines that.the.coﬂclusion value has already been
rdetermined'to be True and bypasses the.
flag-seéting block”lso sﬁopping the,forward
chaining process. After forward chaining is
complete, block 184 determines when any hypotheses
of the.hypothe51s list are Stlll untested. If

_that is the case, the analy51s returns to block
100 to begln.on the next hypothesis. 1If no
hypotheses remain untested, inferencing is over.

| It is to be understood that reanalysis of"
forward chaining can be accomplished by setting
all unknown values to Untested and again going

through forward chaining from Block 162 to Block
182.
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A further structure which save processing
time and makes the inference engine more efficient
is the use of an automatic hypothesis list genera-
tor 200 as depicted in Figure 3. The results of
the automatic hypothesis list generator 200 are
initially introduced into the inference engine at
entry point 202 (Figure 2D). Automatic hypothesis
list generation is accomplished prior to the
forward chaining. The automatic hypothesis list
generator 200 is accomplished automatically and
not prompted by the user. This structure is used
for searching the entire rule tree to see where -
the tops of the tree and the bottoms of the tree'
are. In other words, the generator determines all
variable names which afe only listed as rule con-
clusions, which variable names and’ conclusions
would be at the top of the tree or the goals, and
additionally all variable names which are listed
only as antecedents, which antecedents would be at
the bottom of the tree.

It is understood that the tree is comprised
of a collection of rules, with the rules at the
top having conclusion variables that are not also
antecedent variables and with the rules at the
bottom having antecedent variables which are not

conclusion variables. Accordingly, there are
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~ fewer rules at the top of the tree and more rules
at the bottom of the tree.fr '
This task is accompllshed by first settlng
all varlable Types 0 as demonstrated in block 204.
Then all hypotheses are set to 0 as demonstrated
V;n block 206. In blocks 208 and 210, all the 256
| rules'ate ekamined to see'ifrthe,conclusions of
the rules are found only as conclusion Qariables
'and'not as antecedent variables of other rules.
If this is the case, the variable is designatedr
Type 1 (with a value of 1). Then at Block 212 a
determination is made as to whether any variable
is ever an antecedent. - If this is the case a
' valuerof 2 is added to that variable's,type.
Thus, if a variable is a_conclusion and an
antecedent, thervatiable_Type is 3 (l+2£3)t fnus,
all variables are valuedrwith Types 1 or 2 or 3.
Block 214 conpiles a hypothesis variable list
including all'variabie namesrwhicn are only
'conclusions.' The hypothesis count is then set by
block 216 and the hypothesis llSt generatlon is
complete at block 218 7
 The 1nference engine 56 further 1ncludes a
knowledge based automatlcrsequenCLng structure
which sequences'betweenrknowledge bases as between

knowledge base 66 and knowledge base 68, and
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between knowledge base 68 and knowledge base 70,
and so on. This sequencing structure is depicted
in Figure 4 and identified by the numeral 250.
This sequencing can occur after a first inference
has been completed on a first knowledge base such
as knowledge base 0, KBO, identified by number 66
and is determined by block 252. This being the
case, the values of the listed hypotheses (as
distinguished from the sub-hypotheses) determined
for knowledge base 0, KBO, are transferred to the
second knowledge base, knowledge base 1, KB1l, in
block 68 as values for the corresponding numbered
variables in KBl. In knowledge base l, KBl, all
the variable values are set to Untested by block
256. The variable values from knowledge base 0
(whether hypothesis variables, conclusion
variables or antecedent variables), KBOl and block
66, are then used as the current variéble values
in knowledge base 1, KBl and block 68 for the
correspondingly numbered variables. Blocks 260
and 262 then start the inferencing process again
using the values of knowledge base 0, KBO, and
block 66. Forward chaining (Blocks 162-182) is
then first accomplished on KBl in order to assign

values to as many rules as possible, based on the
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: valﬁes from KBo; greatly increasing the efficiency
" of inferencing of KB1.
Accérdingly with such a'processrit can be

7 understood_that the conclugions of'qne knowledge
rbase module caﬁ bé,used,as the inputs df_a second
knowledge'bése module and thus that, ﬁsing this
technique, a large ﬁrdbiem can be solved quickly
and efficieﬁtly‘by breaking it down intq smailer
'seéments each of which cah'bércoﬁveniéhtly handléd
'byra knowledge base.

o Figure 5 depicts alternate structure for
evaluating a'single rule, and assigninqla,value~
thereto, With_eight.antecedents using a forwargd
chainipg'technique. The structure of Figure 5

' inéludgs eight dedeers, 302 through 316, which
represent the anteéedénts of the rule. Decoders
302 to 316 are 2'of 4 decoders with an oﬁt?ut iiné
for the Unknown valuernot shown. True values of
the décoders are cbmmunicated to And gate 318,
Faise values communicatedrto Or gate 320 and

- Untested values communicated to Or gate 322. The
~ inverses of/ouiputs from gate 318, 320 and 322 are
communicated to And gate 324. The inverses from
thé oﬁtputs of gates 318, 320 and 3247are
communicated to And gate 326.7 The outputrfrom

gate 324'is communicated to the multiplexer 328 on
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line 0 and represents the Untested value. The
output from gate 320 is communicated to the
multiplexer 328 on line 1 and represents the False
value of the conclusion of the rule. The output
of gate 318 is communicated to the multiplexer 328
on line 2 and represents the True conclusion of
the rule. Finally the output of gate 326 is
communicated to the muléiplexer 328 and'represents
the Unknown value for the conclusion of the rule
(line 3).

Figure 6 represents an alternate embodiment
of the structure of the invention for evaluating
variables (hypotheses) based on rules and
assigning values to said variablés. This
structure is_identified by number 400. Structure
400 of Figure 6 represents the evaluation of one
variable or hypothesis using 4 matching positive
rules and 4 matching negati#e rules. A "star" in
Figure 6 represents the negative rule bundle
pathway. 1In Figure 6, decoders 402 to 408
represent the conclusion values of 4 matching
negative rules, while decoders 410 through 416
represent the conclusion values of 4 matching
positive rules. Each decoder is a 2 by 4 decoder
with the output lines representing True, False and

Untested
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‘values, the,Unknown'valug nét being shown. The
True outpuﬁs from the 4 positive rule decoders 410
throughr4lé are provided to Or gate 418. The
Faise qgtputs from the 4 positive rule decoders
410 to 416 are provided to And gate 420. The 4
False outputs from the negatlve rule decoders 402
Vto 408 are provided to And gate 422 with the 4
True outputs of negative,rule decoders 402 to 408
provided to Or gate 424. Finally Or gate 426 i
obtains the 8 Untesfed outputs from the 8 decoders
402 through 416. |
| And gate 430 receives the inverted output of
gate 420 and the output of gate 422 and provides
aﬁ'output to'gater428. Or gate 428 receives the 7
- outputs from And gate 430 and Or gate 418 and
- provides an'oufput on line 2 to the multiplexer -
440 in the True position. And gate 434 receivés
the‘output.frém gate 424'and the inverted output'
from gafe—418. Gafe 434 provides én'output,to |
géte 432 along with the output from gate 420. ‘The
output of gaté 432 is provided to line 1 which is
-provided to*multiplexef 440 inrthe False,position.i
And gate 4367£eceives inverted outputs from
‘gates'426 432, andr428, aﬁd provides an output
along line 0 to multlplexer 440 in the Untested

position. Finally, And gate 438 recelves the
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inverted values from gates 436, 432, and 428 to
provide an output along line 3 to the Unknown
position of multiplexer 440. The multiplexer 440
in turn determines the hypothesis conclusion
according to the backward chaining analysis

provided by structure 400.

Industrial Applicability

The purpose of this section is to describe in
full detail the operation of the expert knowledge
system development tool. This shall be
accomplished by examination of how the inference
engine functions when presented with different

knowledge bases.

Example 1. One Rule One Hypothesis
3 FRED IS OK
IF

[eNeoNeNeoNe!

2 ITS AFTER 2PM
l THE DOCTOR DIDN'T CALL

The inference is started with variable 3 (the

conclusion of this rule) as the only hypothesis.

STEP 1 The inference engine finds there is one
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hypéthesis, and that it does not already
have a vaiue (values are True, False,
Unknown: and Untestedj for the hypothesis
variable (Variable 3). (If variable 3
is found to have a valueialready, ther

following steps are.unnecessary, and the

'inference'engine goes directly to Step

10).

The inference engine determines there is

one rule available which can be used to

make a conciusion.about the hypothesis,

namely the example rule above. Further-

- more, the inference engine finds that

the rule does'not have a value yet.

The inferéncerengine tries to give the
rule a value, and éxamines all the
variableé (1-and 2) on the "IFF side of
the rule. The inference engine looks at
all of the values and determines if

there is enough information to conclude

'whethe:‘or-not this rule can be used to

make some conclusion about the hypothe-

sis. Because the inference process has
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just begun, both "IF" variables have no

value.

The inference engine uses the first of
the "IF" variables (antecedent values)
it finds having no value (always bottom
up), in this case, variable or
antecedent 1, and makes that variable
into a new hypothesis or sub-hypothesis.
In the process of setting up a different
variable as a new hypothesis, the
inference engine must remember to come
back to its previous hypothesis: _ The
inference engine stacks up the currént
hypothesis for further reference, and
takes on whichever variable is needed to

evaluate as the current hypothesié. The

" result of this stacking process is

visible in the goal path window of Chart
5. At this point, the inference engine
can be said to be one level deep in the

inferencing process.

The inference engine is in a situation
which is similar to Step 1. There is a

hypothesis which does not have any value
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as yét. The inference engine séarches -
for oﬁher rules that can be ﬁsed on the
new hypbthesis.“ However, there are no

rules which have variable 1 as a conclu-

sion.

The inference engine now asks a question
about variable 1. There is really no
alternative. Without some information

about variable 1, the antecedent, the

'inferenée,engine can make no conclusions
'about u51ng'the rule to evaluate varl-
able 3 the concluSLOn. VIf_the;e were
- rules around concluding variable 1,

rthesé would be used. Since there is no

other 1nformatlon;about variable 1
available, the 1nference.engine asks: Is

it True that "It's after 2pm."

This testing process brings a reply by

the user (or ekternal device being

“queried the system) of yes, no, or
. unknown. The answer supplied to the

-lnference engine about varlable 1 will

partly determine what happens next,

because’after each external world query, -
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the inference engine returns to STEP 3
and tries to use the rule if possible
(1f enough information is now available

about the "IF" variables).

STEP 8 Assuming the answer is "no" in Step 7,
the inference engine assigns a value of
False to variable 1, and finds there is
enough information about the "IF" side
of the rule to make a decision about
using the rule. The rule is False. If
one "IFf variable is False, there is no
way that rule can be evaluated othe;ﬂ_
than ‘as False. Thus the inference
engine will not look at any further

variables within that rule.

STEP 9 The inference engine now takes back its
old hypothesis and starts over evaluat=-
ing variable 3. The rule now has a
value to apply to the conclusion vari-
able (the hypothesis). 1In this case the
"rule value is False. The hypothesis is
assigned the value of False according to
the value of the conclusion, variable 3,

the only rule available.
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The inference engihé looksrto see if
thére are any other hypotheses lined up
for evaluationrwhiéh do not have values
yet. In this example there are none, so

the inference process is complete.

Example 1, Part 2

This example considers when antecedent,

variable 1, has a "yes" value.

\

STEP 7

STEP 8

STEP 9

STEP 10

Set variable 1 to a "yes" value.

The inference engine assigns the value
True to variable 1, and examines all the -

"IF" variables again to see if a value

" can be assigned to the rule.

'Not enough information is yet available

about the "IF" variables to aséign.a ,
value to the rule, so the inference
engine ﬁées'the next unevaluated "IF"
variable (&ariable 2) and makes it into

the hypothesis.

Because anﬁecedent variable 2 has no
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value, and no rules are available to
help evaluate it, the inference engine
stops and asks a question about variable
2. Again, it is possible that this
second "IF" variable can be answered
yes, no, or unknown. Whatever way this
question'is answered, the inference
process will have enough da‘f:a about this

rule to give the rule a value.

If the answer is True, then variable 2
gets a Truelvalue, the rule gets a True
value, and therefore the original
hypothesié gets a True value (there-is
one rule, and it does apply since both'

"IF"'!'s are True).

If the answer is False, then variable 2
gets a false value, the rule gets a
False value, and the original hypothesis

variable 3 also gets a False value.

If the answer is Unknown[ then variable
2 gets an Unknown value. One "IF" is

True and one "IF" is Unknown, the result
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of which is Unknown for the rule and the

hypothesis.

STEP 11 The inference brocess,is complete (there

are no other hypotheses).

From this two—parf'exémple if can understand
that the'précess of évaluating the hypbtheses is
partlyrbackward. Rules are selected which have a
concluéion,métching therhypofhesis, éqd then their
WIFY sides.may become the subject of a search for

deeper rules, and so on. ' Forward conclusions are

" made when information enéﬁgh is provided to a deep

rule. 7 7 7 7
Note that both rules and variables get

evaluated. - The "IF" variables in.a rule'maj not

need to be cbmpletely evaluated at all, if any one

is found to be Félse, that.is enough information
to make a conclusion. ‘Otﬁerwise, data about each
value is'required. The rule evaluatiﬁg pro;eés
(backward chaining) makes use of the antecedent or
ﬁé:iable evaluaﬁing'procgss (forwérd chaining).
Then the antecedent orlva:iéble evaluating processi
makesruse of'the,rule'evaiﬁating process. Cy-

clical methods of this kihi are calied recursive.

PCT/US87/00165
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The following Chart 6 shows a truth table for
the rule-evaluating process, using a rule with two

"IF" variables like the one in the example.

'CHART 6

Single Rule Truth Table (Two Input)

LOGICAL VALUE

Rule FFDDDT
Conclusion variable 3 FFDDDT
IF antecedent Variable 2 XFDTDT
IF antecedent Variable 3 FXTDDT

X does not matter, not necessarily any value at

all.

False.

e |
1

o
!

Unknown, Don't Know.

T - True.

Note rule values are same as conclusion
values in the one-rule case. There is only one
condition for a rule value of True, that is that
all "IF" variables must be True. A single False
variable always makes the rule False, even if

other variables have not even been evaluated.

Multiple Rules

More complex situations arise when there are
groups of rules having a conclusion in common (or

with logically opposite conclusions).
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In this situatipn, the group of rules is
" segregated into two subgrcups; one of which has
the actual conclusions which exactly matches the
hypothesis, and one which has opposite con-.
clusions. The rules are then ordered numerically.
The first thing taken into account is the
 group of positive rules (those whose conclusions
exactly match the current hypothesis). If no
value can be assigned to the variable based on
those rules, then the second group comes into
play. These are rulés which have concluéions
loglcally negative to the current hypothesis. The
Vlnference engine uses these rules to: assign a

'value-to the negative of the current hypothesis.

Example 2, Two Rules One Positive and One negative

Positive Rule Negative Rule
3 Fred is OK ° 131 NOT Fred is OK
IF T IF
-0 ' 0
0 0.
0 0
0 0
0 o
2 The Doctor Dldn’t 0
Call , :
1l Its after 2pm : 4 Doctor's says test

p051t1ve

In this exémple, what matters is the values
assigned to the two rules, both of which values -

may come into use when assigning a value to the
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hypothesis (variable 3, as before). When variable
3 is the current hypothesis, the rule gathering
process will find both of these rules relevant.
The first rule can directly impact on the hypothe-
sis and the second rule can impact on the opposite
of the hypothesis. Variables 3 and 131 are
opposites. If variable 3 is True, then 131 is
False. If one of them is Unknown, then so is the
other. |

As indicated previously, it is always possi-
ble to invoke the negative of any variable
(1-127), by'referring to a variable with a number
128 greater than its opposite (e.g., 8 and 136 are
matching mutual negatives) of one another; so are
120 and 248). Advisor then allows rules related
to a variable and its negative both to be used in
evaluating each other.

The sequence of events during an analysis of

the two-rule example is as follows.

STEP 1 The inference engine needs to evaluate
variable 3, the hypothesis. During the
search for relevant rules, both of the
above rules are found and the inference

engine attempts an evaluation of Rule 1.
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STEP 3

STEP 4

STEP 5

STEP 6
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o
The inference engine subjéctS'Rulerl»to
evaluation (see Examéle 1) until some
value-(T;'F, or D) is assighéd to Rule

lﬂ

If eithef a T or F value is assignedrto
Rﬁle 1, there is enough information to
makera conclusion about the hypothesis
without recourse to Rule 2. ‘The posi-
tive rule alone suffices in suchva

situation.

If Rule 1 obtains a value of D, the

_negative Rule 2 is evaluated. For this

example, it is assumed that Rule 2 is

assigned a value of T.

The inference engine now has a value of

D for Rule 1, and a T for Rule 2. The

inference'engine considers the T value

of Rule 2 of greater importance (it will

‘always conclude with a T or F when

possible; D is equivalent to deferred

judgement) .

The inference engine notes no other
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rules need evaluation. The T value of

Rule 2 is used to assign a value of T to

variable 131.

STEP 7 Variable 3 (our hypothesis) is
automatically assigned a value of F (its
negative variable 131 is True, so

variable 3 must be False).

Thus whenever the sum total of information
(values) available for the positive rules is
insufficient to evaluate common conclusion vari-
ables of the rules, negative rules may be used and
may, by themselves, provide the information.
required to make a conclusion about the positive

variable.

The following truth table for this
example shows combinations of rule values and
their consequences for evaluation of the hypothe-

sis.

Truth Table, Example 2
Positive and Negative Rule Effects

VALUES
Variable 3 TFFTD
Variable 131 FTTPFD
Rule 1 POS TFDDD
Rule 2 NEG XXTPFD
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Like the siﬁuafion in Exaﬁple 1, the
inferehde'enginé may not ﬂeéd values at all for
Rule.2 if the value of Rule 1 is enough informa-
tion. It is only necessary to evaiuate Rule 2 if
the valué of Rule 1 is D; Rule 2 then dominates
the ouﬁcome. | |

'”The situation bécomes only slightly more
compieXfwhen éither the positive or negative
bundle haé more than one rule, 'Iﬁ such a case,
the'inference engine will evaluate the entire
positive bundle of rules and resorf to eyaluafing

rthe negative bundle only if necessaryt' It is
inét#uéti?e to note what combination of rule
values iﬁ;the positive bundle,leads;fo a need for

evalﬁating'thernegativé bundle.

: - Example 3
Two Positive Rules, One Negative Rule

3 Fred is Ok = 3 Fred is OK 131 NOT FRED is OK

IF , IF IF
0 . 0o 0
0 0 0
o 0 0
0 0 0
0 0 0
2 ... 0 0
1... 5 ... 4 ...

The truth table reveals:
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VALUES
Variable 3 TTFFFFTTTDDD
Variable 131 FFTTTTFFFDDD
Rule 1 (POS) XTFDFDDFDDTFD
Rule 2 (POS) TXFFDDFDDFDD
(evaluated first)
Rule 3 (NEG) XXXTTTFFFDDD

Again, X means that the value is unimportant
to the outcome. The negative rule need not be
used in the evaluation process unless the positive
bundle (rules 1 and 2) leaves in an Unknown
situation. Then the negative bundle (Rule 3) is
used and dominates the outcome for the two vari-
ables in question. The negative logic route is
only used when necessary to try and resolve an
Unknown into a solid True or False value.

It is worthwhile to look at this last
truth table to see what happens during evaluation
of just a positive bundle. The table, when Rule 3
(the negative rule) is not available, is as

follows:

Variable 3 TTFDDD
Variable 131 FFTDDD
Rule 2 (POS) TXFDFD
Rule 1 (POS) XTFFDD

Within a bundle, a single True rule is enough

information to'assign a True value to the
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conclusion. Whenrali values of rulee in the
Vbundlerare EalSe,'the cenCiusion variable is also
rendered False.' All other combinations.of rule
~ values within the bundle lead to-Unknewn outcomes
| for the conclusieh variable of thatnbundie.
| The:samermethode are used to manipulate
any bundle, whether it.is positive or negative.-
fhe,poeitive bundieihas,priority of evaluation,
but:the negative bundle gets handled the same way
(when necessary) as outlined in the previoﬁs 7
paragraph © When the negatlve bundle is used by
the 1nference engine, it Smely has the opposrte
foutcome'oa the actual hypothe51s than would the
results of a positive bundle. The opposrte of
‘True is False, the opp051te of False is True, and
the opposite of Unknown,ls Unknown.

Other aspects- and ~advantages of the lnventlon
can be obtained from a review of the claims and
flgures. While the application describes a

'preferred embodlment,of the invention, it is to be
understood that other embodlments are possible

w1th1n the scope of the invention and claims.
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What is claimed is:

1. An expert knowledge system development
tool comprising a computer with means for storing
a knowledge base and inference engine means for
inferencing with respect to at least one
hypothesis variable from said knowledge base
storing means including:

means for defining a plurality of
positive and negative rules wherein said ;ule
defining means includes

means for defining at least an
antecedent variable for each of said rules and
means for defining a conclusion variable for each
of said rules; and

said inference engine means including:

means for storing a hypothesis wvariable
list containing said at least one hypothesis
variable;

means for selecting and sorting rules
that have conclusion variables which match each
hypothesis variable into one bundle and rules that
have conclusion variables which match the negative
of each hypothesis variable into another bundle;

and
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means for analyZLng the selected rules
w1th respect to one another for each bundle
 separately in order to determlne a value for each

hypothesis variable.

2. The expert,knowledge system development
tool of Claim 1: 7
wherein said means for storing a'hypoth-
esis variable list includes means for automat-
ically'selecting and ordering said rules by
determining lf‘any conclusion variable is also an

antecedent variable.

3. The,expert knowledge system development
tool of Claim 1 including a plurality of knowledge
bases and means for automatically sequencing

between knowledge:bases.

4. The expert kﬁowledge system development
tool of Claim 3 including means for using the
determined value of each hypothesis variable for a

- first knowledge base as the initial value in a

subsequent knowledge'base.
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5. The expert knowledge system development
tool of Claim 3 including means for using the
determined value of the hypothesis variable for
one knowledge base as the initial value for the
conclusion variables and antecedent variables in a

subsequent knowledge base.

6. The expert knowledge system development-
tool of Claim 1 wherein said means for selecting
rules includes means for ordering selected
positive rules first and selected negative rules

second.

7. The expert knowledge éystem developmeﬁt
tool of Claim 1 wherein said means for analyzing
the selected rules to determine the value of each
hypothesis variable includes: |

first means for assigning a value of
True to the hypothesis variable if there is one
positive rule with a conclusion variable which has
a value of True;

second means for assigning a value of
False to the hypothesis variable if there is one
negative rule with a conclusion variable which has

a value of True:;
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third means for assigning a value of

False to the hypothesis varlable if all positive
rules have a COHClUSlon varlable which has a value
of False; |

‘ fourth means for'assigning a value of
True to the hypothesis variable if all negative
rules are False;

- fifth means for assigning a value of
Unknown if all posltive and negative rules have

conclusion variables with Unknown values.

8. The expert knowledge system development
tool. of Claim 7 1nclud1ng.

' - sixth means for assigning a‘value of
Untested to any rule that does not have a value of
one of True, False, and Unknown.

seventh means for selecting and
analyzing Untestedrrules when value of the
'hfpothesis variable is-other than one of True,

False and Unknown.

9.  The expert knowledge system development
tool oficlaim 8 Wherein said seventh means for

selecting and analyzing Untested rules include:
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eighth means for assigning a value of
True to an Untested rule which has all antecedent
variables with a value of True;

ninth means for assigning a value of
False to an Untested rule if one antecedent
variable of said rule is False;

tenth means for assigning a value of
Unknown to an Untested rule if no antecedent
variable of the Untested rule remain Untested;

eleventh means for returning to the
means for analyzing selected rules if a value of
one of True, False and Unknown is ﬁot.assigned to

the Untested rule.

10. The expert knowledge system development

tool of Claim 9 including:
means for'returning to the means for

storing a hypothesis variable list and for
replacing a hypothesis variable of the hypothesis
variable list with a first Untested antecedent
variable of a Untested rule if the value of the
Untested rule is other than one of True, False and

Unknown.

11. The expert knowledge system development

tool of Claim 1 including:
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means for analyzing the antecedent
variable of ‘each rule to determine a value for

each rule.

'7 12. The expert knowledge system development
, toolrof Claim'l wherein said means for analyzino
Vthe antecedent variable of each rule to determine
a value for each rule 1nclude5'
first means for ass1gning a value ofr
True to the conclusion variable of a rule and to
the rule lf all antecedent variable of the rule
are True, |
Vsecond means for aSSigning'a value of -
'False to a rule if one antecedent variable of the
rule is False; and
| third,means for assigning a value of
" Unknown to a rule if no antecedent variable

remaisn tested

13; ‘The expert knowledge system development -
tool of Claim 12 1nclud1ng 7
means for analyz1ng the. value of each
' rule at least once, and
means for reanaleing the value of:each
~ rule should an?*conclusion uariable be assigned a

~value of Trie during the previous analysis.
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1l4. The expert knowledge system development
tool of Claim 1 wherein said means for analyzing
the selected rules with respect to each other
includes means for applying a backward chaining

process between the selected rules.

15. The expert knowledge system development
tool of Claim 1 wherein the means for anaiyzing
the antecedent variable of each rule include means
for applying a forward chaining process to each

rule.

16. The expert system development tool of .
Claim 2 including means for initiallf selecting
all conclusion variables that are not similar to
any antecedent variable and for selecting all con-
clusion variables that are similar to any
antecedent variables and for selecting all
antecedent variables that are not similar to

conclusion variables.

17. The expert knowledgé system development
tool of Claim 3 including:
a first knowledge base having a first
list of numbered variables that can be conclusion

variables and antededent variables:
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a second knowledge base'havingra,second
list ofgnumbered variables, corresponding to the
rfirst list of numbered variables, that can be
oonolusion Variables-and,antecedent variables;
means for using the determined value of
- each_Variableefofrsaid first list for the initial
'valuesrof the correspondingly numbered variable of

said second list..

7 l8. The expert knowledge system development
tool of Claim 4 whereln.
| the flrst knowledge base 1ncludes means
B for storlng a llst of numered varlables, w1th each
said hypothe51s varlable being one of said
nunberedgvariables;
- the subsequent knowledge base 1ncludes
meansrfor storing a llst of numbered varlables
with each saldrhypothe51srvar1able being one ofr
said numbered variables wherein fhe nunbered
varlables correspond to the numbered varlables of .
: sald flrst knowledge base; and
sald determined value using means u51ng
the determlned value of each hypothesis varlable
of the first knowledge base as the initial value
of a correspondlngly numbered variable 1n the

subsequent knowledge base.



WO 88/05574 PCT/US87/00165

-63-
19. The tool of Claim 1 wherein said
knowledge base storing means includes:
means for storing a set of logical

variables.

20. An expert knowledge system deve;opment
tool method'for inferencing from a knowledge base
with an inference engine including the steps of:

defining a plurality of positive and
negative rules:

defining at least an antecedent variable
for each of said rules and a conclusion variable-
for each of said rules;

storing a hypothesis variable list
containing said at least one hypothesis variable:

selecting and sorting rules that have
conclusion variables which match each hypothesis
variable into one bundle and the negative of each
hypothesis variable into another bundle of said
list; and

inferencing with respect to the selected
ruleé with respect to one another for each bundle
separately in order to determine a value for each

hypothesis variable.
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21. The method of Claim 20:
wherein the step for storing a hypothe-
'sis variable list includes the step of automat-
ically selecting and ordering said rules by _f
determining if any conclusions are also

'antecedent.

22, The method of Claim 20 wherein the
"knowledge base 1ncludes a plurality of knowledge
bases 1nclud1ng the,step of automatlcally sequenc-

ing between.knowledge bases.

23. The method of Claim 22 including the
step of uslng the determlned value of each hypoth-
'esls varlable for a flrst knowledge base as the
'1n1t1al value 1n a subsequent knowledge base.
24. The method of Claim 22'including the
step of using the'determined value of the hypothe-
sis variable'for one knowledge base as the initial
- value for the conclu51on varlable and antecedent

varlable in a subsequent knowledge base.

25. The method of Claim 20 wherein said step
~of selecting rules includes the step of ordering

selected positive rules first and selected
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negative rules second.

26. The method of Claim 20 wherein the step
of analyzing the selected rules to determine the
value of each hypothesis variable includes the
séquential steps of:

first, assigning a value of True to the
hypothesis variable if there is one positive rule
with a conclusion variable which has a value of
True;

second, assigning a value of False to
the hypothesis variable if there is one negative
rule with a conclusion variable which has a value
of True, and if a value is not assigned by the
first step;

thirg, assigning a value of False to the
hypothesis variable if all positive.rules have a
conclusion variable which has a value of False,
and if a value is not assigned by the second step:

fourth, assigning a value of True to the
hypothesis variable if all negative rules are
False, and if a valﬁe is not assigned by the third
step;

fifth, assigning-a value of Unknown if

all positive and negative rules have conclusion
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variables with Unknown values, and if a value is

not assignediby the fourth,etep.

27. The method of Claim’26 iﬁcluding the

sequential steps of: |
sixth, a551gn1ng a value of Untested to
Vany rule that does not have a value of one of
True, False, and Unknown, and if a value is not
assigned by the- flfth step; -
'seventh - selecting and analy21ng

lUntestedirulesrwhen value of the hypothesis.
variable is otherrthan one pf True, False and

Unknown.

28. The method of Claim 27 wherein said
seventh step of selecting and analyzing'Untested :
rules include the sequential steps of:

| eighth, assiéning a value of True to an -
~Untested rule which,has all antecedent variables
with a value of True;

| -ninth, a551gn1ng a value of False to an
Untested rule if one antecedent varlable of said

rule is False, and if a value is not assigned by
. the eighth step; ‘
tenth, assigning a value of Unkncwn to

an Untested rule if no antecedent variable of the
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Untested rule remain Untested, and if a value is
not assigned by the ninth step; and

eleventh, returning to the means for
analyzing selected rules if a value of one of
True, False and Unknown is not assigned to the

Untested rule.

29. The method of Claim 28 including the

steps of:

returning to the step of storing a
hypothesis variable. list; and

replacing a hypothesis variable of the.
hypothesis wariable list with a first Untested
antecedent variable of a.Untested rule if the
value of the Untested rule is other than one of

True, False and Unknown.

30. The method of Claim 20 including the
step of:
inferencing witﬁ respéct to the
antecedent variable of each rule to determine a

value for each rule.
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31, Tne method of Claim 30 wherein said step
for analyzing the antecedent variable of each rule
tordetermine a value for each,rnle includes;the‘
sequential eteps_of:

first assigning a-ﬁalue of True to the
conclu51on variable of a rule and to the rule if
all antecedent varlables of the rule are True;
second, assigning a value of False to a
rule if one antecedent variable of the rule is
False and if a value isinotiassigned by the first
.step; and | -
thlrd assxgnlng a value of Unknown to a
rule if no antecedent variables remain tested.
- 32, The method;ofrClaim 31 including the
Vr.sﬁeps ofi
| analyzing the value of each rule at
least once; and |
reanaly21ng the value of each rule
'should.any conclusion varlable be.ass1gned a value

- of Truefdurlng'the prev1ous analy51s.

33. The method of Claim 20 wherein said step
of analyzing the selected rules with respect to
each other includes the step of applying a back=-

ward'chaining_ process between the selected rules.
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34. The method of Claim 20 wherein the step
of analyzing the antecedent variables of each rule
includes the step of applying a forward chaining

process to each rule.

35. The method of Claim 30 wherein the step
of inferencing with respect to the antecedent
variable of each rule to determine a value for
each rule occurs before the step of inferencing
with respect to the selected rules to determine a

value for each hypothesis variable,

36. The method of Claim 30 yherein the step
of inferencing with respect to the selected rules
and the step of inferencing with respect to the
antecedent variable of each selected rule occur
alternatingly until a value for each hypothesis

variable is determined.

37. The method of Claim 21 wherein the step
of automatically ordering said rules occurs before
the steps of inferencing with respect to the
selected rules.

38. The methed of Claim 22 including the

steps of:
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rproviding first know;edge base having a -
'first iist of numbered nariables that can be
ccnclu51on varlables and antecedent varlables,,
- providing a second knowledge base havzng
'}a second llst of numbered variables, correspond;ng
| to—the first list of numbered variables, that.can
be;conclusien'vafiablee and antecedent variables;
;ueing the'deﬁermined value of each
~ variable for said first list as the initial values
of the correspondingly numbered variable ofreaid

second list.

39, The method of Claim 23 includingifhei
~ steps of: | ‘ :
storing in the firstrknowledge base, a
“list of numbered variables;,wifh each eaid
hypothesis variable being one of said numbered'
"rvariablesi
| storing’initﬁe subsequenn knowledge base
a list of nunhered yariables with each said
hypethesis variable-being one ef eaid numbened
'vafiables; which numbered variables correspond to
the numbered varlables of said first knowledge '
, base, and '
using the determined value of eaeh

hypothesis variable of the firstrknowledge base as.
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the initial value of a correspondingly numbered

variable in the subseguent knowledge base.

40. The method of Claim 21 including the
steps of:
selecting all conclusion variables that
are not similar to any antecedent variables:
selecting all conclusion variables that
are similar to any antecedent variables; and
selecting all antecedent variables that

are not similar to any conclusion variables.
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