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METHODS AND SYSTEMS FOR OPTIMIZED PROCESSING IN A TELEPRESENCE
SYSTEM FOR 360 DEGREE VIDEO CONFERENCING
TECHNICAL FIELD

[0001] The invention generally relates to telecommunications and more

specifically to video conferencing.

BACKGROUND

[0002] Telepresence systems, featured by the life-size, high definition (HD)
video and stereo quality audio, provide a lifelike face-to-face interaction
experience to people who are at distances. It delivers a unique, "in-person”
experience over the converged network. Using advanced visual, audio, and
collaboration technologies, these “Telepresence” applications deliver real-
time, face-to-face interactions between people and places in their work and
personal lives. In some cases, these products use a room-within-a-room
environment along with life-size images, and high-definition resolution with
spatial and discrete audio to create a live, face-to-face meeting around a
single “virtual” table.

[0003] A drawback of current Telepresence systems is the inability to provide
a 3602 view of the participants in a conference room. In current systems all
the participants in the conference have to be located on the same side facing
the camera. If there is a round-table conference and the participants are
spread all around the table, the cameras just offer one view and do not offer
a 3602 view of all the participants in the conference.

Ill

[0004] Also, in current systems these “virtual” meeting rooms have to be
specifically arranged for Telepresence functionality. Typically the
arrangements force all the local participants to sit in a row, with cameras and
displays opposite them. This typical arrangement cuts the room in half and
makes it suitable only for Telepresence.

[0005] Therefore, it is desirable to have a multipoint conference system

where local participants are able to sit around a conference table, as: they
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would naturally. New approaches are needed in three areas, 1) room,
camera and display arrangements; 2) Image capture and presentation
techniques, and 3) Image and data processing specifically to support a 3602

view.

SUMMARY

[0006] Described herein are embodiments of systems and methods for image
processing in a Telepresence system. In one embodiment, the methods can
comprise receiving a video frame, coding a first portion of the video frame at
a different quality than a second portion of the video frame, based on an
optical property, and displaying the video frame.

[0007] Additional advantages will be set forth in part in the description
which follows or may be learned by practice. The advantages will be realized
and attained by means of the elements and combinations particularly
pointed out in the appended claims. It is to be understood that both the
foregoing general description and the following detailed description are

examples and explanatory only and are not restrictive, as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] The accompanying drawings, which are incorporated in and constitute
a part of this specification and are not drawn to scale, illustrate embodiments
and together with the description, serve to explain the principles of the
methods and systems:

Figure 1 illustrates a communications system that includes two
endpoints engaged in a video conference;

Figures 2a-2b illustrate endpoints that use cameras and multiple view
display devices to concurrently provide local participants with perspective-
dependent views of remote participants;

Figure 3 is an example illustration of a muiti-point videoconferencing
system having two endpoints showing two triples talking to each other,

which can be referred to as a 2x3 conference;
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Figure 4 shows a multipoint conference occurring between four
people in different locations, which can be referred to as a 4x1 conference;

Figure 5a-5c illustrate an example of a multi-point videoconferencing
system having two endpoints showing a group of six participants at one
endpoint talking to one participant at another endpoint;

Figure 6 illustrates an example panoramic lens and a panoramic
image;

Figure 7 is an example flowchart for image processing in a
videoconferencing system; and

Figure 8 is an illustration of an embodiment of a multi-point

videoconferencing system.

DETAILED DESCRIPTION

[0009] Before the present methods and systems are disclosed and described,
it is to be understood that the methods and systems are not limited to
specific synthetic methods, specific components, or to particular
compositions, as such may, of course, vary. It is also to be understood that
the terminology used herein is for the purpose of describing particular
embodiments only and is not intended to be limiting.

[0010] As used in the specification and the appended claims, the singular
forms "a," "an" and "the" include plural referents unless the context clearly
dictates otherwise. Ranges may be expressed herein as from "about" one
particular value, and/or to "about" another particular value. When such a
range is expressed, another embodiment includes from the one particular
value and/or to the other particular value. Similarly, when values are
expressed as approximations, by use of the antecedent “about,” it will be
understood that the particular value forms another embodiment. It will be
further understood that the endpoints of each of the ranges are significant
both in relation to the other endpoint, and independently of the other
endpoint.

[0011] “Exemplary” as used herein means “an example of” and is not meant

to convey a sense of an ideal or preferred embodiment.
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[0012] “Optional” or “optionally” means that the subsequently described
event or circumstance may or may not occur, and that the description
includes instances where said event or circumstance occurs and instances
where it does not.

[0013] The present methods and systems may be understood more readily
by reference to the following detailed description of preferred embodiments
and the Examples included therein and to the Figures and their previous and
following description.

[0014] FIG. 1 illustrates a communications system, indicated generally at 10,
that includes two endpoints engaged in a video conference. As illustrated,
communications system 10 includes network 12 connecting endpoints 14 and
a videoconference manager 16. While not illustrated, communications
system 10 may also include any other suitable elements to facilitate video
conferences.

[0015] In general, during a video conference, a display at a local endpoint 14
is configured to concurrently display muitiple video streams of a remote
endpoint 14. These video streams may each include an image of the remote
endpoint 14 as seen from different angles or perspectives. In some
instances, positions at the local endpoints can be unoccupied or the camera
angle may not be optimized for participants in occupied positions. By
reconfiguring cameras at a local endpoint, images of empty positions can be
prevented and participant gaze can be improved, which may result in a more
realistic video conferencing experience.

[0016] Network 12 interconnects the elements of communications system 10
and facilitates video conferences between endpoints 14 in communications
system 10. While not illustrated, network 12 may include any suitable
devices to facilitate communications between endpoints 14, videoconference
manager 16, and other elements in communications system 10. Network 12
represents communication equipment including hardware and any
appropriate controlling logic for interconnecting elements coupled to or
within network 12. Network 12 may include a local area network (LAN),

metropolitan area network (MAN), a wide area network (WAN), any other
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public or private network, a local, regional, or global communication
network, an enterprise intranet, other suitable wireline or wireless
communication link, or any combination of any suitable network. Network
12 may include any combination of gateways, routers, hubs, switches, access
points, base stations, and any other hardware or software implementing
suitable protocols and communications.

[0017] Endpoints 14 (or just “points”) represent telecommunicaﬁons
equipment that supports partitipation in video conferences. A user of
communications system 10 may employ one of endpoints 14 in order to
participate in a video conference with another one of endpoints 14 or
another device in communications system 10. In particular embodfments,
endpoints 14 are deployed in conference rooms at geographically remote
locations. Endpoints 14 may be used during a video conference to provide
participants with a seamless video conferencing experience that aims to
approximate a face-to-face meeting. Each endpoint 14 may be designed to
transmit and receive any suitable number of audio and/or video streams
conveying the sounds and/or images of participants at that endpoint 14.
Endpoints 14 in communications system 10 may generate any suitable
number of audio, video, and/or data streams and receive any suitable
number of streams from other endpoints 14 participating in a video
conference. Moreover, endpoints 14 may include any suitable components
and devices to establish and facilitate a video conference using any suitable
protocol techniques or methods. For example, Session Initiation Protocol
(SIP) or H.323 may be used. Additionally, endpoints 14 may support and be
inoperable with other video systems supporting other standards such as
H.261, H.263, and/or H.264, as well as with pure audio telephony devices. As
illustrated, endpoints 14 include a controller 18, memory 20, network
interface 22, microphones 24, speakers 26, cameras 28, and displays 30.
Also, while not illustrated, endpoints 14 may include any other suitable video
conferencing equipment, for example, a speaker phone, a scanner for
transmitting data, and a display for viewing transmitted data.

[0018] Controller 18 controls the operation and administration of endpoint
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14. Controller 18 may process information and signals received from other
elements such as network interface 22, microphones 24, speakers 26,
cameras 28, and displays 30. Controller 18 may include any suitable
hardware, software, and/or logic. For example, controller 18 may be a
programmable logic device, a microcontroller, a microprocessor, a processor,
any suitable processing device, or any combination of the preceding.
Memory 20 may store any data or logic used by controller 18 in providing
video conference functionality. In some embodiments, memory 20 may store
all, some, or no data received by elements within its corresponding endpoint
14 and data received from remote endpoints 14. Memory 20 may include
any form of volatile or non-volatile memory including, without limitation,
magnetic media, optical media, random access memory (RAM), read-only
memory (ROM), removable media, or any other suitable local or remote
memory component. Network interface 22 may communicate information
and signals to and receive information and signals from network 12. Network
interface 22 represents any port or connection, real or virtual, including any
suitable hardware and/or software that allow endpoint 14 to exchange
information and signals with network 12, other endpoints 14,
videoconference manager 16, and/or any other devices in communications
system 10.

[0019] Microphones 24 and speakers 26 generate and project audio streams
during a video conference. Microphones 24 provide for audio input from
users participating in the video conference. Microphones 24 may generate
audio streams from received sound waves. Speakers 26 may include any
suitable hardware and/or software to facilitate receiving audio stream(s) and
projecting the received audio stream(s) so that they can be heard by the local
participants. For example, speakers 26 may include high-fidelity speakers.
Endpoint 14 may contain any suitable number of microphones 24 and
speakers 26, and they may each be associated with any suitable number of
participants.

[0020] Cameras 28 and displays 30 generate and project video streams

during a video conference. Cameras 28 may include any suitable hardware
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and/or software to facilitate capturing an image of one or more local
participants and the surrounding area as well as sending the image to remote
participants. Each video signal may be transmitted as a separate video
stream (e.g., each camera 28 transmits its own video stream). In particular
embodiments, cameras 28 capture and transmit the image of one or more
users 30 as a high-definition video signal. Displays 30 may include any
suitable hardware and/or software to facilitate receiving video stream(s) and
displaying the received video streams to participants. For example, displays
30 may include a notebook PC, a wall mounted monitor, a floor mounted
monitor, or a free standing monitor. In particular embodiments, one or more
of displays 30 are plasma display devices or liquid crystal display devices.
Endpoint 14 may contain any suitable number of cameras 28 and displays 30,
and they may each be associated with any suitable number of local
participants.

[0021] While each endpoint 14 is depicted as a single element containing a
particular configuration and arrangement of modules, it should be noted that
this is a logical depiction, and the constituent components and their
functionality may be performed by any suitable number, type, and
configuration of devices. In the illustrated embodiment, communications
system 10 includes two endpoints 14a, 14b, but it is to be understood that
communications system 10 may include any suitable number of endpoints
14

[0022] Videoconference manager 16 generally coordinates the initiation,
maintenance, and termination of video conferences between endpoints 14.
Video conference manager 16 may obtain information regarding scheduled
video conferences and may reserve devices in network 12 for each of those
conferences. In addition to reserving devices or resources prior to initiation
of a video conference, videoconference manager may monitor the progress
of the video conference and may modify reservations as appropriate. Also,
video conference manager 16 may be responsible for freeing resources after
a video conference is terminated. Although video conference manager 16

has been illustrated and described as a single device connected to network
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12, it is to be understood that its functionality may be implemented by any
suitable number of devices located at one or more locations in
communication system 10.

[0023] In an example operation, one of endpoints 14a, 14b initiates a video
conference with the other of endpoints 14a, 14b. The initiating endpoint 14
may send a message to video conference manager 16 that includes details
specifying the time of, endpoints 14 to participate in, and estimated duration
of the desired video conference. Video conference manager 16 may then
reserve resources in network 12 and may facilitate the signaling required to
initiate the video conference between endpoint 14a and endpoint 14b.
During the video conference, endpoints 14a, 14b may exchange one or more
audio streams, one or more video streams, and one or more data streams. In
particular embodiments, endpoint 14a may send and receive the same
number of video streams as endpoint 14b. In certain embodiments, each of
endpoints 14a, 14b send and receive the same number of audio streams and
video streams. In some embodiments, endpoints 14a, 14b send and receive
more video streams than audio streams.

[0024] During the video conference, each endpoint 14a, 14b may generate
and transmit multiple video streams that provide different perspective-
dependent views to the other endpoint 14a, 14b. For example, endpoint 14a
may generate three video streams that each provide a perspective-
dependent view of participants at endpoint 14a. These may show the
participants at endpoint 14a from three different angles, e.g., left, center,
and right. After receiving these video streams, endpoint 14b may
concurrently display these three video streams on a display so that
participants situated to the left of the display view one of the video streams,
while participants situated directly in front of the display view a second of the
video streams. Likewise, participants situated to the right of the display may
view the third of the video streams. Accordingly, endpoint 14b may display
different perspective-dependent views of remote participants to local
participants. By providing different images to different participants, local

participants may be able to more easily interpret the meaning of certain
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nonverbal clues (e.g., eye gaze, pointing) while looking at a two-dimensional
image of a remote participant.

[0025] When the participants decide that the video conference should be
terminated, endpoint 14a or endpoint 14b may send a message to video
conference manager 16, who may then un-reserve the reserved resources in
network 12 and facilitate signaling to terminate the video conference. While
this video conference has been described as occurring between two
endpoints — endpoint 14a and endpoint 14b — it is to be understood that any
suitable number of endpoints 14 at any suitable locations may be involved in
a video conference.

[0026] An example of a communications system with two endpoints engaged
in a video conference has been described. This example is provided to
explain a particular embodiment and is not intended to be all inclusive.
While system 10 is depicted as containing a certain configuration and
arrangement of elements, it should be noted that this is simply a logical
depiction, and the components and functionality of system 10 may be
combined, separated and distributed as appropriate both logically and
physically. Also, the functionality of system 10 may be provided by any
suitable collection and arrangement of components.

[0027] FIG. 2a and FIG. 2b illustrate endpoints, indicated generally at 50 and
70, that use cameras and multiple view display devices to concurrently
provide local participants with perspective-dependent views of remote
participants. As used throughout this disclosure, “local” and “remote” are
used as relational terms to identify, from the perspective of a “local”
endpoint, the interactions between and operations and functionality within
multiple different endpoints participating in a video conference. Accordingly,
the terms “local” and “remote” may be switched when the perspective is that
of the other endpoint.

[0028] FIG. 2a illustrates an example of a setup that may be provided at
endpoint 50. In particular embodiments, endpoint 50 is one of endpoints 14.
As illustrated, endpoint 50 includes a table 52, three participants 54, three

displays 56, and three camera clusters 58. While not illustrated, endpoint 50
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may also include any suitable number of microphones, speakers, data input
devices, data output devices, and/or any other suitable equipment to be used
during or in conjunction with a video conference.

[0029] As illustrated, participants 54a, 54b, 54c are positioned around one
side of table 52. On the other side of table 52 sits three displays 56d, 56e,
56f, and one of camera clusters 58d, 58e, 58f is positioned above each
display 56d, 56e, 56f. In the illustrated embodiment, each camera cluster 58
contains three cameras, with one camera pointed in the direction of each of
the local participants 54a, 54b, 54c. While endpoint 50 is shown having this
particular configuration, it is to be understood that any suitable configuration
may be employed at endpoint 50 in order to facilitate a desired video
conference between participants at endpoint 50 and participants at a remote
endpoint 14. As an example, camera clusters 58 may be positioned below or
behind displays 56. Additionally, endpoint 50 may include any suitable
number of participants 54, displays 56, and camera clusters 58.

[0030] In the illustrated embodiment, each display 56d, 56e, 56f shows one
of the remote participants 54d, 54e, 54f. Display 56d shows the image of
remote participant 54d; display 56e shows the image of remote participant
54e; and display 56f shows the image of remote participant 54f. These
remote participants may be participating in the video conference through a
remote endpoint 70, as is described below with respect to FIG. 2b. Using
traditional methods, each local participant 54a, 54b, 54c would see the same
image of each remote participant 54. For example, when three different
individuals look at a traditional television screen or computer monitor, each
individual sees the same two-dimensional image as the other two individuals.
However, when multiple individuals see the same image, they may be unable
to distinguish perspective-dependent non-verbal clues provided by the
image. For example, remote participant 54 may point at one of the three
local participants 54a, 54b, 54c to indicate to whom he is speaking. If the
three local participants 54a, 54b, 54c view the same two-dimensional image
of the remote participant 54, it may be difficult to determine which of the

local participants 54 has been selected by the remote participant 54 because

10
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the local participants 54 would not easily understand the non-verbal clue
provided by the remote participant 54.

[0031] However, displays 56 are configured to provide multiple perspective-
dependent views to local participants 54. As an example, consider display
56e, which shows an image of remote participant 54e. In the illustrated
embodiment, display 56e concurrently displays three different perspective-
dependent views of remote participant 54e. Local participant 54a sees view
A; local participant 54b sees view B; and participant 54¢ sees view C. Views
A, B, and C all show different perspective-dependent views of remote
participant 54e. View A may show an image of remote participant 54e from
the left of remote participant 54e. Likewise, views B and C may show an
image of remote participant 54e from the center and right, respectively, of
remote participant 54e. In particular embodiments, view A shows the image
of remote participant 54e that would be seen from a camera placed
substantially near the image of local participant 54a that is presented to
remote participant 54e. Accordingly, when remote participant 54e looks at
the displayed image of local participant 54a, it appears (to local participant
54a) as if remote participant 54e were looking directly at local participant
54a. Concurrently, and by similar techniques, views B and C (shown to
participants 54b and 54c, respectively) may see an image of remote
participant 54e that indicated that remote participant 54e was looking at
local participant 54a.

[0032] Camera clusters 58 generate video streams conveying the image of
local participants 54a, 54b, 54c¢ for transmission to remote participants 54d,
54e, 54f. These video streams may be generated in a substantially similar
way as is described below in FIG. 2b with respect to remote endpoint 70.
Moreover, the video streams may be displayed by remote displays 56a, 56b,
56c in a substantially similar way to that previously described for local
displays 56d, 56e, 56f.

[0033] FIG. 2b illustrates an example of a setup that may be provided at the
remote endpoint described above, indicated generally at 70. In particular

embodiments, endpoint 70 is one of endpoints 14a, 14b in communication
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system 10. As illustrated, endpoint 70 includes a table 72, participants 54d,
54e, and 54f, displays 56a, 56b, 56¢, and camera clusters 58.

[0034] In the illustrated embodiment, three participants 54d, 54e, 54f local
to endpoint 70 sit on one side of table 72 while three displays 56a, 56b, and
56¢ are positioned on the other side of table 72. Each display 56a, 56b, and
56¢c shows an image of a corresponding participant 54 remote to endpoint
70. These displays 56a, 56b, and 56¢ may be substantially similar to displays
56d, 56e, 56f at endpoint 50. These displayed participants may be the
participants 54a, 54b, 54c described above as participating in a video
conference through endpoint 50. Above each display 56 is positioned a
corresponding camera cluster 58. While endpoint 70 is shown having this
particular configuration, it is to be understood that any suitable configuration
may be employed at endpoint 70 in order to facilitate a desired video
conference between participants at endpoint 70 and a remote endpoint 14
(which, in the illustrated embodiment, is endpoint 50). As an example,
camera clusters 58 may be positioned below or behind displays 56.
Additionally, endpoint 70 may include any suitable number of participants 54,
displays 56, and camera clusters 58.

[0035] As illustrated, each camera cluster 58a, 58b, 58c includes three
cameras that are each able to generate a video stream. Accordingly, with the
illustrated configuration, endpoint 70 includes nine cameras. In particular
embodiments, fewer cameras are used and certain video streams or portions
of a video stream are synthesized using a mathematical model. In other
embodiments, more cameras are used to create multiple three dimensional
images of participants 54. In some embodiments, the cameras in camera
clusters 58 are cameras 28. In some instances, single cameras can be used.
In some instances the single cameras are moveable and can be remotely
controlled.

[0036] In each camera cluster 58, one camera is positioned to capture the
image of one of the local participants 54d, 54e, 54f. Accordingly, each local
participant 54d, 54e, 54f has three cameras, one from each camera cluster

58, directed towards him or her. For example, three different video streams

12
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containing an image of participant 54e may be generated by the middle
camera in camera cluster 58a, the middle camera in camera cluster 58b, and
the middle camera in camera cluster 58¢, as is illustrated by the shaded
cameras. The three cameras corresponding to local participant 54e will each
generate an image of participant 54e from a different angle. Likewise, three
video streams may be created to include different perspectives of participant
54d, and three video streams may be created to include different
perspectives of participant 54f. However, it may be desirable to have a video
stream from only one camera (e.g. turning off camera clusters 58d and 58e
when imaging participant 54e), not image positions at the endpoint that are
not occupied, or to optimize the direction and angle of any of the cameras to
facilitate be able to more easily interpret non-verbal cues, such as eye gaze
and pointing.

[0037] Particular embodiments of endpoints 50, 70 and their constituent
components have been described and are not intended to be all inclusive.
While these endpoints 50, 70 are depicted as containing a certain
configuration and arrangement of elements, components, devices, etc., it
should be noted that this is simply an example, and the components and
functionality of each endpoint 50, 70 may be combined, separated and
distributed as appropriate both logically and physically. In particular
embodiments, endpoint 50 and endpoint 70 have substantially similar
configurations and include substantially similar functionality. In other
embodiments, each of endpoints 50, 70 may include any suitable
configuration, which may be the same as, different than, or similar to the
configuration of another endpoint participating in a video conference.
Moreover, while endpoints 50, 70 are described as each including three
participants 54, three displays 56, and three camera clusters 58, endpoints
50, 70 may include any suitable number of participant 54, displays 56, and
cameras or camera clusters 58. In addition, the number of participant 54,
displays 56, and/or camera clusters 58 may differ from the number of one or

more of the other described aspects of endpoint 50, 70. Any suitable number
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of video streams may be generated to convey the image of participants 54
during a video conference.

[0038] As shown in reference to FIG. 2a and FIG. 2b, in a video conference
room with multiple chairs (i.e., multiple positions), human presence can be
detected by using multiple video cameras pointed at the chairs. Based on the
number of people in each room in each endpoint of the conference,
embodiments of the videoconferencing system can configure conference
geometry by selecting from a plurality of cameras pointed at the participants
from different angles. This can result in a more natural eye-gaze between
conference members.

[0039] In one embodiment, human presence (i.e., presence detection) can be
accomplished using face detection algorithms and technology. Face
detection is performed on the video signal from cameras which cover all the
possible seating positions in the room. Face detection, in one embodiment,
van be performed on an input to the video encoder as a HD resolution
picture captured in a video conferencing system. The video encoder can be
comprised of one or more processors, each of which processes and encodes
one row of macroblocks of the picture. For each 16 x 16 macroblock (MB),
the one or more processors perform pre-processing e.g. color space
conversion, edge detection, edge thinning, color segmentation, and feature
summarization, before coding the block. At the end, the one or more
processors transfer two results to a base processor: the total number of
original edge features in the MB and the total number of thinned, color-
segmented edge features in the MB. The base processor collects the results
for all the MBs and performs fast detection of face regions, while the one or
more processors can proceed with general video coding tasks including
motion estimation, motion compensation, and block transform. With
feedback from the base processor, the one or more processors then encode
the transform coefficients of the MBs based on the face detection result,
following a pre-defined scheme to assign coding parameters such as

quantization step size.
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[0040] The raw face detection is refined by tracking and hysteresis to
produce high-confidence data on how many people are in the room and
which chairs (i.e., positions) they are in.

[0041] Other methods of presence detection can also be employed in
embodiments according to the present invention such as motion detection,
chair sensors, or presence monitoring with RFID or ID badges, which require
external infrastructure and personal encumbrance.

[0042] Videoconference endpoints 14 of FIG. 1 can be configured in various
ways. For instance, in one embodiment the videoconference endpoint is
comprised of a plurality of large video displays that can be mounted end to
end, on one side of a room, with a slight inward tilt to the outer two (see FIG.
2a and FIG. 2b). Nominally, a three video display system (the "triple") is
configured to allow six people to participate, with cameras pointed at pairs
accordingly. Other configurations can have only one video display.

[0043] In multi-point conferences, there can be various combinations of
singles talking to triples. For instance, FIG. 3 is an example illustration of a
multi-point videoconferencing system having two endpoints 300, 302
showing two triples talking to each other, which can be referred to as a 2x3
conference. Each video display 304, 306 at each endpoint 300, 302 displays
video from a corresponding camera 308, 310 in the other endpoint.

[0044] In order to preserve an illusion of a single room divided by a sheet of
glass, the cameras 308, 310 can placed over the center video display 304b,
306b in each room, allowing the geometry of the room to be preserved. The
multiple cameras 308, 310 act as one wide angle camera. Each participant is
picked up by one and only one camera depending upon the position occupied
by the participant.

[0045] FiG. 4 shows multipoint conferences occurring between four people
in different locations, which can be referred to as a 4x1 conference. This
situation is sometimes depicted with location tags on each screen such as, for
example, Paris, London, New York and Tokyo (P, L, T, NY). A participant in
Paris would see London, New York, Tokyo; a participant in London would see '

Paris, New York and Tokyo; etc. To create and maintain the illusion that
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these four people are seated at one large round table, then if Paris can see
London on his left, then London should see Paris on his right; cameras should
be located over each of the three screens, all pointed towards the solo
person at the desk; the signal from the left camera should be sent to the
endpoint that is shown on a left screen, etc. That is, the camera over the
Paris screen in any of the three endpoints other than Paris is the camera that
is providing the video signal from the present endpoint (London, New York or
Tokyo) to the Paris endpoint.

[0046] FIG. 5a, FIG. 5b, and FIG. 5c¢ provide an example illustration of a multi-
point videoconferencing system having two endpoints 500 and 501.
Endpoint 500 can comprise a plurality of local participants, in this case six.
Screen 502 can be used to display one or more remote participants. For
example, screen 502 can be used to display the remote participant from
endpoint 501. Camera 503 can comprise any suitable hardware and/or
software to facilitate capturing an image of the local participants and the
surrounding area as well as sending the image to remote participants. In an
embodiment, camera 503 can be a single wide angle lens capturing a 3602
view, two cameras each capturing a 1802 view, one or more cameras
capturing a greater than 1802 view, or any configuration which captures a
36092 feed, sends it to an application which processes the same and provides
a panoramic view on screen 504 to a remote participant at endpoint 501.

[0047] Camera 505 at endpoint 501 can comprise any suitable hardware
and/or software to facilitate capturing an image of the remote participant at
endpoint 501 and the surrounding area as well as sending the image to the
local participants at endpoint 500. Screen 504 at endpoint 501 can be used
to provide a panoramic view of the local participants from endpoint 500.

[0048] As shown in FIG. 6, use of a panoramic lens 601 causes distortion to a
captured video frame 602. The image of all the surroundings is reflected
twice on two reflective surfaces, one in the lower part of the lens and the
other at the top and the image is formed in a ring shape 606 on a CCD 607.
Line 603 corresponds to the topmost part of the video frame 602, while line

604 corresponds to the bottommost part of the video frame 602. In the
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embodiment shown, everything around the lens to be imaged within a range
of approximately 70° above the plane of the lens and 17° below that plane
will be imaged.

[0049] Typically the upper part of the resultant rectilinear frame (indicated
with diagonal lines in the ring shape 606 and the video frame 602) results in
poorer image resolution, because the lens has “squeezed” a wider view of
the panoramic scene into the upper part of the frame. Depending on lens
orientation off either upward or downward, the distortion will be either in
the upper or lower portion of the frame. The methods are described herein,
as applied to an upper portion of the video frame 602 whereby the upper
portion is more distorted than the lower portion. However, it is specifically
contemplated that the methods can be applied to the more distorted region,
regardless of its relative position in the frame.

[0050] In one embodiment, provided are methods for panoramic image
processing in a Telepresence environment. The disclosed methods can
utilized adaptive and variable compression techniques and projection
placement techniques. These methods, when combined with Telepresence’s
existing audio, video and networking capability, create a true “in-person”
solution and overcome the drawbacks of current Telepresence offerings.

[0051] In one embodiment provided are variable and adaptive compression
methods that apply higher quality coding (less compression) to portions of
the frame that have been highly squeezed by the panoramic lens. This
adaptive compression can be line by line or sector by sector. This adaptive
compression can also be frame by frame by applying more frame rate to the
corresponding areas of the frame that are more squeezed.

[0052] The system provided can perform coding of images according to the
MPEG (Moving Picture Experts Group) series standards (MPEG-1, MPEG-2,
and MPEG-4) standardized by the international standardization organization
ISO (International Organization for Standardization)/IEC (International
Electrotechnical Commission), the H.26x series standards (H.261, H.262,
H.263) standardized by the international standardization organization with

respect to electric communication ITU-T (International Telecommunication
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Union-Telecommunication Standardization Sector), or the H.264/AVC
standard which is a moving image compression coding standard jointly
standardized by both the standardization organizations.

[0053] With the MPEG series standards, in a case of coding an image frame in
the intra-frame coding mode, the image frame to be coded is referred to as
the “I (Intra) frame”. In a case of coding an image frame with a prior frame as
a reference image, i.e., in the forward interframe prediction coding mode,
the image frame to be coded is referred to as the “P (Predictive) frame”. In a
case of coding an image frame with a prior frame and an upcoming frame as
reference images, i.e., in the bi-directional interframe prediction coding
mode, the image frame to be coded is referred to as the “B frame”.

[0054] In modern block based transform compression techniques, image
data can by systematically divided into segments or blocks that are
transformed, quantized, and encoded independently. An exemplary video
bitstream can be made up of blocks of pixels, macroblocks (MB), pictures,
groups of pictures (GOP), and video sequences. In one aspect, the smallest
element, a block, can consist of 8 lines x 8 pixels per line or 4 lines x 4 pixels
per line (H.264). As is known in the art, H.264 consists of 16x16 (macro
block), 16x8, 8x16, 8x8, 8x4, 4x8, and 4x4 blocks and MPEG4 Part 2 consists
of 16x16 and 8x8 blocks, any such block can be used. Blocks are grouped into
macroblocks (MB), according to a predefined profile. The system provided
can receive an input signal, such as moving images in units of frames,
perform coding of the moving images, and output a coded stream. The input
signal can be, for example, a 3602 feed of images. If required, motion
compensation can be performed for each macro block or sub-macro block of
a P frame or B frame. Discrete Cosine Transform (DCT) processing can be
used to transform image information to the frequency domain, resulting in
DCT coefficients. The DCT coefficients thus obtained can then be quantized.
The DCT coefficients can be weighted and truncated, providing the first
significant compression. The coefficients can then be scanned along a
predetermined path such as a zigzag scan to increase the probability that the

significant coefficients occur early in the scan. Other predetermined
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scanning paths as known in the art can be used. After the last non-zero
coefficient, an EOB (end of block) code can be generated.

[0055] The quantization parameters (QP) used to determine the fineness and
coarseness of quantizing coefficients in the coded blocks can be assigned
with a lower value at the upper part of the rectilinear frame. This can
provide higher quality coding to the upper part of the frame. In one
embodiment, the quantization parameter can be increased gradually from
the upper part of the rectilinear frame to the lower part of the rectilinear
frame.

[0056] For example, in one embodiment, let the rectilinear frame be
represented by k lines with the pixel resolution at the first/top line and
last/bottom line be represented by n and (n+m), respectively. Then the pixel
resolution for ith line of the rectilinear frame can be represented by n+(i-
1)m/(k-1),i=1, 2, 3, ..., k. The adaptive quantization parameter for ith line or
a group of lines adjacent to the ith line can be defined using a function or a
look up table. The functional relationship between the QP and the resolution
can be determined experimentally. As an example, assuming the QP is
directly proportional to the square root of the resolution, then the QP which
is used to code the rectilinear frame can be represented by taking the round
off value of the square root of {{n+(i-1)m/(k-1)] /n}QP. The QP within a group
of lines can be further adjusted to ensure that the same QP value is used for
each macroblock in a block based transform compression.

[0057] As another example, the correlation coefficient of adjacent pixels can
be measured for each line or group of lines and QP can be adjusted with
respect to the correlation coefficient. The higher the correlation coefficient,
the larger the QP. The relationship between the QP and the correlation
coefficient can be determined experimentally.

[0058] In a motion compensated transform coding, a block (or a group of
blocks) in the present frame is compared to the block (or group of blocks) in
the past and/or future frame to determine the closeness of the blocks {(or
group of blocks). The comparison can be carried out by finding the

differences between the pixels in the present block (or group of blocks) and
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the pixels in the past and/or future block, summarizing the differences in
absolute value, and comparing the summarized absolute difference with a
predetermined threshold. The smaller or tighter the threshold, the more
accurate the block is classified and, thereby, the finer the quality of the block
coding.

[0059] In another embodiment, the thresholds used to determine predicted
block types or macroblock types can be tightened at the upper part of the
rectilinear frame to push more macroblocks from non-motion compensated
blocks to motion compensated blocks, from non-coded blocks to coded
blocks, and from inter blocks to intraframe blocks. This can provide higher
quality coding to the upper part of the frame at the expense of higher bit rate
(less compression). The thresholds can be loosened gradually from the upper
part of the rectilinear frame to the lower part of the rectilinear frame.

[0060] As shown in the example flowchart of FIG. 7, provided are methods
for image processing, comprising receiving a video frame at 701, coding a first
portion of the video frame at a different quality than a second portion of the.
video frame, based on an optical property at 702, and displaying the video
frame at 703.

[0061] The video frame can be received from a panoramic video camera, a
plurality of cameras providing a 3602 feed, or a plurality of cameras providing
a feed greater than 180°.

[0062] Coding the first portion of the video frame at a different quality than
the second portion of the video frame, based on an optical property can
comprises transforming the first and second portions of the video frame,
resulting in a first and second plurality of coefficients, quantizing the first
plurality of coefficients based on a first plurality of quantization parameters,
and quantizing the second plurality of coefficients based on a second plurality
of quantization parameters.

[0063] The methods can further comprise determining the first plurality of
quantization parameters based on the optical property. The optical property
can be an optical property of a panoramic video camera. The optical

property can be an optical distortion property of a panoramic video camera.
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The optical distortion property can be predetermined. The optical distortion
property can be predetermined by measuring distortion of a known video
frame. The optical distortion property can be predetermined by at least one
of, measuring distortion of a known video frame at different camera focal
lengths, measuring distortion of a known video frame by determining pixel
resolution for a line or a group of lines, or measuring distortion of a known
video frame by determining correlation coefficients between adjacent pixels
The distortion of a known video frame can be pixel resolution for a line or a
group of lines and/or the correlation coefficients between adjacent pixels.
The optical distortion property can be predetermined by measuring
distortion of a known video frame at different camera focal lengths. The
difference in resolution between lines or groups of lines and the difference in
pixel correlation within a line or a group of lines are all distortions created by
warping a panoramic picture to a rectilinear picture.

[0064] Quantizing the first plurality of coefficients based on a first plurality of
guantization parameters and quantizing the second plurality of coefficients
based on a second plurality of quantization parameters can comprise
quantizing the first plurality of coefficients more than the second plurality of
coefficients, resulting in higher quality coding of the first portion of the video
frame.

[0065] Quantizing the first plurality of coefficients based on a first plurality of
quantization parameters and quantizing the second plurality of coefficients
based on a second plurality of quantization parameters can comprise
quantizing the first plurality of coefficients less than the second plurality of
coefficients, resulting in lower quality coding of the first portion of the video
frame.

[0066] FIG. 8 is a block diagram illustrating an example operating
environment for performing the disclosed method. One skilled in the art will
appreciate that provided is a functional description and that the respective
functions can be performed by software, hardware, or a combination of
software and hardware. This example operating environment is only an

example of an operating environment and is not intended to suggest any
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limitation as to the scope of use or functionality of operating environment
architecture. Neither should the operating environment be interpreted as
having any dependency or requirement relating to any one or combination of
components illustrated in the example operating environment.

[0067] The present methods and systems can be operational with numerous
other general purpose or special purpose computing system environments or
configurations. Examples of well known computing systems, environments,
and/or configurations that can be suitable for use with the system and
method comprise, but are not limited to, personal computers, server
computers, laptop devices, and multiprocessor systems. Additional examples
comprise set top boxes, programmable consumer electronics, network PCs,
minicomputers, mainframe computers, distributed computing environments
that comprise any of the above systems or devices, and the like.

[0068] The processing of the disclosed methods and systems can be
performed by software components. The disclosed system and method can
be described in the general context of computer-executable instructions,
such as program modules, being executed by one or more computers or
other devices. Generally, program modules comprise computer code,
routines, programs, objects, components, data structures, etc. that perform
particular tasks or implement particular abstract data types. The disclosed
method can also be practiced in grid-based and distributed computing
environments where tasks are performed by remote processing devices that
are linked through a communications network. In a distributed computing
environment, program modules can be located in both local and remote
computer storage media including memory storage devices.

[0069] Further, one skilled in the art will appreciate that the system and
method disclosed herein can be implemented via a general-purpose
computing device in the form of a computer 801. The components of the
computer 801 can comprise, but are not limited to, one or more processors
or processing units 803, a system memory 812, and a system bus 813 that

couples various system components including the processor 803 to the
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system memory 812. In the case of muitiple processing units 803, the system
can utilize parallel computing.

[0070] The system bus 813 represents one or more of several possible types
of bus structures, including a memory bus or memory controller, a peripheral
bus, an accelerated graphics port, and a processor or local bus using any of a
variety of bus architectures. By way of example, such architectures can
comprise an Industry Standard Architecture (ISA) bus, a Micro Channel
Architecture (MCA) bus, an Enhanced ISA (EISA) bus, a Video Electronics
Standards Association (VESA) local bus, an Accelerated Graphics Port (AGP)
bus, and a Peripheral Component Interconnects (PCl) bus also known as a
Mezzanine bus. The bus 813, and all buses specified in this description can
also be implemented over a wired or wireless network connection and each
of the subsystems, including the processor 803, a mass storage device 804,
an operating system 805, videoconference software 806, videoconference
data 807, a network adapter 808, system memory 812, an input/output
interface 810, a display adapter 809, a display device 811, a human machine
interface 802, and a camera 816, can be contained within a local endpoint
814 and one or more remote endpoints 814a,b,c at physically separate
locations, connected through buses of this form, in effect implementing a
fully distributed system.

[0071] The computer 801 typically comprises a variety of computer readable
media. Example readable media can be any available media that is accessible
by the computer 801 and comprises, for example and not meant to be
limiting, both volatile and non-volatile media, removable and non-removable
media. The system mémory 812 comprises computer readable media in the
form of volatile memory, such as random access memory (RAM), and/or non-
volatile memory, such as read only memory (ROM). The system memory 812
typically contains data such as videoconference data 807 and/or program
modules such as operating system 805 and videoconference software 806
that are immediately accessible to and/or are presently operated on by the

processing unit 803.
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[0072] In another embodiment, the computer 801 can also comprise other
removable/non-removable, volatile/non-volatile computer storage media.
By way of example, FIG. 8 illustrates a mass storage device 804 which can
provide non-volatile storage of computer code, computer readable
instructions, data structures, program modules, and other data for the
computer 801. For example and not meant to be limiting, a mass storage
device 804 can be a hard disk, a removable magnetic disk, a removable
optical disk, magnetic cassettes or other magnetic storage devices, flash
memory cards, CD-ROM, digital versatile disks (DVD) or other optical storage,
random access memories (RAM), read only memories (ROM), electrically
erasable programmable read-only memory (EEPROM), and the like.

[0073] Optionally, any number of program modules can be stored on the
mass storage device 804, including by way of example, an operating system
805 and videoconference software 806. Each of the operating system 805.
and videoconference software 806 (or some combination thereof) can
comprise elements of the programming and the videoconference software
806. Videoconference data 807 can also be stored on the mass storage
device 804. Videoconference data 807 can be stored in any of one or more
databases known in the art. Examples of such databases comprise, DB2®,
Microsoft® Access, Microsoft® SQL Server, Oracle®, mySQL, PostgreSQL, and
the like. The databases can be centralized or distributed across multiple
systems.

[0074] In another embodiment, the user can enter commands and
information into the computer 801 via an input device (not shown).
Examples of such input devices comprise, but are not limited to, a keyboard,
pointing device (e.g., a "mouse"), a microphone, a joystick, a scanner, tactile
input devices such as gloves, and other body coverings, and the like These
and other input devices can be connected to the processing unit 803 via a
human machine interface 802 that is coupled to the system bus 813, but can
be connected by other interface and bus structures, such as a parallel port,
game port, an IEEE 1394 Port (also known as a Firewire port), a serial port, or

a universal serial bus (USB).
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[0075] In yet another embodiment, a display device 811, such as a video
display, can also be connected to the system bus 813 via an interface, such as
a display adapter 809. It is contemplated that the computer 801 can have
more than one display adapter 809 and the computer 801 can have more
than one display device 811. For example, a display device can be a monitor,
an LCD (Liquid Crystal Display), or a projector. In addition to the display
device 811, other output peripheral devices can comprise components such
as speakers (not shown) and a printer (not shown) which can be connected to
the computer 801 via Input/Output Interface 810.

[0076] The computer 801 can operate in a networked environment using
logical connections to one or more remote endpoints 814a,b,c. By way of
example, a remote computing device at a remote endpoint 814 can be a
personal computer, portable computer, a server, a router, a network
computer, a peer device or other common network node, and so on. Logical
connections between the computer 801 and a remote endpoint 814a,b,c can
be made via a local area network (LAN) and a general wide area network
(WAN). Such network connections can be through a network adapter 808. A
network adapter 808 can be implemented in both wired and wireless
environments.  Such networking environments are conventional and
commonplace in offices, enterprise-wide computer networks, intranets, and
the Internet 815.

[0077] For purposes of illustration, application programs and other
executable program components such as the operating system 805 are
illustrated herein as discrete blocks, although it is recognized that such
programs and components reside at various times in different storage
components of the computing device 801, and are executed by the data
processor(s) of the computer. An implementation of videoconference
software 806 can be stored on or transmitted across some form of computer
readable media. Computer readable media can be any available media that
can be accessed by a computer. By way of example and not meant to be
limiting, computer readable media can comprise "computer storage media"

and "communications media." "Computer storage media" comprise volatile
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and non-volatile, removable and non-removable media implemented in any
method or technology for storage of information such as computer readable
instructions, data structures, program modules, or other data. Example
computer storage media comprises, but is not limited to, RAM, ROM,
EEPROM, flash memory or other memory technology, CD-ROM, digital
versatile disks (DVD) or other optical storage, magnetic cassettes, magnetic
tape, magnetic disk storage or other magnetic storage devices, or any other
medium which can be used to store the desired information and which can
be accessed by a computer.

[0078] The methods and systems can employ Artificial Intelligence
techniques such as machine learning and iterative learning. Examples of such
techniques include, but are not limited to, expert systems, case based
reasoning, Bayesian networks, behavior based Al, neural networks, fuzzy
systems, evolutionary computation (e.g. genetic algorithms), swarm
intelligence (e.g. ant algorithms), and hybrid intelligent systems (e.g. Expert
inference rules generated through a neural network or production rules from
statistical learning).

[0079] While the methods and systems have been described in connection
with preferred embodiments and specific examples, it is not intended that
the scope be limited to the particular embodiments set forth, as the
embodiments herein are intended in all respects to be illustrative rather than
restrictive.

[0080] Unless otherwise expressly stated, it is in no way intended that any
method set forth herein be construed as requiring that its steps be
performed in a specific order. Accordingly, where a method claim does not
actually recite an order to be followed by its steps or it is not otherwise
specifically stated in the claims or descriptions that the steps are to be
limited to a specific order, it is no way intended that an order be inferred, in
any respect. This holds for any possible non-express basis for interpretation,
including: matters of logic with respect to arrangement of steps or

operational flow; plain meaning derived from grammatical organization or
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punctuation; the number or type of embodiments described in the
specification.

[0081] It will be apparent to those skilled in the art that various modifications
and variations can be made without departing from the scope or spirit. Other
embodiments will be apparent to those skilled in the art from éonsideration
of the specification and practice disclosed herein. It is intended that the
specification and examples be considered as exemplary only, with a true

scope and spirit being indicated by the following claims.
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CLAIMS
What is claimed is:
1. A method for image processing, comprising:
receiving a video frame;
coding a first portion of the video frame at a different quality than a
second portion of the video frame, based on an optical
property; and

displaying the video frame.

2. The method of claim 1, wherein the video frame is received from a

panoramic video camera.

3. The method of claim 1, wherein coding the first portion of the video frame at
a different quality than the second portion of the video frame, based on an
optical property comprises: |

transforming the first and second portions of the video frame,
resulting in a first and second plurality of coefficients;

quantizing the first plurality of coefficients based on a first plurality of
quantization parameters; and

quantizing the second plurality of coefficients based on a second

plurality of quantization parameters.

4. The method of claim 3, further comprising determining the first plurality of

quantization parameters based on the optical property.

5. The method of claim 4, wherein the optical property is an optical property of

a panoramic video camera.

6. The method of claim 4, wherein the optical property is an optical distortion

property of a panoramic video camera.
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7.

9.

10.

11.

The method of claim 6, wherein the optical distortion property is

predetermined.

The method of claim 6, wherein the optical distortion property is

predetermined by measuring distortion of a known video frame.

The method of claim 6, wherein the optical distortion property is
predetermined by at least one of, measuring distortion of a known video
frame at different camera focal lengths, measuring distortion of a known
video frame by determining pixel resolution for a line or a group of lines, or
measuring distortion of a known video frame by determining correlation

coefficients between adjacent pixels.

The method of claim 3, wherein quantizing the first plurality of coefficients
based on a first plurality of quantization parameters and quantizing the
second plurality of coefficients based on a second plurality of quantization

parameters comprises quantizing the first plurality of coefficients more than

‘the second plurality of coefficients, resulting in higher quality coding of the

first portion of the video frame.

The method of claim 3, wherein quantizing the first plurality of coefficients
based on a first plurality of quantization parameters and quantizing the
second plurality of coefficients based on a second plurality of quantization
parameters comprises quantizing the first plurality of coefﬁcient.s less than
the second plurality of coefficients, resulting in lower quality coding of the

first portion of the video frame.

29



WO 2009/102503 PCT/US2009/001070

12. A multi-point videoconferencing system comprised of:

a first point of the multi-point videoconferencing system comprised of
a first camera, a first video display, and one or more first
positions, wherein a video frame captured at the first point is a
panoramic image;

a second point of the multi-point videoconferencing system
comprised of a second camera, a second video display, one or
more second positions; and

a processor operably connected with the first camera, wherein the
processor is configured to code a first portion of the video
frame at a different quality than a second portion of the video

frame, based on an optical property.

13. The system of claim 12, wherein the first camera is a panoramic video

camera.

14. The system of claim 12, wherein the processor is further configured to:
transform the first and second portions of the video frame, resulting
in a first and second plurality of coefficients;
quantize the first plurality of coefficients based on a first plurality of
quantization parameters; and
quantize the second plurality of coefficients based on a second

plurality of quantization parameters.
15. The system of claim 14, wherein the processor is further configured to
determine the first plurality of quantization parameters based on the optical

property.

16. The system of claim 15, wherein the optical property is an optical property of

the first camera.
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17. The system of claim 14, the processor is further configured to quantize the
first plurality of coefficients more than the second plurality of coefficients,

resulting in higher quality coding of the first portion of the video frame.

18. The system of claim 14, wherein the processor is further configured to
quantize the first plurality of coefficients less than the second plurality of
coefficients, resulting in lower quality coding of the first portion of the video

frame.

19. A computer readable medium having computer executable instructions
embodied thereon for image processing, comprising:
receiving a video frame;
coding a first portion of the video frame at a different quality than a
second portion of the video frame, based on an optical
property; and

displaying the video frame.

20. The computer readable medium of claim 19, further comprising:
transforming the first and second portions of the video frame,
resulting in a first and second plurality of coefficients;
quantizing the first plurality of coefficients based on a first plurality of
quantization parameters; and
quantizing the second plurality of coefficients based on a second

plurality of quantization parameters.
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optical property

J /- 703

Display the video frame
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FIG. 8
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